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Phase Linearity Measurement: A Novel Index
for Brain Functional Connectivity

Fabio Baselice , Antonietta Sorriso , Rosaria Rucco , and Pierpaolo Sorrentino

Abstract— The problem of describing how different brain
areas interact between each other has been granted a great
deal of attention in the last years. The idea that neuronal
ensembles behave as oscillators and that they communicate
through synchronization is now widely accepted. To this
regard, EEG and MEG provide the signals that allow the esti-
mation of such communication in vivo. Hence, phase-based
metrics are essential. However, the application of phased-
based metrics for measuring brain connectivity has proved
problematic so far, since they appear to be less resilient to
noise as compared to amplitude-based ones. In this paper,
we address the problem of designing a purely phase-based
brain connectivity metric, insensitive to volume conduction
and resilient to noise. The proposed metric, named phase
linearity measurement (PLM), is based on the analysis of
similar behaviors in the phases of the recorded signals. The
PLM is tested in two simulated datasets as well as in real
MEG data acquired at the Naples MEG center. Due to its
intrinsic characteristics, the PLM shows considerable noise
rejection properties as compared to other widely adopted
connectivity metrics. We conclude that the PLM might be
valuable in order to allow better estimation of phase-based
brain connectivity.

Index Terms— Brain functional connectivity, functional
coupling, phase metric, EEG, MEG, volume conduction.

I. INTRODUCTION

MANY of the complex functions of the brain cannot be
explained by the activity of a single cell or neuronal

ensemble. Instead, they become possible when many groups
of neurons interact simultaneously [1]. The description of such
interactions yields relevant information about the functioning
of the brain in health and disease [2]. The term “connectivity"
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refers to the estimation of such interactions based upon sta-
tistical dependencies [3]. Recently, a number of connectivity
metrics have been developed to capture various aspects of
such statistical dependencies [4]. The choice of a specific
metric depends upon the system being used to acquire the
measurements of the brain (and hence the characteristics of
the signal) and upon the hypothesis that is being tested [5].
Connectivity metrics can be classified into amplitude based
measures, phase based measures or joint amplitude - phase
measures [6]. Metrics based on amplitude quantify power
correlations between time series [5]. Phase based measures
consider signal phase changes related to information transfer
between neurons or brain areas [7]. Indeed, one of the underly-
ing assumptions usually applied when using phase based met-
rics is that synchronization is a way neuronal ensembles use
to communicate [8]. There is a wide body of well-established
literature that has proven to be able to predict synchronization
phenomena under certain assumptions. One of this assump-
tions has been that the oscillators to be synchronized would
display exactly the same dynamics. Such assumption has
proven extremely useful and has simplified the math describing
such systems [9]–[11], allowing models that precisely predict
the states of a system of (weakly coupled) oscillators based on
their phases. The observation that even single neurons display
properties of oscillators, such as resonance and oscillations at
multiple frequencies, has supported the use of such metrics to
describe neural synchronization, and this has been done with
great success [7]. However, the validity of the assumptions
made to study simple systems have been questioned when
one moves to much more complex systems, such as the whole
brain [12]. As of today, the only means to directly record
the electric activity of the brain in vivo and noninvasively
are electroencephalogram (EEG) and magnetoencephalogram
(MEG) [13]. The features of those signals have been exploited
in order to measure synchronization between functional brain
areas. A number of metrics have been designed in order to
quantify synchronization between areas [4]. When estimating
connectivity using such metrics, one main problem stems from
the fact that each source activity is simultaneously recorded
by multiple sensors [14], [15]. This phenomena, commonly
referred to as volume conduction or field spread, can result
in the presence of spurious linear correlations that negatively
affects estimation of the statistical dependencies between time
series. To this regard, Nolte et. al proposed the imaginary part
of coherence (ImC) as a way to overcome this limitation [16].
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The reasoning behind this is that the same source would
affect two time series without time delay, hence their cross-
spectrum in zero would have null imaginary part. However,
the ImC depends also upon the amplitude of the signal, and
so it cannot be considered as a pure phase-based metric [17].
In order to design a pure phase based metric while preserving
the insensitivity to volume conduction, Stam et al. proposed
the Phase Lag Index (PLI) [17]. The PLI is computed as the
time average of the signum of the phase differences between
the series. It is based on the concept that two synchronized
time sources will show a constant phase difference over time.
The PLI is insensitive to volume conduction while remaining
a pure phase-based metric. However, the PLI has shown to
be rather sensitive to noise, an issue particularly relevant in
the case of signals received with small delays, which are
known to be abundant in the brain [18], [19]. The sensitivity
to noise of the PLI led to the introduction of the weighted PLI
(wPLI), whereby the PLI is multiplied by the imaginary part
of the cross-spectrum [20]. Values derived from signals with
small phase differences (i.e. with a small imaginary part), that
are more likely to be affected by noise, will contribute less
to the final estimate. Unfortunately, the weighting procedure
introduces again a dependency upon the amplitude, therefore
such metric carries slightly different information and is to be
interpreted differently from the PLI and the PLM. Hence,
when the estimation of communication is based solely on
the phase, sensitivity to noise becomes crucial, hindering the
possibility of reliably estimating brain connectivity at the
single subject level [18]. In order to achieve a metric that
is purely phase-based, while being resilient to noise and
informative about synchronization, one should remember that,
even in the early works (both theoretical or on simple models),
the dynamic of synchronization changed significantly if the
characteristics of the oscillators were allowed to vary (which
seems a reasonable assumption when dealing with complex
systems, such as the human brain [12]). One (of many)
important examples of this was shown by Winfree [11], who
showed that, if the frequencies of the oscillators are allowed
to differ within a range, synchronization can still occur.

In this manuscript, we introduce a new phase-based metric,
that we named the Phase Linearity Measurement (PLM),
designed to be robust to noise and insensitive to volume
conduction. The PLM, similarly to the PLI, is interpretable
when dealing with narrow-band signals, as it exploits the phase
differences between them. The novelty of such metric consists
in the fact that a small band of frequencies is considered rel-
evant in establishing communication between functional brain
areas. To this regard, the PLM differs from the PLI, that only
takes into account the components in perfect iso-frequency
when estimating synchronization. This is to say that the PLM
measures linear trends of the differential phase instead of
constant ones. Therefore, the PLM could be thought of as
an extension of the PLI, aiming at measuring the similarity
of phase behaviors between signals. In order to achieve such
result, the metric exploits the relative energy carried by phasors
composing the cross-spectrum of two signals. While being a
pure phase-based metric, the PLM cannot be considered as
a classical measure of synchronization, given that it measures

the dependency between signals even if their phase differences
are not constant over time (indeed the PLM will detect if those
values evolve linearly over time).

In this work, the PLM is analytically presented in Section II.
Following that, we tested the ability of the PLM to measure
coupling. In order to do so, we have generated a series of
coupled Rössler attractors with varying degree of synchro-
nization, and compared the performance of the PLI and the
PLM in detecting coupling. Following this step, we have
corrupted such time series with growing levels of noise, and
compared the robustness of the PLI and the PLM against noise.
Then, a model based on Gaussian realizations of a random
variable, with varying degrees of correlation between the
signals, has been considered. Furthermore, we have introduced
varying degrees of (small) differences in the central resonance
frequency of the signals. Then, the performances of the PLI
and the PLM have been compared, both with and without
noise. In order to validate our approach on real data, a MEG
dataset has also been analyzed. The connectivity matrices
obtained using the PLM, the PLI and the Amplitude Envelope
Correlation (AEC) [21] have been compared, and the robust-
ness of the metrics with respect to noise has been measured.
The AEC has been considered, despite not being a phase-based
metric, given its very good properties of robustness against
noise [22]. Results are encouraging and, most importantly,
the PLM reaches stability and optimal Signal to Noise Ratio
(SNR) with averaging over only a few epochs, allowing a
reliable measurement of the connectivity at the single subject
level.

II. METHODS

Let us consider two real signals s1(t) and s2(t). The
corresponding analytical signals are defined as:

x(t) = s1(t) + i s̃1(t) = Ax(t)e
iφx (t)

y(t) = s2(t) + i s̃2(t) = Ay(t)e
iφy (t) (1)

where s̃(t) is the Hilbert transform of the signal s(t), i.e.:

s̃(t) = 1

π
PV

∫ ∞

−∞
s(ρ )

t − ρ
dρ (2)

with PV the Cauchy principal value. Starting from the ana-
lytical signals, let us define the interferometric signal z(t) as:

z(t) = x(t)y �(t) (3)

where the symbol � indicates the complex conjugate. Mov-
ing to the modulus and phase notation, such signal can be
expressed as:

z(t) = Ax(t)Ay(t)e
i[φx (t)−φy(t)] = Ax(t)Ay(t)e

i[�φ(t)] (4)

In brief, the amplitude of z(t) is the product of the amplitudes
of x(t) and y(t), while the phase is their phase difference
�φ(t) = φx (t)−φy(t). Note that, by applying the normaliza-
tion and the temporal mean operator �·� to z(t), the complex
coherence value c of the two signals is computed:

c = �z(t)�√
�A2

x (t)��A2
y(t)�

(5)
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In order to remove the contribution of the linear mixing of
uncorrelated sources, i.e. the volume conduction, from the
connectivity measurement, it has been proposed in [16] to only
consider the imaginary part of c:

�{c} = �Ax(t)Ay(t) sin[�φ(t)]�√
�A2

x (t)��A2
y(t)�

(6)

where the sin function makes the fraction null in case of
�φ = 0. Another well established functional connectivity
measurement (practically) unaffected by the volume conduc-
tion is the PLI, which analyses the sign of the �φ(t) term:

PLI = |�sgn[�φ(t)]�| = |�sgn[ z(t)]�| (7)

where the operator · extracts the phase of the signal. The
idea is that, in case of two correlated sources, the phase
difference remains constant over time (disregarding the noise),
i.e. �φ(t) = �φ. More in detail, if the two sources share the
same frequency behavior fx (t) = fy(t) = f0(t), their phases
can be written as (we assume the signals start at t = 0):

φx (t) =
∫ t

0
f0(ρ )dρ + ϕx

φy(t) =
∫ t

0
f0(ρ )dρ + ϕy (8)

with ϕx and ϕy the initial phases related to signal propagation
delays. In this case, the phase difference �φ(t) is constant:

�φ(t) = φx (t) − φy(t) = ϕx − ϕy (9)

If the instantaneous frequencies of the two signals s1(t)
and s2(t) are not exactly the same over time, but show a
constant difference, defined as � f , i.e. fx (t) = f0(t) and
fy(t) = f0(t) + � f , the phase difference will no longer be
characterized by a constant behavior. Eq. (8) and (9) are thus
modified in:

φx (t) =
∫ t

0
f0(ρ )dρ + ϕx

φy(t) =
∫ t

0
f0(ρ )dρ + � f t + ϕy (10)

and

�φ(t) = φx(t) − φy(t) = ϕx − ϕy − � f t (11)

Note that the above equation describes the behavior of the
phase difference term as linear over time, which is different
from Eq. (9), where �φ(t) is constant. The PLI has a serious
limitation in this specific case, as it has been designed under
the hypothesis of Eq. (9) instead of Eq. (11). More in detail,
a �φ(t) variation equal to π/2 within the observation interval
T is sufficient to greatly reduce the measured PLI value. It is
worth to underline that this effect happens also in case of very
limited � f values. For example, assuming T = 10s, this effect
appears for � f � 0.025 Hz.

Within this work, a novel functional connectivity index able
to handle narrow � f values is proposed. The index, which
has been named Phase Linearity Measurement (PLM), can be
seen as a generalization of the PLI, as developed considering
Eq. (11) as the differential phase model. Let us consider the

Fig. 1. Four energy spectral densities of the interferometric signal z(t)
case of iso-frequency and high correlation (Sz1(f)), iso-frequency and
medium correlation (Sz2(f)), non iso-frequency and medium correlation
(Sz3(f)) and low correlation (Sz4(f)) signals. In Sz3(f) PLM detects
connectivity, unlike PLI.

interferometric signal z(t) of Eq. (4). The first step consists in
setting the amplitude equal to 1 in order to remove its effect,
leading to a normalized z(t):

zN (t) = ei z(t) = ei�φ(t) (12)

The PLM reveals the presence of phase variations of the 0-th
order (i.e. the term ϕx −ϕy , which is constant) and of the 1-st
order (i.e. the linear term � f t) within the normalized interfer-
ometric signal zN (t). In other words, the analysis consists in
decomposing the normalized interferometric signal of Eq. (12)
into a set of phasors at fixed frequencies, and evaluating their
relative energies. Such evaluation can be effectively performed
via the direct Fourier transform of zN (t):

Z N ( f ) =
∫ T

0
zN (t)e−i2π f t dt (13)

where [0, T ] is the signals observation period. By computing
the energy spectral density

Sz( f ) = |Z N ( f )|2, (14)

the predominant frequency components of zN (t) can be iden-
tified. It has to be underlined that the band of Sz( f ) is not
directly related to the frequency bands of the original signals
x(t) and y(t), but rather on the shape of their cross-correlation
function. In Figure 1, four different energy spectral densities
are reported. Sz1( f ) (blue line) is characterized by an energy
peak around f = 0 Hz, and it is related to highly correlated
sources (highest peak value) with the same frequency, i.e.
�φ(t) = �φ (constant phase difference). In this case, the PLI
is an effective connectivity measurement. The function Sz2( f )
(orange line) is similar, but the energy is distributed on a wider
frequency range (about [−1, 1] Hz in the example). This
condition is related to two sources characterized by lower cor-
relation with respect to the previous case, but again the same
frequency behavior. The PLI provides a valid measurement
also in this case. The third spectral density Sz3( f ) (yellow
line) shows the same correlation value of Sz2( f ) (same peak
height), but a frequency shift appears between the two signals
as revealed by the shift of the peak (specifically � f = 0.6 Hz).
The Sz4( f ) spectrum (violet line) is related to uncorrelated
sources (lower peak height) and shows a characteristic wide-
band behavior. In case of Sz3( f ) and Sz4( f ), the PLI measures
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very low connectivity, but this is true only for the latter. The
aim of the PLM is to measure the connectivity of Sz3( f ) in
a correct way, i.e. properly handling frequency shifts between
signals. The PLM is defined by the following equation:

PLM =
∫ B
−B Sz( f )d f∫ ∞
−∞ Sz( f )d f

(15)

In brief, the PLM computes the percentage of the spectral
energy within a narrow band 2B centered around 0 with
respect to the total energy of the signal. By looking at the
spectra reported in Figure 1, it is evident that the PLM is
capable of correctly measuring the correlation, producing a
high value in case of Sz1( f ), Sz2( f ) and Sz3( f ) and a low
value in case of Sz4( f ) (its energy spreads over a wide range
of frequencies). By merging Eqn. (12), (13) and (15), the PLM
can be defined as:

PLM =
∫ B
−B | ∫ T

0 ei�φ(t)e−i2π f t dt|2d f∫ ∞
−∞ | ∫ T

0 ei�φ(t)e−i2π f t dt|2d f
(16)

Of course, in case of numeric data the Fast Fourier Transform
algorithm can be exploited for efficiently computing Eq. (16).1

Volume Conduction Effect: Within this subsection the effects
of the Volume Conduction (VC) artifact on the PLM are inves-
tigated [23]. Let us focus on the complex Fourier transform
of the interferometric signal defined in Eq. (13). In case of
two iso-frequency signals, Z N ( f ) will have the maximum
amplitude value at f = 0 Hz, and a phase value related to
the delay between the two signals. Such phase value can be
analyzed in order to detect VC artifacts. In particular, the VC
effect is instantaneous, thus it is characterized by a very small
phase difference (close to zero). Therefore, before computing
the energy spectral density Sz( f ), the amplitude of Z N ( f ) at
f = 0 is set equal to zero in case its phase value is below the
threshold ε, i.e:

Z N (0) =
{

0 if | Z N (0)| < ε

Z N (0) if | Z N (0)| ≥ ε
(17)

Appropriate values of ε mainly depends on the noise level.
An analysis has been carried out in Section III. By applying
Eq. (17) before computing the energy spectral density Sz( f ),
the contribution of the VC to the PLM is eliminated.

III. RESULTS

A. Choice of the Integration Band

In order to set the integration band B , we based our analysis
on real data. More in detail, two couples of sources have been
selected, with the highest and lowest connectivity values. The
PLM has been computed varying B between 0.1 and 5 Hz.
Means and normalized standard deviations are reported in
Figure 2. It can be noticed that the distance between the mean
values is maximized when B is close to 1 Hz, and that the
wider the integration band, the lower the standard deviation.
Given such results, for all the analysis, we set B = 1 Hz.

1The PLM code is available in the Fieltrip toolbox and upon request.

Fig. 2. Mean values (blue lines) and normalized (over mean) standard
deviations (orange lines) of PLM in case of high (solid lines) and low
(dashed lines) connectivity as a function of the integration band B.

Fig. 3. Mean values of PLM (blue) and PLI (red) in Rössler oscillators as a
function of coupling strength, from 0 (no coupling) to 0.04 (high coupling).
Both metrics grow monotonically as a function of connectedness.

B. Simulated Data - Rössler Oscillator

In this Section, an analysis on the effectiveness of the
PLM in measuring synchronization has been carried out,
together with its robustness against noise. We chose the
Rössler oscillators to model neuron ensembles and generate
datasets with different level of synchronization. In particular,
the time series have been generated according to [24] with
coupling strength varying between 0 and 0.04. The duration
and the sampling interval have been set equal to 5000 s and
2π · 10−4 s, respectively. Both the PLM and the PLI have
been computed, producing the results showed in Figure 3,
where the normalized measured values have been reported.
For this analysis, and for all those reported in the following
ones, we considered B = 1 Hz.

The two Rössler oscillators with the same characteristics
have also been implemented for the noise robustness analysis.
In this case, white Gaussian noise has been added to the data,
and Monte Carlo simulations with 103 realizations have been
set up in order to evaluate the normalized standard deviations
(i.e. the standard deviation over the mean value) of the PLM
and the PLI in case of SNR equal to 10 dB (high noise), 20 dB
(medium noise) and 30 dB (low noise). Results are reported
in Figure 4.

An analysis of proper values of the threshold ε of Eq. (17) is
now conducted. Two iso-frequency coupled signals have been
generated in the alpha band with the same phase (�φ(t) = 0).
Noise has been added in order to achieve SNR values between
10 and 30 dB. Subsequently, the interferometric signal in the
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Fig. 4. Normalized (over mean) standard deviations of PLM (blue) and
PLI (red) in Rössler oscillators as a function of coupling strength, in case
of SNR equal to 10 dB (solid lines), 20 dB (dashed lines) and 30 dB
(dotted lines). PLM has good resiliency to noise.

Fig. 5. 80-th percentile values of the interferometric phase in case
of different SNRs. The lower the noise, the smaller the phase (in case
of f = 0).

Fig. 6. PLM (blue) and PLI (red) measured values for different mixing
levels in case of no noise (top) and SNR = 30dB (bottom). The PLM
remains steady despite noise.

frequency domain Z N ( f ) is computed, and the phase values at
f = 0 are analyzed. More in detail, the statistical distribution
is empirically estimated and the 80-th percentile value is
extracted at different noise levels (Figure 5). For example,
in case of data with SNR = 30dB, an ε value of 0.05 rad
(about 2.8◦) will allow to reject 80% of the components related
to the VC. Such values, which depends on the SNR, should
be set within Eq. (17) in order to properly avoid the influence
of the VC over the coupling measure.

Fig. 7. Signals simulated over time (1s): uncorrelated (ρ = 0) (a), small
correlation non iso-frequency (ρ = 0.2, 1f = −0.2 Hz) (c), medium
correlation iso-frequency (ρ = 0.5, 1f = 0 Hz) (c), high correlation, non
iso-frequency (ρ = 0.8, 1f = 0.5 Hz) (d) and reference signal (red lines).

In order to test the effects of the volume conduction,
a further simulation is implemented. Following the approach
reported in [25], signals related to two Rössler oscillators with
coupling coefficient c = 0.04, namely r1(t) and r2(t), are
generated and linearly mixed according to:

x(t) =
(

1 − m

2

)
r1(t) + m

2
r2(t)

y(t) = m

2
r1(t) +

(
1 − m

2

)
r2(t) (18)

where the variable m controls the linear mixing strength.
In particular, the condition m = 0 refers to the no volume
conduction case, while the two signals are perfectly linearly
mixed (x(t) = y(t)) in case of m = 1. A Monte Carlo
simulation has been conducted for testing the performances
of the PLM, and comparing them to the PLI, in case of m
varying from 0 to 1. Results are reported in Figure 6.

C. Simulated Data - Gaussian Process

A Monte Carlo simulation has been set up in order to val-
idate the proposed methodology in case of non-isofrequency
signals. In order to to this, 103 realizations (epochs) of 5 white
Gaussian processes with zero mean and unitary variance have
been generated. Each process has been sampled at 625 Hz for
6.5 seconds, collecting 4096 time samples. A bandpass filter
in the range [7, 13] Hz has then been applied. Subsequently,
correlations (ρ25 = 0.2, ρ35 = 0.5 and ρ45 = 0.8) and
frequency shifts (� f25 = −0.2 Hz and � f45 = +0.5 Hz)
have been applied to the data. Moreover, in order to avoid
zero phase difference (i.e. VC effect), a constant phase shift
(equal to π/10 radiants) has been added to the reference
signal. One second of the generated signals is reported in
Figure 7: the black lines are the reference signals, the red
line is the uncorrelated signal in Figure 7(a)), and the cyan,
blue and green lines of Figures 7(b-d) represent signals with
different correlation levels (20%, 50% and 80%, respectively)
and frequency shifts (−0.2Hz, 0Hz and 0.5Hz, respectively)
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Fig. 8. Power spectral densities of the simulated interferometric signals
couples in the range [ − 4, 4] Hz and in logarithmic scale: uncorrelated
case (ρ = 0) (red line), small correlation, non iso-frequency (ρ =
0.2, Δf = −0.2 Hz) (cyan line), medium correlation, iso-frequency
(ρ = 0.5, Δf = 0 Hz) (blue line), high correlation, non iso-frequency
(ρ = 0.8, Δf = 0.5 Hz) (green line). Peak intensities and positions are
in accordance with correlations and frequency shifts among considered
signals.

Fig. 9. PLM (blue line) and PLI (red line) values averaged over
1 to 1000 epochs (top), and an enlargement over the first 100 epochs
(bottom). The two indexes converge to 100% of their final value with
different speed.

as compared to the reference signal. The interferometric sig-
nals have been computed with respect to the reference one
both in the time and the frequency domains, according to
Eqn. (3) and (13). Subsequently, the power spectral densi-
ties Sz( f ) have been computed and reported in Figure 8.
As expected, the curve of the uncorrelated case (blue line)
spreads over the considered frequency range, while the other
behaviors are characterized by power peaks with different
intensities (related to the correlation value) and positions
(related to the frequency shifts).

The signals generated within the Monte Carlo simulation
have been corrupted by an additive zero mean white Gaussian

Fig. 10. PLM (blue line) and PLI (red line) normalized variances
computed over 2 to 1000 epochs (top), and an enlargement over the
first 100 epochs (bottom).

noise in order to reach an SNR of 20 dB. The PLM and the
PLI have been computed for all the realizations of the Monte
Carlo simulation. Their mean and variance values have been
computed varying the number of epochs up to 103, according
to:

μP L I (k) = 100
1

μP L I (mc)

1

k

k∑
i=1

P L I (i)

μP L M (k) = 100
1

μP L M(mc)

1

k

k∑
i=1

P L M(i)

σ 2
P L I (k) = 1

μP L I (mc)

1

k − 1

k∑
i=1

[P L I (i) − μP L I (k)]2

σ 2
P L M (k) = 1

μP L M (mc)

1

k − 1

k∑
i=1

[P L M(i) − μP L M (k)]2

with k = 1, . . . , mc, where mc is the Monte Carlo number,
P L I (i) and P L M(i) refer to the indexes computed in case
of the i -th epoch. The behaviors of mean and variance are
reported in Figures 9 and 10.

Another Monte Carlo simulation has been set up in order
to evaluate the performances of the PLM and the PLI when a
varying number of epochs is averaged. In particular, we com-
pared the mean values of the PLI and the PLM computed
averaging a number of epochs varying between 1 and 200.
For each number of epochs, 104 Monte Carlo realizations
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Fig. 11. Comparison between PLI (upper triangular) and PLM (lower triangular) indexes in case of 1 (a), 10 (b), 30 (c), 50 (d), 100 (e) and 200
(f) epochs of an heterogeneous population. PLM converges faster than PLI. All epochs are 8 s long.

TABLE I
NORMALIZED STANDARD DEVIATIONS OF THE PLI AND THE PLM

WHEN AVERAGING OVER DIFFERENT NUMBER OF EPOCHS

have been generated in order to achieve effective estimations.
In Table I, the normalized standard deviations (i.e. divided by
the mean) are reported.

D. Real Data

In order to record the magnetic fields produced by the brain,
we used a magnetoencephalographic (MEG) system developed
by the Institute of Applied Sciences and Intelligent Systems of
the Italian National Research Council (CNR) [26]. The 47 sub-
jects were seated inside a magnetically shielded room (AtB
Biomag UG - Ulm - Germany) and spontaneous brain activity
was recorded in a five minute, no task, eyes closed condition.
The data was sampled at 1024 Hz and band-pass filtered
within the range [0.5, 100] Hz. Principal Component Analysis
(PCA) was performed using the reference sensors in order
to reduce the environmental noise [27]. Noisy channels were
removed manually through visual inspection, while the ECG
components were removed from the data using supervised
Independent Component Analysis (ICA) [28]. Subsequently,
signals have been resampled at 512 Hz and filtered within
the alpha band [7, 13] Hz. Epochs of 8 s (4096 samples)
have been extracted. Such epoch length has been chosen
in order to obtain a reliable and stable estimate of the
PLI [29]. Epochs that did not contain artifacts (either system

Fig. 12. Power spectral densities of two interferometric signals related
to a pair of coupled (blue line) and uncoupled (red line) sources. The
analysis is related to the alpha band.

related or physiological) or excessive environmental noise
were selected manually by an experienced rater, and overall
roughly 500 epochs were available in the sensor space.

Fieldtrip Toolbox [30] in MatlabTM environment has been
used for the beamforming operation. In particular, the Linear
Constraint Minimum Variance algorithm [31] was adopted,
based on the native MRI of the subjects and on the 116 areas
of interest according to the AAL atlas, each one corresponding
to a neurologically meaningful anatomical area [32].

Firstly, based on the PLI, we selected the most and the least
connected couples of sources and computed their interfero-
metric signals zN (t). For both of them, the frequency spectra
Sz( f ) have been computed and reported in Figure 12. The red
line in Figure 12 corresponds to the violet line in Figure 1,
both related to uncoupled signals. Similarly, the blue line in
Figure 12 and the red line in Figure 1 correspond to the
coupled signals.

The PLM has been compared to the PLI [17] and to the
AEC [21], which extracts signal envelopes and measures the
coupling by computing their correlation, varying the number
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Fig. 13. Comparison between AEC (upper triangular) and PLM (lower triangular) indexes in case of 1 (a), 10 (b), 30 (c), 50 (d), 100 (e) and 200
(f) epochs of an heterogeneous population. PLM converges faster than AEC. All epochs are 8 s long.

Fig. 14. First row: comparison between PLI (upper triangular) and PLM (lower triangular) indexes. Second row: comparison between AEC (upper
triangular) and PLM (lower triangular) indexes. Results refer to the case of 1 (a,e), 2 (b,f), 5 (c,g) and 10 (d,h) epochs of a single subject. All epochs
are 8 s long.

of epochs. The comparison between the PLM and the PLI
is reported in Figure 11. The matrices have been computed
and averaged varying the number of epochs. More in details,
Figure 11(a) shows the upper (PLI) and lower (PLM) triangu-
lar matrix computed on a single epoch, while Figures 11(b)-(f)
refer to the average over 10, 30, 50, 100 and 200 epochs,
respectively. Similarly, the PLM is compared to the AEC
in Figure 13. The comparisons of the PLM with the PLI
and the AEC have also been done in the case of a single

subject in order to remove the intra-population variability. The
considered indexes have been computed varying the number
of epochs between 1 and 10. Results are reported in Fig. 14.

A last analysis has been conducted by comparing PLM and
PLI connectivity matrices averaged over 50 epochs to the result
obtained averaging 200 epochs. The analysis has been repeated
1000 times, each one with a different permutation of the
initial data. For each permutation, the relative mean square
difference between the two matrices (i.e. 50 and 200 epochs)
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has been computed. In order to statistically compare the two
indexes, the Wilcoxon signed rank test has been adopted. Such
test confirms that the PLM is statistically significantly faster
in reaching convergence than the PLI (p-value < 10−160).

IV. DISCUSSION

Within this manuscript, a novel methodology for measuring
brain functional connectivity has been presented. We named it
Phase Linearity Measurement (PLM). The PLM provides an
adirectional estimate of the connectivity that is purely based
upon the phases of the signals. Overall, the idea behind the
PLM is that two sources that are communicating will produce
signals with a phase difference evolving linearly over time.
The slope of this linear behavior will be dependent upon the
difference in the central frequency of the two signals. With
the PLM, we aimed at using this feature in order to obtain a
metric that is purely phase dependent and that is robust enough
with respect to noise to be used at the single-subject level.

By looking at the results of the simulations with Rössler
oscillators (Figure 3), it is evident that both the PLM and the
PLI measure the synchronization, producing a monotonically
increasing function directly related to the coupling strength.

The sensitivity to noise of the PLM, in comparison to that
of the PLI, in case of different noise levels and coupling
strengths can be appreciated in Figure 4. From the graphs,
it is evident that the PLM (blue curves) produces more stable
results, i.e. lower standard deviation, with respect to the PLI
in all the considered cases. In particular, the difference is
remarkable in case of very low coupling strengths and high
SNR (Fig. 4).

Figure 6 shows that PLM is insensitive to volume conduc-
tion effect. More in detail, in case of no noise (Figure 6, top)
the measured PLM values show a variation below 1%, while
the PLI shows no significant variation. In case of noise
(SNR = 30 dB), reported in Figure 6, bottom, PLM confirms
such behavior, while the PLI performances are deeply affected.

Moving to the non iso-frequency case, modeled by a
Gaussian process, the PLM is more robust to noise as com-
pared to the PLI (Figures 9 and 10). In fact, in case of
SNR = 20dB, the PLM reaches the [90%, 110%] interval in
less than 20 epochs, as compared to the PLI, that requires more
than 100 epochs. The normalized variance curves confirm
such finding. In particular, the normalized variance in case
of k = 103 epochs is about 0.005 for the PLM and 0.03
for the PLI. The performances of the PLM and the PLI
in case of different epoch number are reported in Table I.
In the case of only one epoch, the PLI value has a standard
deviation of about 76% of its mean value, while the PLM
gives a much more reliable estimation (standard deviation
below 25%). As expected, if more epochs are available, both
the PLI and the PLM become more reliable. In particular,
computing the PLI and the PLM by averaging 100 epochs
makes their normalized standard deviations equal to 7% and
2%, respectively. From the values reported in Table I, it can
be stated that the standard deviation of the PLM is three times
lower than that of the PLI.

This peculiarity appears also using real data. The real data
we used for testing are obtained from a MEG device located

in a hospital, producing signals in a realistic environment and
with a significant level of noise. In order to test robustness
against noise, we studied how many epochs are needed to
reach a reliable estimate of the connectivity matrix in the alpha
band. Such information is also useful in order to understand
if the PLM is a good candidate to move from the group
level to the individual level analysis. As expected from the
simulated data, the robustness to noise of the PLM can be
easily appreciated, as compared to the PLI. In particular, in the
case of the PLM, 30 epochs suffice to produce a matrix similar
to the one obtained averaging 200 epochs. In the case of PLI,
much more data are needed to obtain such result.

Moving to the comparison between the PLM and the AEC
(Figure 13), one can appreciate that the AEC, similarly to
the PLI, requires much more data in order to provide reliable
results than the PLM.

The comparisons of the PLM with the PLI and the AEC
have also been done in the case of a single subject in order to
remove the intra-population variability. The considered indexes
have been computed varying the number of epochs between
1 and 10. The results, reported in Figure 14, confirm the
previous findings. Both the PLI and the AEC require much
more data than PLM for providing reliable results. Therefore,
the PLM bears promise to the possibility of estimating con-
nectivity at the single subject level.

Furthermore, when a small difference between the frequen-
cies of the two generated signals is present, the PLI loses
its ability to detect coupling. The PLI has been designed
in such a way based upon the definition of synchronization
between two signals by assuming an almost constant value
of the phase difference over time. To this regard, it makes
sense that the PLI would be zero in case of a shift between
the frequencies of the signals, since the evolution of the phase
differences would follow a linear trend, instead of a constant
one, hence assuming all possible values in the ]−π, π] range.
However, here we assume that two oscillators are coupled
even if their intrinsic features differ slightly, hence when
their phase difference evolves linearly over time. According
to this hypothesis, the PLM has been designed to measure
coupling even in the case of small frequency differences
between signals.

One more important feature of the PLM is its insensitivity
to volume conduction. This is very important when applying
such metric to real data to avoid overestimating connectivity
with spurious interactions.

Lastly, we should notice that the largest meaningful fre-
quency difference between coupled signals remains to be
determined.

V. CONCLUSIONS

In conclusion, in this paper we propose a new metric for the
connectivity estimation of brain signals that we named Phase
Linearity Measurement (PLM). Such metric is an evolution
of the Phase Lag Index (PLI) in the sense that the PLM
allows to capture connectivity between oscillators with slightly
different frequencies, and it is more robust with respect to
noise. In brief, we removed the hypothesis that the two
connecting brain areas would be characterized by exactly
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the same oscillatory property, thus designing the PLM in
order to consider also linear trends in the phase difference
between signals. Such trends in the frequency domain are
indeed used in order to estimate connectivity between signals.
The results are encouraging and, compared to both the PLI and
the AEC, the connectivity matrix estimations are very reliable.
These findings suggest that the PLM might be well suited for
reaching subject - level connectivity estimation.
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