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#### Abstract

This paper presents an image reconstruction method based on parametric level set (PLS) method using electrical impedance tomography. The conductivity to be reconstructed was assumed to be piecewise constant and the geometry of the anomaly was represented by a shapebased PLS function, which we represent using Gaussian radial basis functions (GRBF). The representation of the PLS function significantly reduces the number of unknowns, and circumvents many difficulties that are associated with traditional level set (TLS) methods, such as regularization, re-initialization and use of signed distance function. PLS reconstruction results shown in this article are some of the first ones using experimental EIT data. The performance of the PLS method was tested with water tank data for two-phase visualization and with simulations which demonstrate the most popular biomedical application of EIT: lung imaging. In addition, robustness studies of the PLS method w.r.t width of the Gaussian function and GRBF centers were performed on simulated lung imaging data. The experimental and simulation results show that PLS method has significant improvement in image quality compared with the TLS reconstruction.


Index Terms-Electrical impedance tomography, parametric level set method, lung imaging, inverse problems.

## I. Introduction

ELECTRICAL impedance tomography (EIT) is an imaging modality that aims to recover the spatially distributed conductivity inside the interested object from the surface electrical measurements. Being a safe (non-radiation), nonintrusive, and inexpensive methodology, it has proven to

[^0]be useful in a number of industrial [1], [2] and medical applications. Medical applications include monitoring of lung function [3]-[5], detection of breast cancer [6] and imaging of brain activity [7].
The image reconstruction of EIT is a nonlinear ill-posed inverse problem. Therefore, the reconstruction approaches in EIT need to be regularized to overcome the extreme sensitivity to measurement noise and modeling errors [8]-[10]. For example, based on a priori knowledge about the unknowns (e.g.,conductivity), the inverse problem is subjected to constraints that make use of various regularization schemes to stabilize the reconstructions. Traditionally, regularization methods such as Tikhonov and total variation have been employed and the regularization parameter is determined heuristically or selected automatically using L-curve method [11], [12]. Generally speaking, these regularization schemes are employed in situations where one aims to use the EIT measurements to recover the conductivity distributions associated with a dense discretization of the interested object (e.g., pixels or voxels).

In addition, the EIT reconstruction problem can also be solved by incorporating structural prior information [13], employing special designed basis functions [14], and reducing dimensionality of the problem for improving the condition number of inverse problem.

In many applications of EIT, including medical imaging, it is important to identify and characterize regions-of-interest in the object (for example, tumors in the breast [6], air content in the local lung [15], cracks in a concrete samples [16] etc). For such problems, an alternative to estimation of conductivity distribution and then post-processing to identify the region is to use the geometric inversion methods to directly recover the information regarding hidden anomalies. Problems tackled in this way are known as the shape-based problems. For earlier works arising from EIT, see [17]-[20] for example. Such processes usually involve reformulating the problem of the conductivity reconstruction as an inverse problem for a special geometrical representation of embedded objects, by using a level set function (LSF).
The idea of level set was initially proposed in [21] for tracking propagating interfaces through topological changes and more recently it has also found applications in shape reconstruction problems [17]-[20], [22]-[24] and in inverse scattering problems [25]. Compared to the more commonly used pixel/voxel-based reconstruction methods, the advantage of shape-based level set method (LSM) is threefold:

First, LSM employs priors of conductivity explicitly in the modeling of the problem, allowing a chance to achieve high contrast reconstructed image, and second, the use of a LSF (which is an implicit representation of the shapes) frees us from topological restrictions during the reconstruction, providing a method to automatically trace the topology changes of geometries such as shape splitting/emerging and holes developing. Finally, LSM is applicable in two and three dimensions. In general, many different approaches for the shape reconstruction are possible in two dimensions, but their extension to three dimensions is notoriously difficult. For example, spline-based method has been applied to estimate shape and free surface in EIT [26].

Although the traditional level set (TLS) method provides large degrees of flexibility in shape reconstruction, there are numerical concerns associated with this method. It has been found that the LSF could be changed into a non-distance function with the initial LSF defined as a signed distance function [27], [28]. This causes some applications to fail, such as image segmentation [29]. It is, therefore, necessary to correct or re-initialize the LSF to keep it well behaved, which is usually inevitable and add extra computational costs and complexity to the problem [30]. Moreover, in TLS methods, the unknown LSF belongs to an infinite dimensional function space. From an implementation perspective, this requires the discretization of the LSF onto a dense mesh, which tends to be time consuming. Such problems in TLS motivated us to consider a geometric inversion method based on a low order parametric model, which has been shown to perform well in the context of ill-posed inverse problems [31].

In this paper, inspired from works [24], [31], we consider the use of a shape-based approach to EIT based on a parametric level set (PLS) formulation. In the proposed PLS approach, the conductivity to be reconstructed was assumed to be piecewise constant and the geometry of the anomaly was represented by a shape-based PLS function, which we represent using Gaussian radial basis functions (GRBF). A key point in PLS method is to provide a low order representation of the LSF. This representation of the LSF not only decreases the number of unknowns and therefore the computational cost of the inversion, but also tends to improve the condition number of the inverse problem compared to pixel/voxel-based image reconstruction and TLS reconstruction. Another advantage of PLS method is that it does not intrinsically require reinitialization of the LSF as in TLS, since the LSF is more likely to remain well behaved through the aforementioned representation in PLS.

We note that electrical resistance tomography (ERT, which is a particular case of EIT) has been studied in the work [31] as an illustrative example. In that study, a point electrode model was used for formulating the forward problem of EIT. However, the point electrode model is not an accurate model when considering real applications, e.g., it does not take impedances of electrodes into account [32]. Conventionally, the most accurate physically realizable model in EIT is the complete electrode model (CEM) [33], which has been shown to have a unique solution and predict the experimental measurements accurately [34]. Further, to our best knowledge,
there is no studies of PLS with EIT experimental data, as well as considering potential medical application in EIT. In this paper, we applied the PLS method into EIT and solved the forward problem with CEM.

To evaluate the accuracy of PLS method, we use experimental data to show the improvement of the PLS method over the pixel based TLS method. Simulation data are used to show PLS reconstructions for EIT lung imaging. In addition, simulation data are also used to study the robustness of PLS method w.r.t width of Gaussian radial basis function by varying the number of basis functions and their center locations. Moreover, performance of PLS method is studied with and without modeling error due to non-homogeneous background.
The rest of this paper is structured as follows. In Section II, we briefly review the EIT forward model. In Section III we discuss the PLS method and in Section IV we present experimental results that show the improvement of the PLS method over pixel-based methods. The PLS method and its robustness studies are tested with simulations related to lung imaging application in Section V. Finally, the conclusions are drawn in Section VI.

## II. EIT Forward Problem

Let us denote the body under investigation by $\Omega \subset \mathbb{R}^{q}$, $q=2,3$, and its boundary by $\partial \Omega$. The electric potential $u(x)$ inside $\Omega$ induced by the injected current $I_{\ell}$ can be modeled using the CEM [34]

$$
\begin{align*}
\nabla \cdot(\sigma(x) \nabla u(x)) & =0, \quad x \in \Omega,  \tag{1}\\
u(x)+z_{\ell} \sigma(x) \frac{\partial u(x)}{\partial n} & =U_{\ell}, \quad x \in e_{\ell}, \quad \ell=1, \ldots, L  \tag{2}\\
\int_{e_{\ell}} \sigma(x) \frac{\partial u(x)}{\partial n} \mathrm{~d} S & =I_{\ell}, \quad \ell=1, \ldots, L  \tag{3}\\
\sigma(x) \frac{\partial u(x)}{\partial n} & =0, \quad x \in \partial \Omega \backslash \bigcup_{\ell=1}^{L} e_{\ell} \tag{4}
\end{align*}
$$

where $\sigma(x)$ is the conductivity, $x \in \Omega$ is the spatial coordinate, $z_{\ell}$ is the contact impedance between electrodes and the imaged body; $U_{\ell}$ and $I_{\ell}$ denote the potential and current corresponding to electrode $e_{\ell}$, respectively; $L$ denotes the number of electrodes and $n$ denotes an outward unit normal.

In addition, the charge conservation condition

$$
\begin{equation*}
\sum_{\ell=1}^{L} I_{\ell}=0 \tag{5}
\end{equation*}
$$

needs to be fulfilled. Further, to determine uniquely the potentials $u$ and $U$ based on the CEM, the potential reference level needs to be fixed, e.g.,

$$
\begin{equation*}
\sum_{\ell=1}^{L} U_{\ell}=0 \tag{6}
\end{equation*}
$$

By numerically approximating the CEM (1-6), e.g., using finite element method (FEM) [35], the observation model can be written in the form

$$
\begin{equation*}
V=U(\sigma)+e \tag{7}
\end{equation*}
$$



Fig. 1. Illustration of object and region of interest used for parametric level set method.
where $V$ is a collection of all the measured voltages, $U(\sigma)$ is the FEM solution to the forward problem, and $e$ is additive Gaussian noise with mean $e^{*}$ and covariance matrix $\Gamma_{e}$.

## III. Shape Reconstruction Using Parametric Level Set Method

In this section, the PLS method which is used for solving the EIT reconstruction problem is introduced. For simplicity of presentation, we assume the domain $\Omega$ contains two different regions $D$ and $\Omega \backslash D$ with piecewise constant conductivity distribution as $\sigma(x)=\sigma_{1}$ for $x \in D$ and $\sigma(x)=\sigma_{0}$ for $x \in \Omega \backslash D$, as shown in Fig.1.

In association with the two regions represented by one LSF $f(x)$, the interior conductivity distribution $\sigma(x)$ in $\Omega$ is described as follows

$$
\begin{equation*}
\sigma(x)=\sigma_{0}(1-H(f(x)))+\sigma_{1}(H(f(x))) \tag{8}
\end{equation*}
$$

where $H(s)$ is the Heaviside function, defined as

$$
H(s)= \begin{cases}1 & \text { for } s \geq 0  \tag{9}\\ 0 & \text { for } s<0\end{cases}
$$

and $f(x)$ is the LSF satisfying

$$
\left\{\begin{array}{l}
f(x)>0 \quad \forall x \in D  \tag{10}\\
f(x)=0 \quad \forall x \in \partial D \\
f(x)<0 \quad \forall x \in \Omega \backslash D
\end{array}\right.
$$

In practice, we use a smooth version of the Heaviside function [36], [37] denoted as $H_{\varepsilon}(s)$ where $H_{\varepsilon}(s)$ is computed as

$$
H_{\varepsilon}(s)= \begin{cases}1 & s>\varepsilon  \tag{11}\\ 0 & s<-\varepsilon \\ \frac{1}{2}\left[1+\frac{s}{\varepsilon}+\frac{1}{\pi} \sin \left(\frac{\pi s}{\varepsilon}\right)\right] & |s| \leq \varepsilon\end{cases}
$$

Here, the parameter $\varepsilon$ defines a band $\mathcal{S}_{b}=2 \varepsilon$ within which the Heaviside function is smoothed [37].

As discussed in Section I, we represent the LSF $f(x)$ parametrically, so instead of using a signed distance function in TLS method [19], it is represented using radial basis functions (RBFs)

$$
\begin{equation*}
f(x)=\sum_{i=1}^{N} \mu_{i} p_{i}(x) \tag{12}
\end{equation*}
$$

where $\mu=\left[\mu_{1}, \mu_{2} \cdots, \mu_{N}\right] \in \mathbb{R}^{N}$ is the PLS parameter vector whereas $p_{i}(x)$ are the functions which belong to the basis set of $P=\left\{p_{1}, p_{2}, \cdots p_{N}\right\}$, where $N$ denotes the


Fig. 2. Illustration of representing LSF in PLS method. $p_{1}(x)$ and $p_{2}(x)$ are the GRBFs, $f(x)=\frac{1}{2} p_{1}(x)+\frac{1}{4} p_{2}(x)$ is the LSF and the shape of inclusions is obtained by taking the contour of $f=0.1$ level set.
number of the basis functions $p_{i}(x)$. Possible choices for the $P$ basis set include Gaussian, multiquadric, polyharmonic splines and thin plate splines polynomial. For the purpose of this paper, we use Gaussian radial basis function (GRBF). That is,

$$
\begin{equation*}
p_{i}(x)=\exp \left(-\frac{\left\|x-x_{i}\right\|^{2}}{2 \gamma^{2}}\right) \tag{13}
\end{equation*}
$$

where $\gamma$ is the Gaussian width and $\|\cdot\|$ denotes the Euclidean norm. This representation of LSF in PLS is illustrated in Fig. 2.

Based on the parameterization of the LSF, equation (10) can be modified as

$$
\left\{\begin{array}{l}
f(x, \mu)>c \quad \forall x \in D  \tag{14}\\
f(x, \mu)=c \quad \forall x \in \partial D \\
f(x, \mu)<c \quad \forall x \in \Omega \backslash D
\end{array}\right.
$$

here, $c$ is a small positive value.
Based on equation (14), the conductivity distribution in (8) can be expressed as

$$
\begin{equation*}
\sigma(x, \mu)=\sigma_{0}(1-H(f(x, \mu)-c))+\sigma_{1}(H(f(x, \mu)-c)) . \tag{15}
\end{equation*}
$$

Unlike the conductivity model in (8) of TLS method that maps the space of unknown regions $D$ into the unknown LSF $f(x)$, this model in fact maps the space of unknown regions $D$ into the space of unknown PLS parameter $\mu$, reducing significantly the number of unknowns.

Now the observation model in (7) can be expressed as

$$
\begin{equation*}
V=U(\sigma(x, \mu))+e \tag{16}
\end{equation*}
$$

Then, the shape reconstruction and estimation of piecewise constant values $\sigma_{0}$ and $\sigma_{1}$ in PLS amounts to solving the minimization problem

$$
\begin{align*}
{\left[\hat{\mu}, \hat{\sigma}_{0}, \hat{\sigma}_{1}\right]=\arg \min \left\{\| L_{e}(V-\right.} & U(\sigma))\left\|^{2}+\right\| I\left(\mu-\mu^{*}\right) \|^{2} \\
& \left.+\sum_{j=0}^{1}\left\|I\left(\sigma_{j}-\sigma_{j}^{*}\right)\right\|^{2}\right\} . \tag{17}
\end{align*}
$$

Here $L_{e}$ is defined as $L_{e}^{T} L_{e}=C_{e}^{-1}$, where $C_{e}$ is the observation noise covariance matrix, $I$ is the identity matrix.
$\mu^{*}$ and $\sigma_{j}^{*}$ are predetermined constant values (see Sections IV-B and IV-C). The last two terms on the righthand side of (17) is referred to as the penalty terms, allowing to obtain stable reconstructions with faster converging speed.

We note that in the minimization problem (17), unknown $\sigma_{0}$ and $\sigma_{1}$ are appended to the unknown PLS parameter $\mu$, and are estimated together with $\mu$ simultaneously. For some special cases, the binary conductivity values $\sigma_{0}$ and $\sigma_{1}$ are known a priori, then the shape reconstruction in PLS method can be simplified to minimize the first two terms of the righthand side of (17). We refer to the solution of this special case as shape-only reconstruction with PLS method.

Similarly as in [38], the solution of (17) has to be computed iteratively. In the iterations, the Jacobian matrix $J_{U}\left(\mu, \sigma_{0}, \sigma_{1}\right)=\frac{\partial U}{\partial\left(\mu, \sigma_{0}, \sigma_{1}\right)}$ is needed. To begin, taking a derivative of $\sigma$ w.r.t $f$ yields

$$
\begin{equation*}
\frac{\partial \sigma}{\partial f}=\left(\sigma_{1}-\sigma_{0}\right)(\delta(f-c)) \tag{18}
\end{equation*}
$$

where $\delta(\cdot)$ denotes the Dirac delta function. Based on the observation model (16), the derivative of the calculated voltage $U$ w.r.t the PLS parameter $\mu_{i}$ can be split into a product of three partial derivatives yielding

$$
\begin{equation*}
J_{U}(\mu)=\frac{\partial U}{\partial \sigma} \cdot \frac{\partial \sigma}{\partial f} \cdot \frac{\partial f}{\partial \mu}=J_{U}(\sigma)\left(\sigma_{1}-\sigma_{0}\right)(\delta(f-c)) \frac{\partial f}{\partial \mu} \tag{19}
\end{equation*}
$$

where $J_{U}(\sigma)$ can be computed with the standard method, see details in [11]. In a similar way, we can get

$$
\begin{equation*}
J_{U}\left(\sigma_{0}\right)=\frac{\partial U}{\partial \sigma} \cdot \frac{\partial \sigma}{\partial \sigma_{0}}=J_{U}(\sigma)(1-H(f-c)) \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{U}\left(\sigma_{1}\right)=\frac{\partial U}{\partial \sigma} \cdot \frac{\partial \sigma}{\partial \sigma_{1}}=J_{U}(\sigma)(H(f-c)) \tag{21}
\end{equation*}
$$

Finally, the minimization problem in (17) is iteratively solved by using the Gauss-Newton method with a line search, and the positivity constraint on the conductivity is handled by using interior point methods.

## IV. Experimental Studies

The feasibility of the proposed PLS method was evaluated experimentally with tank data corresponding to different conductivities. All tests, marked as Cases 1-7, were carried out with inclusions that were homogeneous in the vertical direction and extended through the water surface, and hence two-dimensional models were adequate for modeling the measurements. The extension of the computational methods to a purely three-dimensional case is straightforward.

## A. Experimental Setup

In the experiments, a cylindrical tank was filled with saline of conductivity $543 \mu \mathrm{~s} / \mathrm{cm}$, and seven different target conductivities were constructed by inserting non-conductive (plastic objects in Cases 1-6) and conductive inclusions (pumpkin and rutabaga in Case 7) with different shapes into the tank.


Fig. 3. Distributions of the RBF centers $x_{i}$ used for the PLS method in the experimental studies.

Photos of all six high-contrast (Cases 1-6) and one lowcontrast experiments (Case 7) are shown in the left column of Figs. $4 \& 5$. The diameter of the tank was 28 cm. Sixteen equally spaced metallic electrodes (width 2.5 cm , height 7.0 cm ) were attached to the inner surface of the tank. The experiments were carried out using with KIT4 measurement system [39]. In the EIT measurements, the amplitude of the injected current was 1 mA and the frequency was set to 10 kHz . Four electrodes $\{i=1,5,9,13\}$ were selected as sink electrodes, and pairwise current injections between electrode pairs $i$ and $j, j=1, \cdots, 16, i \neq j$ were applied, leading to total of 54 injections when reciprocal injections were removed. Corresponding to each current injection, the potentials of all 15 electrodes were measured against the sink electrode, which was connected to the common ground, i.e., the ground level in (6) holds.

## B. Implementation Issues

In the PLS reconstructions, the GRBFs was calculated in a piece-wise linear 1st order nodal FE basis with $N_{n}=$ 3613 nodes, and the voltage was approximated in the 2 nd order basis with $N_{n}=14209$ nodes and $N_{e}=6984$ elements. Note that the element information is same for both the 1st and 2nd order basis.

Before describing how to select the Gaussian width parameter $\gamma$ for the GRBF in the PLS reconstruction, we rewrite the GRBF (13) in the new form of

$$
\begin{equation*}
p_{i}(x)=\exp \left(-\lambda\left\|x-x_{i}\right\|\right)^{2} \tag{22}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\gamma=\frac{1}{\sqrt{2} \lambda} \tag{23}
\end{equation*}
$$

It is apparent that adjusting the parameter variant $\lambda$ has the same significance as adjusting the width $\gamma$ of GRBF. Let $\mathcal{A}$ denote the mean value of the element area in the FEM mesh, namely, $\mathcal{A}=\frac{\text { Tank area }}{N_{e}}=0.0882$ for the FEM mesh mentioned above. The PLS reconstruction process is initialized with $N=21$ GRBFs with width parameter variant

$$
\begin{equation*}
\lambda=\mathcal{K} \mathcal{A} \tag{24}
\end{equation*}
$$

placed randomly on the FEM grid in the domain to be imaged. Here, $\mathcal{K}$ is a free coefficient of the Gaussian width parameter, which we heuristically set $\mathcal{K}=2$ for the experimental studies. Thus, the unknown parameters vector was $\left(\mu, \sigma_{0}, \sigma_{1}\right)^{T} \in \mathbb{R}^{23}$. A representative image of the distribution of the RBF centers $x_{i}$ is shown in Fig.3.

TABLE I
The Relative Size Coverage Ratios (RCRs) of the Recovered Inclusions

|  | Case 1 | Case 2 | Case 3 | Case 4 | Case 5 | Case 6 | Case 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| True | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| PLS | 1.03 | 1.04 | 0.97 | 1.04 | 1.01 | 0.91 | 1.09 |
| TLS | 0.84 | 0.90 | 1.00 | 0.98 | 0.82 | 0.84 | 1.51 |

For all studies presented in this paper, the $\mu_{i}^{\prime} s$ weight coefficients were initialized to 0.5 . For the shape representation Heaviside function (11) with $\varepsilon=\mathcal{A} / 2$ was used and the constant $c=f_{m}$ level set is considered, where $f_{m}$ is the mean value of the initial LSF $f$. Note that the same parameter selection was used in all studies.

In addition, the PLS method presented here is compared with the TLS method using a typical Gauss-Newton approach with the LSF defined as a signed distance function over the pixels and a smoothness regularization added. Based on (7) and (8), the reconstruction of TLS method is obtained by solving the minimization problem:

$$
\begin{align*}
{\left[\hat{f}, \hat{\sigma}_{0}, \hat{\sigma}_{1}\right]=\arg \min \left\{\| L_{e}(V-\right.} & U(\sigma))\left\|^{2}+\right\| L_{f}\left(f-f^{*}\right) \|^{2} \\
& \left.+\sum_{j=0}^{1}\left\|I\left(\sigma_{j}-\sigma_{j}^{*}\right)\right\|^{2}\right\} \tag{25}
\end{align*}
$$

where $f^{*}$ is the initial LSF, calculated as the signed distance function from a given initial circle of radius 5 centered at $(-5,1)$, and $L_{f}^{\mathrm{T}} L_{f}=\Gamma_{f}^{-1}$, and $\Gamma_{f}$ for the LSF consists of the entries (see e.g., [40])

$$
\begin{equation*}
\Gamma_{f}(j, k)=a \exp \left\{-\frac{\left\|x_{j}-x_{k}\right\|_{2}^{2}}{2 b^{2}}\right\}+d \delta_{j k} \tag{26}
\end{equation*}
$$

where $x_{j}, x_{k} \subset \Omega$ are the coordinates of the mesh nodes corresponding to LSF value $f_{j}$ and $f_{k}$, respectively; $a, b$ and $d$ are positive scalar parameters, and $\delta_{j k}$ denotes the Kronecker delta function. With this construction, the variation of LSF is $a+d$, we set $a=10$ and $d=0.001$ (which is used to ensure that $\Gamma_{f}$ is well-conditioned). Parameter $b$ controls the degree of spatial smoothness, which is set to 1 . These parameters were experimentally selected so that the reconstructions are visually acceptable. For the Bayesian interpretation of the parameters in (26), see [41].

## C. Experimental Results and Analysis

The results are shown in Figs. $4 \& 5$ using the same color scale from 0 to 0.57 . The first column of Figs. $4 \& 5$ shows the true targets; The second column shows the shape reconstruction using the PLS method; The last column shows the result of the same problem using the TLS method.

For quantitating the results, we computed the relative size coverage ratio (RCR), shown in Table I for the inclusions in the reconstructed images:

$$
\begin{equation*}
\mathrm{RCR}=\frac{\mathrm{CR}}{\mathrm{CR}_{\text {True }}}, \tag{27}
\end{equation*}
$$

where CR denotes the coverage ratio defined as the ratio of the size of the inclusions to the total size of the target. Correspondingly, $\mathrm{CR}_{\text {True }}$ is the CR of the true target. Value 1


Fig. 4. Reconstructions of the high-contrast experiments with both PLS and TLS methods. Inclusions are composed of plastic objects. Cases 1-6 are shown from top to bottom.


Fig. 5. Case 7: Reconstructions of the low-contrast experiment with both PLS and TLS methods. Inclusions are composed of pumpkin and rutabaga.
would indicate exact match of size of the true and recovered inclusions, while a value greater or less than 1 would indicate overestimation or underestimation, respectively.

In both methods, the piecewise constant $\sigma_{0}$ and $\sigma_{1}$ are estimated together with the shape estimation, giving reasonable estimation for all the cases. For example, in the fifth row's target (case 5), the initial values used for the conductivity values are $\sigma_{0}=0.4144 \mathrm{mS} / \mathrm{cm}$ and $\sigma_{1}=0.0014 \mathrm{mS} / \mathrm{cm}$. The initial guess of the background conductivity $\sigma_{0} \in \mathbb{R}$ and
contact impedance $z \in \mathbb{R}$ were computed by solving

$$
\begin{equation*}
\left[\widehat{\sigma_{0}}, \hat{z}\right]=\arg \min \left\{\left\|L_{e}\left(V-U\left(\sigma_{0}, z\right)\right)\right\|^{2}\right\} \tag{28}
\end{equation*}
$$

Note that the measurements with a homogenous target are not a necessity for the reconstruction. The final resulting values $\sigma_{0}=0.5489 \mathrm{mS} / \mathrm{cm}$ and $\sigma_{1}=7.1 \times 10^{-5} \mathrm{mS} / \mathrm{cm}$ with PLS method, $\sigma_{0}=0.5520 \mathrm{mS} / \mathrm{cm}$ and $\sigma_{1}=0.0178 \mathrm{mS} / \mathrm{cm}$ with TLS method, demonstrates that the PLS reconstructions have a better match with real quantities (the plastic inclusions are almost non-conductive and the measured saline conductivity is $0.543 \mathrm{mS} / \mathrm{cm}$ ).

As the results in Fig. 4 show, both corresponding to TLS and PLS methods, the inclusions are clearly visible, and the positions of the inclusions correspond to the real targets. In all test cases, the PLS methods performs well in reconstructing major shape characteristics, leading to coverage ratios closest to the true values for most of the cases, see Table I while the TLS approach fails to provide a good reconstruction in relative complex situation and also produces some artifacts. Especially in the fifth row (case 5), when the inclusions are located close to each other, the PLS method is still capable of recovering the inclusions reliably, RCR being 1.01, which is an appealing result. Also in Case 7 (Fig. 5), both methods are able to detect the inclusions, although the contrast of the inclusions w.r.t the background is much smaller than Cases 1-6. Based on a visual assessment, PLS gives the best reconstruction, leading to a coverage ratio closest to the true value, RCR being 1.09 , see Table I.

Note that in the TLS method, the periodical re-initialization of the LSF is necessary to keep it well behaved and to maintain stable evolution, which may cause undesirable results for image reconstruction and add unnecessary computation cost and complexity to the problem [30]. For more detailed reviews of TLS methods in inverse problems, see [25]. Moreover, in PLS reconstruction, we do not employ reinitialization to LSF as in TLS method (e.g., see [19]), and our LSF intrinsically remains well behaved through the corresponding evolution process. Further, we use the identity matrix as the regularization function in PLS, freeing us from the crucial problem of constructing prior covariance (26) as in TLS method. This is major improvement in moving from TLS method to PLS method.

## V. Simulation Studies With a Thorax Model

To study the performance of the PLS method in medical EIT application: lung imaging, the following two simulation test cases were carried out.

- Case 8: Lung imaging with homogenous background. In this test case, the heart was assumed to be in an ideal state, having the same conductivity value as the background, that is, $\sigma_{0}$ is constant.
- Case 9: Lung imaging with non-homogeneous background. In real situations, the conductivity of heart is completely different to the background. For this reason, a more realistic value for the heart is assigned, leading to a non-homogenous background. That is, $\sigma_{0}$ is not constant anymore, leading to modeling errors in both PLS and TLS methods, since only one LSF was used in both


Fig. 6. Distributions of the RBF centers $x_{i}$ used for the PLS method in the simulation test cases.
methods in the current paper. We note that it is possible to apply two LSFs for representing the regions of lung and heart. However, as our primary interest in this study is to evaluate the performance of the PLS method for lung imaging, we defer this work to the future.
Again, we note that Case 8 where the heart has the same conductivity as the background is not a realistic one. The reason for considering both Case 8 and Case 9 is to study the performance of PLS method with and without modeling errors due to the non-homogenous background.

## A. Simulation of EIT Measurements

In both test cases $8 \& 9$, an actual thorax domain, shown in Fig. 7, was used for simulating the measurements. The thorax domain as well as the sub-domains for the lungs and heart were obtained from CT images of human thorax. The conductivities of the tissues were set as $0.5 \mathrm{mS} / \mathrm{cm}$ for lungs, $2 \mathrm{mS} / \mathrm{cm}$ for background and $3 \mathrm{mS} / \mathrm{cm}$ for heart, corresponding to values found in the literature [42]. Sixteen approximately equally spaced electrodes with length 2 cm were attached on the boundary of the target. The same current injection and measurement patterns used in the previous experimental studies were used in the simulations. The simulated measurements were computed with 2-D FEM approximation using the 2 nd order mesh with $N n=28101$ nodes and $N e=$ 13802 elements, and the conductivity was approximated by using the 1 st order mesh with $N n=7150$ nodes. To avoid the so-called 'inverse crime', a 2nd mesh with $N n=21845$ nodes and $N e=10674$ elements was used to compute the voltages, and a 1st order mesh with $N n=5586$ for approximating the conductivity in the reconstruction. Note that for each mesh, the number of nodes are different in case of 1st order and 2nd order but elements are same.

To simulate real testing conditions, Gaussian noise with standard deviation $0.1 \%$ of the difference between the maximum and minimum value of the noise free measurement data was added to the data $V$. The selected noise level corresponds to the signal to noise ratio $\mathrm{SNR}=42 \mathrm{~dB}$.

## B. Implementation Issues

Similarly as in Section IV-B, recall the definition of $\mathcal{A}$, denoting the mean value of the element area in the FEM mesh. The PLS reconstruction process is initialized with $N=25$ GRBFs with width parameter variant of $\lambda=\mathcal{K} \mathcal{A}$ placed randomly on the FEM grid in the domain to be imaged. Here, $\mathcal{A}=0.0773$ and we set again the coefficient $\mathcal{K}=2$ for both test cases $8 \& 9$. A representative image of the distribution of the RBF centers $x_{i}$ is shown in Fig.6. In the


Fig. 7. Reconstructions of cases $8 \& 9$. The true simulated conductivity ( 1 st column) and the result of reconstructing both the shape and the binary conductivity values (2nd and 3rd columns), and the shape-only reconstruction (4th and 5th columns) using the PLS and TLS methods. The dashed line shows the cross-section that was used for illustrating the conductivity profiles.

TABLE II
The RCRs and SSim Indexes of the Recovered Inclusions and the Relative Contrast Value (RCo) of the Reconstructed $\sigma_{j}$

|  | Case 8 |  |  |  | Case 9 |  |  |  | Case 8 |  | Case 9 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RCR | SSIM | $\mathrm{RCo} \sigma_{0}$ | $\mathrm{RCo} \sigma_{1}$ | RCR | SSIM $^{\dagger}$ | $\mathrm{RCo} \sigma_{0}$ | $\mathrm{RCo} \sigma_{1}$ | RCR* | SSIM* | RCR* | SSIM ${ }^{+\dagger}$ |
| True | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| PLS | 0.99 | 0.96 | 1.00 | 0.99 | 0.89 | 0.91 | 1.01 | 0.93 | 0.99 | 0.96 | 0.92 | 0.93 |
| TLS | 0.95 | 0.80 | 0.94 | 0.85 | 0.99 | 0.86 | 0.95 | 0.86 | 0.99 | 0.95 | 0.91 | 0.92 |

${ }^{*}$ The relative quantities RCR and SSIM marked by asterisk means that the values are based on the shape-only reconstruction with PLS and TLS methods.
$\dagger$ The true image of Case 8 was used as the reference image for computing the SSIM index in Case 9 to avoid the influence arising from the heart region, since our primary interest in this test case is to recover the lung images.

TLS reconstructions, the signed distance function from two given initial circles of radius 6 centered at $(-7,0)$ and $(7,0)$, respectively, was applied for the initial LSF.

The initial guess for the binary conductivity values was set to the solution obtained from minimizing the cost function (28), and the resulting $\widehat{\sigma_{0}}$ are $1.7787 \mathrm{mS} / \mathrm{cm}$ and $1.7878 \mathrm{mS} / \mathrm{cm}$ for Case 8 and Case 9 , respectively.

To access quantitatively the recovery of the shape and the binary conductivity values of both PLS and TLS method, we calculated the relative size coverage ratios (RCR), described in Section IV-C, and a relative contrast (RCo)

$$
\begin{equation*}
\mathrm{RCo} \sigma_{j}=\frac{\widehat{\sigma_{j}}}{\sigma_{j}^{\text {True }}} \tag{29}
\end{equation*}
$$

To allow easy comparison of the values in Table II the relative quantities RCR and RCo were used here instead of the respective quantities CR and $\widehat{\sigma_{j}}$.

For RCo, similarly to RCR, value 1 would indicate exact match of the true and estimated binary conductivity values, while a value greater or less than 1 would indicate overestimation or underestimation, respectively. In addition, we also computed the structural similarity (SSIM) index, see details in [43], for measuring the similarity between the true and reconstructed images.

The reliability of both PLS method and TLS method was also assessed by comparing the reconstructed conductivity distribution profiles, along with a cross section line, to the true profiles in Cases $8 \& 9$. The line along which the cross-section is illustrated is marked in the 1st column of Fig.7.

## C. Reconstructions Using Simulated Data

The reconstructions of both test Cases $8 \& 9$ using the PLS and TLS method are shown in Fig.7. In addition, the shapeonly reconstructions with given conductivity values using both methods are also shown.

In Case 8 (the 1st row of Fig.7), when considering the full reconstruction (both the shape and binary conductivity are reconstructed simultaneously), the PLS method provides quantitatively the most accurate reconstructions for the shape of lungs and the binary conductivity $\sigma_{j}$, resulting the best metrics values, see Table II. The TLS method gives a reasonable estimation of $\sigma_{j}$, but fails to provide a complete shape reconstruction and stops further shape enhancement after reaching a local minimum.

With the same problem setting but in less challenging situation of shape only reconstruction (i.e., given the binary conductivity values), the PLS methods performs well in reconstructing shape characteristics, and the reconstruction based on the TLS method is relatively feasible, but with noticeable edge artifacts or serration.

In overall, the PLS method recovers the shape of lungs and the binary conductivity values more accurately, providing superior reconstructions, which is verified by the metrics parameters listed in Table II and the conductivity profiles in Fig.8, the improvement is noticed when compared to the TLS reconstruction. Moreover, when comparing the shapeonly reconstructions to the full reconstructions, we found that the PLS method is surprisingly robust w.r.t the initialization of $\sigma_{j}$, but the TLS method is very sensitive to the initialization.


Fig. 8. The true and estimated conductivity distribution profiles. Upper left: The shape and the binary conductivity values were reconstructed for case 8. Upper right: the shape-only reconstruction for case 8. Bottom row: profiles of case 9 . Otherwise as in the upper row.


Fig. 9. Root mean square error reduction through the iterative process for full reconstruction (both the shape and binary conductivity are reconstructed) of case 9, using the PLS and TLS methods.

The 2nd row of Fig. 7 shows the results of Case 9. The performance of both PLS and TLS methods compared to each other remains similar to the more ideal Case 8 ; the PLS method gives again successful reconstructions of the shape of lungs and $\sigma_{j}$, leading to the RCo and SSIM index closest to the true value, see Table II. We note that the RCR of PLS is slightly underestimated, which does not go beyond our expectation, due to the modeling errors caused by the non-homogeneous background.

For both test cases, the PLS method does very well in eliminating edge artifacts that were severe when doing TLS reconstructions for the same data set. These effects are also very noticeable in experimental results (Fig. 4), where the edge artifacts were significant.

To compare the convergence behaviors of the PLS and TLS methods, in Fig. 9 we show the root mean square error (RMSE) of the estimated conductivity against the iteration steps for both methods in Case 9. Both reconstructions terminate when there is no further reduction on the cost functions. Apparently, the PLS achieves faster rates of convergence than the TLS method, resulting a smaller RMSE value. In fact, in PLS reconstruction, the updates after 7 iterations become so small that it stops evolving further.

## D. Robustness Study of the PLS Method w.r.t Width of the Gaussian Function

To study the performance of the PLS method w.r.t the level of the severity of the Gaussian width parameter, we computed


Fig. 10. The result of the robustness study of the PLS method w.r.t the gaussian width coefficient $\mathcal{K}$ selection. The same data set as case 8 was used for reconstructing both the shape and binary conductivity values.


Fig. 11. RCR, RCo and SSIM index versus the gaussian width coefficient $\mathcal{K}$ in case 8 using the PLS method for reconstructing both the shape and binary conductivity values. The dash vertical line denotes the case shown in the 2nd row of Fig. 7.
a set of PLS reconstructions for Case 8 with 40 evenly spaced width coefficients $\mathcal{K}$ in the interval [1/4, 10]. Based on (13), (23) and (24), a small coefficient $\mathcal{K}$ means that a large width $\gamma$ is used, and on the contrary if the coefficient $\mathcal{K}$ is large, a small width $\gamma$ is applied.

Due to space limitations, we only show the final reconstructions of a subset of this robustness study in Fig.10. The metrics parameters are shown in Fig.11. The effect of different value of $\mathcal{K}$ is well seen in Fig.10, with the smallest $\mathcal{K}=1 / 4$, i.e., the largest width $\gamma$, PLS fails to produce meaningful result, since a too large width value for RBF will lose the


Fig. 12. A study of the robustness of the PLS method to different numbers and centers of RBFs with a fixed $\mathcal{K}=2$. the same data set as case 8 was applied for estimating both the shape and binary conductivity values.
locality intended for the inclusions in the reconstruction; With the 2 nd smallest $\mathcal{K}=1 / 2$, blurry image was produced due to the fact that a large Gaussian width determines a large scale of the structures which is smoothed away. On the other hand, a too large values of $\mathcal{K}=10$ (i.e., too small value of width $\gamma$,) results in narrow-band inclusions around the RBF centers. With all the other selected values of $\mathcal{K}$, the lungs shape and size are well recovered, producing enhanced lung edges, which is verified by the metrics parameters RCR and SSIM indices shown in Fig.11. This trend may reflect sharping the blurring edge. We note that when the coefficient $\mathcal{K}$ reaches large values $11 / 4,3$ and 5 , the reconstructions contain some edge artifacts or serration, which may related to a trend that reflects producing edge artifacts or serration. In choosing the Gaussian width parameter $\gamma$ or coefficient $\mathcal{K}$, one makes a tradeoff between 'sharping the blurring edge' and 'eliminating edge artifacts'.

In addition, the binary conductivity value $\sigma_{0}$ is accurately estimated for all the selected $\mathcal{K}$ values, while $\sigma_{1}$ is also accurately estimated, except for the estimates corresponding to $\mathcal{K}=[1 / 4,1 / 2]$ and $\mathcal{K}>11 / 2$; with those coefficient $\mathcal{K}$, the conductivity $\sigma_{1}$ is overestimated or underestimated, see Fig.11. It seems that the binary conductivity reconstruction is quite robust to the value of Gaussian width with a proper width coefficient $\mathcal{K}$ tuned between $3 / 4$ and $11 / 2$.

## E. Robustness Study of the PLS Method w.r.t RBF Centers $\mathrm{x}_{\mathrm{i}}$

To assess the robustness of the PLS method to different combinations of numbers and locations of RBF centers $x_{i}$, we carried out a series of PLS reconstructions for Case 8 with six scenarios (as shown in the 1st row of Fig.12) using the fixed $\mathcal{K}=2$. The number of RBF centers $\left(\mathrm{N}_{\mathrm{RBFc}}\right)$ was randomly determined and location of $x_{i}$ was arbitrary selected from a grid over the whole domain $\Omega$. We note there are some other possible strategies for selecting $x_{i}$. For example, one alternative way is to start with all the FEM nodes in domain $\Omega$ as $x_{i}$ and then selectively remove centers in a way as to minimize the cost function, which is similar to that used
in RBF network [44], [45]. However, this strategy is rarely practical in EIT applications, as the number of FEM nodes is usually very large.

The results are shown in Fig.12. The top row shows the distributions of $x_{i}$ and the corresponding estimates based on PLS reconstruction are shown in the middle row, while the bottom row shows the metrics parameters. As can be seen in most cases, PLS reconstruction recovers the lung shape and size. For test case with $\mathrm{N}_{\mathrm{RBFc}}=43$ where the centers roughly equally placed, the PLS reconstruction performs particularly well, producing the best shape estimation of lung and leading to a SSIM closest to the true value, SSIM being 0.97 , see Fig. 12. Based on this robustness study, one might conclude that the PLS reconstruction is quite robust to the choice of the initial distribution of RBF centers $x_{i}$, given a reasonable choice of $\mathrm{N}_{\mathrm{RBFc}}$ and equally distributed $x_{i}$ in the domain to be imaged.

## VI. Conclusions

In this paper, we proposed a PLS method for shape based reconstruction problems in EIT. The proposed method was evaluated by experimental EIT data and two simulated test cases related to EIT imaging of lung. It has been shown that the PLS method provides more accurate estimation of the inclusion shape and the binary conductivity value than the TLS method. The findings demonstrate that the proposed method is not only robust, but also efficient compared to TLS method as it circumvents many difficulties with TLS methods, such as regularization, re-initialization and use of signed distance function. An interesting topic for the future work is to investigate the applicability of the PLS method to more practical problems, e.g., compensation of modeling errors caused by an inaccurately known body shape and electrodes locations in biomedical application of EIT.
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