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Exploration of Coincidence Detection of
Cascade Photons to Enhance Preclinical

Multi-Radionuclide SPECT Imaging
Yifei Jin and Ling-Jian Meng , Member, IEEE

Abstract— We proposed a technique of coincidence
detection of cascade photons (CDCP) to enhance preclinical
SPECT imaging of therapeutic radionuclides emitting
cascade photons, such as Lu-177, Ac-225, Ra-223, and In-
111. We have carried out experimental studies to evaluate
the proposed CDCP-SPECT imaging of low-activity radionu-
clides using a prototype coincidence detection system
constructed with large-volume cadmium zinc telluride (CZT)
imaging spectrometers and a pinhole collimator. With In-
111 in experimental studies, the CDCP technique allows
us to improve the signal-to-contamination in the projection
(Projection-SCR) by ∼53 times and reduce ∼98% of the
normalized contamination. Compared to traditional scatter
correction, which achieves a Projection-SCR of 1.00, our
CDCP method boosts it to 15.91, showing enhanced efficacy
in reducing down-scattered contamination, especially at
lower activities. The reconstructed images of a line source
demonstrated the dramatic enhancement of the image qual-
ity with CDCP-SPECT compared to conventional and triple-
energy-window-corrected SPECT data acquisition. We also
introduced artificial energy blurring and Monte Carlo
simulation to quantify the impact of detector performance,
especially its energy resolution and timing resolution, on the
enhancement through the CDCP technique. We have further
demonstrated the benefits of the CDCP technique with
simulation studies, which shows the potential of improving
the signal-to-contamination ratio by 300 times with Ac-225,
which emits cascade photons with a decay constant of
∼0.1 ns. These results have demonstrated the potential of
CDCP-enhanced SPECT for imaging a super-low level of
therapeutic radionuclides in small animals.

Index Terms— Cascade photons, scatter and crosstalk
contamination, coincidence detection, SPECT imaging.

I. INTRODUCTION

MOLECULAR imaging technologies, i.e., single photon
emission computed tomography (SPECT) and positron
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Fig. 1. An illustration of signals detected by the imaging detectors in a
SPECT system.

emission tomography (PET), play an important role in
diagnosis and therapy. They could visualize the distribution of
the therapeutic radionuclides emitting gamma-rays for locating
the lesions, tracking the radiopharmaceuticals and determining
the uptake [1], [2], [3], [4]. There is increasing interest in
radiopharmaceutical therapy (RPT) and simultaneous multi-
tracer SPECT imaging in recent years. In these applications,
gamma-rays across a wide energy range (60-700 keV) are
emitted. In the presence of multi-energy gamma-rays like
Ac-225 and In-111/Tc-99m or Ga-68/Lu-177 dual-tracers,
down-scattering and crosstalk could significantly degrade the
image quality of SPECT imaging [5], [6], [7]. As illustrated in
Fig. 1, in SPECT, signals detected for imaging by the imaging
detectors could have four sources:

1) (a) Primary gamma-photons (b) going through the
collimator, (c) reaching the detector with its original
energy, (d) being detected inside the primary energy
window.

2) (a) Primary gamma-photons, (b) penetrating the object
and the aperture without any interactions, (c) being
detected inside the primary energy window.

3) (a) High-energy gamma-photons, (b) not interacting with
any material, or scattering in the object, and/or aperture,
and/or other surrounding materials, and then (c) being
detected inside the primary energy window.
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4) (a) Gamma-photons with energy close to the primary
energy, (b) going through or penetrating the collimator,
(c) being detected inside the primary energy window.

Primary gamma-photons represent the gamma-photons to
be imaged and the primary energy window is to select these
primary gamma-photons. Only 1) is true signals while 2), 3)
and 4) would contaminate the final image. By appropriate
design of collimator, 2) can be almost eliminated. However,
3) (down-scattered contamination) and 4) (crosstalk) could
overwhelm the true signals. These lead to severe degradation
of the resultant image quality and affect the precision and
accuracy of diagnostic results.

Over the years, numerous correction methods have been
proposed to mitigate these issues. Energy window-based
correction methods like dual/triple/multiple energy window
correction use several energy windows to estimate the scatter
imaging and are widely applied [5], [8], [9], [10], [11], [12].
There are other correction methods based on spectral analysis,
including spectra fitting to split the primary photopeak
and achieve high accuracy [13], [14], [15]. There are also
studies on modeling the scatter and crosstalk based on,
i.e., Klein–Nishina formula and Monte Carlo simulation,
then using analytical methods and statistical reconstruction
to estimate the contamination [16], [17], [18], [19], [20],
[21], [22]. While these advanced scatter correction methods
offer improved accuracy based on sophisticated models, they
face challenges in complex systems. These models often
become overly complicated and necessitate additional efforts
for attenuation correction. Time-consuming is also one of
the limitations. Recently, with increasing interest in artificial
intelligence, deep-learning-based scatter correction methods
have been developed [23], [24], but their robustness still
remains to be improved. To apply those scatter correction
methods, a large number of events are used to estimate
scattering. However, in imaging of therapeutic radionuclides,
even with high administered activities, the radioactive uptake
in tissues of interest could be low, i.e., below 10 µCi
[25], [26]. In preclinical targeted-α-therapy, the administered
activity is even super-low (below 1 µCi) when doing in vivo
imaging of Ac-225 [27]. Due to the small number of
measured events, there are few counts for spectral analysis
or other compensation. Hence, the statistical fluctuation of
those methods would be large. In this case, the precision
and accuracy of traditional correction methods would be
significantly degraded [28]. In addition, there have been
several studies on using double-photon coincidence to reject
crosstalk and achieve reconstruction-free imaging [29], [30],
[31]. They utilized parallel hole and slit-pinhole collimators
to determine the directions of double cascade photons and,
in turn, to compute the positions of the emissions. Although
parallel hole or slit-pinhole collimators were applied to
improve the chance of detecting cascade photons, they still
suffer from a problem of low sensitivity to detect double-
collimated photons in coincidence.

In this study, we proposed the coincidence detection of
cascade photons (CDCP) technique to dramatically reject
the down-scattered and crosstalk contamination fundamentally
for imaging low-activity therapeutic radionuclides. It utilizes

cascade photons which refer to two or more photons emitted
through an intermediate energy level. In the decay process
of some important therapeutic radionuclides, such as In-111
and Lu-177, there are such cascade emissions with relatively
short half-lives of the intermediate energy levels and can
be considered to have strong correlations. In our proposed
technique, we perform SPECT imaging on the primary
gamma- photons through an aperture and use the secondary
gamma- photons as a coincidence gate, which allows us
to significantly reduce the down-scattered contamination and
crosstalk to the primary gamma-photons. Meanwhile, the
sensitivity is comparable to conventional SPECT imaging with
extensive coincidence detector coverage, which enables a high
detection efficiency to secondary gamma-photons.

One of the significant implications of low-activity or
super-low-activity therapeutic radionuclide imaging is in vivo
imaging of Ac-225 in targeted-α-therapy, where traditional
scatter correction methods work ineffectively. With the
implementation of our CDCP technique, we are able to
almost eliminate the substantial down-scattered and crosstalk
contamination at 117 keV. Consequently, we can generate
resultant images with exceptional signal-to-contamination
ratios and accurately track Tl-209/Bi-213.

The main objective of this study is to experimentally
demonstrate and evaluate the performance of the proposed
CDCP technique. In this paper, first, we introduced the
candidate therapeutic radionuclides and principles for the
CDCP technique. Second, we constructed a prototype CDCP-
SPECT system as a proof-of-principle with a pinhole
collimator and large-volume CZT imaging spectrometers that
offer an excellent energy resolution, i.e., 3 keV full-width-
at-half-maximum (FWHM) at 200 keV, and a sub-0.5 mm
FWHM intrinsic spatial resolution in 3 dimensions. Third,
we used Ac-225 and In-111 sources to carry out some phantom
studies to experimentally evaluate the effect of rejecting
down-scattered contamination with the CDCP technique.
Maximum-likelihood expectation-maximization algorithm was
used for reconstruction. Fourth, we compared the effect of
CDCP with a traditional scatter correction method in super-
low-activity cases. Fifth, we used artificial energy blurring
to evaluate the effect of the spectral resolution on the
CDCP technique. Finally, to assess the impact of temporal
resolution on CDCP, we derived the principles based on
specific assumptions and conducted Monte Carlo simulations
to validate our findings. These results provide important
references to the development of preclinical CDCP-SPECT
systems for imaging low-activity therapeutic radionuclides
emitting cascade photons, such as Ac-225, Ra-223, Lu-177,
and In-111.

II. MATERIALS AND METHODS

A. Candidates of Therapeutic Radionuclides Emitting
Cascade Photons

The criteria for selecting candidates of CDCP-SPECT are
that (a) nuclides emit cascade photons, (b) the half-life
of intermediate energy level should be short enough, and
(c) the probability of detecting the pair of cascade photons in
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Fig. 2. (left) Decay scheme of Tl-209 in the decay chain of Ac-225, and
(right) decay scheme of Pb-211in the decay chain of Ra-223.

TABLE I
PROPERTIES OF FOUR RADIONUCLIDES

EMITTING CASCADE PHOTONS

coincidence is high to obtain reasonable sensitivity. Previous
research has reported that In-111 and Lu-177 have usable pairs
of cascade photons [30], [31]. There are some other therapeutic
radionuclides, such as Ac-225 and Ra-223, that also emit
cascade photons, as shown in Fig. 2. To avoid distraction,
we only show the related excited levels in the figure. The decay
of Tl-209 (a daughter of Ac-225) produces a pair of cascade
gamma-photons at 117 keV and 465 keV characterized by a
decay constant of 106 ps. Similarly, Ra-223 decay also leads
to a cascade of 405 keV and 427 keV gamma-photons from
its daughter Pb-211 with a decay constant of 317 ps.

In Table I, we summarized information of some common
therapeutic radionuclides in RPT, including Ac-225, Ra-223,
Lu-177 and In-111.

In this table, γ1 is emitted before γ2. Assuming that
the detection sensitivity is 100%, p (γ1 | γ2) denotes the
conditional probability of detecting γ1 given that γ2 is
detected, which satisfies

p (γ1, γ2) = p (γ1 | γ2) p (γ2) = p (γ2 | γ1) p (γ1) . (1)

In Eq. (1), p(γ2) is the probability of detecting γ2 for one
decay of the mother radionuclide, which is the branching
ratio. p(γ1, γ2) is the probability of detecting γ1 and γ2
in coincidence for one decay of the mother radionuclide.
To estimate the conditional probabilities, we denote pin as the
total probability of a mother nucleus reaching the intermediate
energy level, which is the sum of the branch ratios of all
processes reaching the state. Then p (γ1 | γ2) and p (γ2 | γ1)

Fig. 3. (A) Schematic diagram of the proposed CDCP-SPECT system
(yellow blocks are coincidence detectors), (B) illustration of CDCP-
SPECT concept: Label ① shows a pair of true coincidence event
(true signal) in which γ1 goes through the pinhole and is detected
in coincidence with γ2; Label ② shows down-scattering high-energy
photons (contamination), they can fall into the primary energy window as
shown by these green dashed arrows, but they will be rejected because
there is no coincidence for them. There is also a very small fraction of
contamination contributed by penetration (label ③), scatter (label ④), and
random coincidence.

can be derived as

p (γ1 | γ2) =
p (γ1)

pin
, p (γ2 | γ1) =

p (γ2)

pin
. (2)

In the decay chain of Ac-225, the branching ratio from Bi-213
to Tl-209 is 2%. Hence, referring to Ac-225, the branching
ratio of emitting γ1 is 1.5%, so even if p (γ2 | γ1) is nearly
100%, the total probability p (γ1, γ2) is still low.

B. The Principle of CDCP-SPECT

The idea of CDCP is to use a detection system that can
detect the cascade gamma-photons in coincidence and, at the
same time, precisely determine the energy of both gamma-
photons, then we can identify the exact emission almost
completely free from interference of other contamination.

For CDCP-enhanced SPECT (CDCP-SPECT), we detect
the primary gamma-photons with imaging detectors. And
coincidence detectors are used to detect the secondary gamma-
photons. Note that we can treat γ1 or γ2 as the primary
gamma-photon and treat the other as the secondary gamma-
photon. Then temporal coincidence is applied between the
interactions inside the primary energy window of imaging
detectors and those inside the secondary energy window
of coincidence detectors. As illustrated in Fig. 3, most
of the events originating from high-energy gamma-photons
are rejected because of no coincidence. Only a small
fraction of contamination from penetration (label ③), scatter
(label ④), and random coincidence could contaminate the
reconstruction. Therefore, the CDCP technique would allow
us to precisely identify primary gamma-photons with a high
level of confidence and subsequently reconstruct them with
SPECT imaging almost free from scattered and crosstalk
contamination. Fig.3 (A) shows a designed preclinical CDCP-
SPECT. In this system, imaging detectors need to have
excellent spatial, energy, and timing resolutions, which
could be realized with, for example, CZT. The coincidence
detectors for recording the energy and timing information of
the secondary gamma-photons can be made with low-cost
scintillators..

When processing coincidence detection, given a radionu-
clide emitting γ1 and γ2 cascade gamma-photons, we take
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Fig. 4. E1-E2-∆T 3-dimensional windows for selecting cascade photon
emission events from In-111, Ac-225, Ra-223, Ba-133, and Lu-177 in
energy and time domains.

γ1 as the primary gamma-photon and γ2 as the secondary
gamma-photon without loss of generality. The method is to
go through each interaction detected by coincidence detectors
with energy deposition within γ2 energy window and open a
time gate covering the interaction to search for interactions
detected by imaging detectors. Only those interactions with
the energy deposition in γ1 energy window are considered
in regular SPECT imaging. Noting that in practical use, it is
better to go through all γ1 interactions and look for γ2 in the
time gate for computation efficiency, but in this study, we did
the opposite because we also aimed to estimate the spectra
in coincidence with γ2. Fig. 4 shows the true coincidence
events of cascade photons emitted from different radionuclides
in spectral and temporal domains, where the cubes represent
the time and energy windows of CDCP. Events falling outside
the boxes are rejected.

Note that CDCP cannot completely reject high-energy
gamma-photons or crosstalk signals because they can still be
accepted if they happen to be detected inside the γ1 energy
window and inside the time gate of a secondary gamma-
photon. Such an event is defined as a random coincidence
event. Similarly, a primary gamma-photon can also be rejected
if its detected timestamp is not inside the time gate of the
secondary gamma-photons, or the secondary gamma-photons
is not detected. Given the half-life of the intermediate energy
level and the timing resolution of the detection system, there
is a trade-off between the number of true coincidence events
and the fraction true coincidence when we select the time gate.

C. A Prototype CDCP-SPECT System With 3-D CZT
Detectors

To demonstrate the feasibility and evaluate the performance
of SPECT imaging through CDCP detection, we have
constructed a prototype CDCP-SPECT system with four (2×2)

high-resolution 3-D position-sensitive CZT detector panels.
One of the detector panels is coupled to a tungsten pinhole
collimator with a diameter of 0.5 mm and thickness of 6 mm,
which works as the imaging detector. The distance between the
pinhole and the front surface of the coupled detector panel is
20 mm. The other three detector panels are completely open
for detecting the secondary gamma-photons in coincidence,

Fig. 5. Overview of the prototype CDCP-SPECT system with CZT
detectors and a pinhole collimator.

as shown in Fig. 5. The distance between the front surfaces
of two opposite CZT panels is 80 mm. In this system, the
sensitivity to primary gamma-photons is s1 =∼0.001%, while
the sensitivity to secondary gamma-photons is s2 =∼3%.
A high-resolution rotation stage and a plastic holder were used
to hold the source. The rotation stage allowed the source to
be rotated in order to achieve enough angular sampling.

Each CZT detector panel consists of four modules while
each module is made up of a monolithic CZT crystal of
2.2 × 2.2 × 1.0 cm3 in size. The CZT detector module has
11 × 11 anode pixels with a pixel pitch of 1.9mm and a large
flat panel cathode. The unique design of the detector allows
it to offer an excellent energy resolution (3 keV at 200 keV,
4.5 keV at 450 keV, 5.4 keV at 511 keV). It combines cathode-
to-anode ratio and electron drifting time inside the detector to
provide the depth-of-interaction (DOI) information and utilize
transient signals on adjacent anode pixels to achieve sub-
0.5 mm intrinsic spatial resolutions in three dimensions [32],
[33], [34], [35]. Noting that the positioning of interactions
near the crystal boundaries is poor, we directly removed
interactions on those pixels and used smaller virtual pixels
of 0.2 mm pitch combining all DOI layers. Additionally, the
positioning near the actual pixel edges is not smooth, so the
1.9 mm pixels can be observed from the projection. In the
final image reconstruction, we artificially blurred projections
with a 2-D 1.4 mm FWHM Gaussian filter. The CZT detectors
work in coincidence, and the output energy, position, and
time information are saved in list mode. The coincidence
pairs will be determined in post-processing as described in
Sec. II-B. We have previously reported that we could achieve
approximately 10 ns timing resolution for large-volume CZT
detectors both theoretically and experimentally [36], [37].
However, the readout circuits in this prototype system do not
allow us to implement timing correction. Consequently, the
coincidence timing resolution of the system is over 100 ns.
The time gate used in this study is [-250 ns, 250 ns] (initiated
250 ns before the secondary gamma-photon and ended 250 ns
after it).

D. Phantom Study
Using the prototype CDCP-SPECT, we carried out two

phantom studies with an Ac-225 line source and an In-111
line source fabricated with a capillary tube of 0.75 mm inner
diameter.

We carried out the spectral analysis with Ac-225 to
demonstrate the enhancement with the CDCP technique.
However, due to the limited sensitivity (∼0.3%) of our
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Fig. 6. Projection of an In-111 line source. The red box shows the ROI 1
while the yellow regions show the ROI 2.

prototype system to detect the secondary 465 gamma-photons
from Tl-209 (one of the daughters of Ac-225), we were
not able to conduct projection and imaging studies solely
on Ac-225.

To demonstrate the technique comprehensively, we used an
In-111 line source to conduct two studies:

1) 1.5 µCi pure In-111 line source without any background,
2) 0.7 µCi In-111 line source with a 0.5 µCi Ac-225

background. In-111 was used as the source of cascade photons,
thereby substituting for Tl-209, while Ac-225 provides other
high-energy gamma-photons.

For both studies, we collected three angles of data at an
interval of 30◦ for imaging. Considering the decay of In-111
during acquisition, in 1), the activities of In-111 at three angles
were 1.5 µCi, 1.3 µCi, and 1.1 µCi while the acquisition time
for each angle was 12 hours, 13.7 hours and 15.8 hours. In 2),
the activities of In-111 at three angles were 0.7 µCi, 0.55 µCi,
and 0.35 µCi while the acquisition time for each angle was
24 hours, 32 hours, and 50 hours. Since In-111 emits 171 keV
and 245 keV photons in cascade, by taking a) 171 keV as the
primary gamma-photon (245 keV as the secondary gamma-
photon) and b) 245 keV as the primary gamma-photon (171
keV as the secondary gamma-photon), we did quantitative
spectral, projection analysis and image reconstruction on both
In-111 studies.

E. Metrics to Estimate the Quality of Data

To estimate the quality of acquired list-mode data, we used
three quantities: (a) signal-to-contamination ratio (Spectral-
SCR) and (b) normalized contamination level in the spectral
domain to estimate the number of primary and down-scattered
photons, and (c) SCR in projection domain (Projection-SCR)
to indicate the quality of projections. In the projection on
the imaging detector, we selected the inner region of the
projected In-111 line source as a region-of-interest (ROI 1),
and the region outside the projected line source as ROI 2 as
illustrated in Fig. 6. Since the object is simple, it is easy to
recognize the projection of the line source through the pinhole
collimator, and based on which, to define the inner (red) and
outer (yellow) regions. The edges of the projected line source
were not included. With a pixel pitch of 0.2 mm, the number of

pixels in ROI 1 and ROI 2 are ∼250 and ∼10,000, respectively,
for 3 acquired angles.

The calculation of Spectral-SCR is based on the spectra
in ROI 1. To get the spectra with CDCP, we counted all
interactions falling inside the time gate covering the secondary
gamma-photons in each ROI. In this region, the detector
receives true primary gamma-photons through the pinhole,
penetration, and down-scattered gamma-photons (signal source
types 1, 2 and 3) as described in Sec. I). Since true primary
gamma-photons can also be rejected by CDCP as described in
Sec. II-B, we use the ratio of signal to contamination (down-
scattered and crosstalk photons) to quantify the data quality
in ROI 1. The calculation of the normalized contamination is
based on the spectra in ROI 2. In this region, the detector
does not receive the true primary gamma-photons directly
going through the pinholes. Hence, we only estimated the
contamination level. The calculation of the Projection-SCR
is based on the whole projection. Again, since the whole
projection contains true primary gamma-photons, which can
be reduced by CDCP, we use Projection-SCR to show the
projection quality.

To calculate the Spectral-SCR in ROI 1, we fitted the
contamination curve around the primary gamma energy E1
with 1-dimensional polynomial fitting and used Gaussian
fitting to fit the primary gamma peak after subtracting the
fitted contamination curve. The standard deviation σ1 from the
Gaussian fitting was used to set the primary energy window
of E1±3σ1 for the following computation. Based on the fitted
contamination curve, we can compute the contamination and
the net area of the peak within the primary energy window as
contamination and signal to calculate Spectral-SCR

Spectral − SCR =
signal

contamination
. (3)

In ROI 2, only the contamination curve within the energy
window was integrated. Given that the total counts, acquisition
time, and the area of ROI 2 were different for different
acquisitions, the absolute values of contamination could
not be compared directly. Therefore, we normalized the
contamination level by the signal in Spectral-SCR and the
area of ROI 2 to compute normalized contamination levels.

To calculate the Projection-SCR, we used the mean value
in ROI 1 and the mean value in ROI 2. The equation is as
follows:

Projection − SCR =
mean (ROI1) −mean (ROI2)

mean (ROI2)
(4)

These three quantities are used to quantify the quality of the
experimentally acquired data at different activities of In-111
source and with/without the CDCP technique.

F. Comparison With Triple Energy Window Scatter
Correction

We compared the effect of CDCP with the traditional triple
energy window (TEW) scatter correction [9] on 171 keV
gamma-photons using the In-111 line source with Ac-225
contamination dataset. With TEW, we estimated the scattered
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counts on each pixel on the imaging detector as

Cscatter =

(
Clower

wlower
+

Cupper

wupper

)
wmain

2
, (5)

where Clower and Cupper are the total counts in
the lower/upper energy windows with the widths of
wlower/wupper . wmain denotes the width of the primary
energy window.

Therefore, the corrected count for each pixel is:

Ccorrected = Craw − Cscatter , (6)

where Craw denotes the total count in the primary energy
window. In this study, since there were also other photopeaks
around 171 keV emitted from Ac-225, we chose narrow lower
and upper energy windows: [155 keV, 165 keV] and [176 keV,
186 keV], respectively.

Because of the low sensitivity of the prototype system,
we acquired the raw data for a long time, i.e., 50 hours for
the last angle. To demonstrate the super-low-activity imaging
capability, we used the raw data to compare CDCP and
TEW data corresponding to different acquisition times and
sensitivities. Specifically, taking 171 keV as the primary
gamma-photon, the coincidence count rate is proportional to
the sensitivity of detecting 245 keV gamma-photons with
coincidence detectors. The sensitivity of the prototype system
to detect 245 keV gamma-photons is estimated to be 3%.
Therefore, for example, we can have the same CDCP results
with 50-hour acquisition and 3% sensitivity, or with 3-hour
acquisition and 50% sensitivity which is possible to achieve
in a future preclinical CDCP-SPECT. According to this
equivalence, we can compare the effect of CDCP and TEW
with different acquisition time only based on our acquired raw
data.

G. Image Reconstruction
From the pixelated projections at three angles, we recon-

structed the image with the maximum-likelihood expectation-
maximization (MLEM) algorithm [38].

f (t+1)
l =

f (t)
l

senl

N∑
j=1

Pjl I j∑M
i=1 Pj i f (t)

i

, (7)

where f is the source distribution, f (t)
i is the t ′th iteration

of the activity at source voxel i . The sensitivity senl is
the probability that a gamma-photon originated from source
voxel l is detected. I j is the intensity of detector voxel j in
the projection. Pjl is the probability of a photon originating
from source voxel l being detected at detector voxel j , so-
called system response function (SRF). To calculate SRF,
we used a voxel-driven method [39] that we implemented in
our previous studies [40], [41]. A geometrical calibration was
carried out to calibrate the precise system geometry including
the positions and orientations of the imaging detector, the
pinhole collimator, and motors. In the model, we included the
attenuation and DOI response of the detector, but Compton
scattering was not modeled.

In this study, we reconstructed the images of 171 keV
and 245 keV photopeaks from the In-111 line source

with/without Ac-225 background. Since different energies
experience varying degrees of attenuation, we computed two
separate SRFs for 171 keV and 245 keV, respectively.

H. Evaluation of the Influence of the Coincidence
Detectors’ Energy Resolution

The energy resolution is an important capability to provide
spectral information for coincidence. With a higher energy
resolution and a narrower energy window, there will be fewer
random coincidence events falling into the time gate. For
imaging detectors, there is no doubt that detectors with high
energy and spatial resolutions should be used. For coincidence
detectors, considering the cost of high-resolution detectors,
this evaluation is to study how poor of the energy resolution
we can still accept without losing too much accuracy of
coincidence.

To experimentally estimate the influence of the coincidence
detectors’ energy resolution on CDCP, we used the dataset
acquired from the In-111 line source with Ac-225 background
and blurred the energies measured by the coincidence detectors
with artificial Gaussian blurring.

In this study, we take 171 keV as the primary gamma-
photons and 245 keV as the secondary gamma-photons. With
the energy spectra acquired from the coincidence detectors,
we fitted the contamination around the 245 keV peak and
used Gaussian fitting to fit the contamination -subtracted
245 keV peak to get the standard deviation σ2. As described
in Sec. II-B, any interactions with the energy deposition
inside 245keV ± 3σ2 energy window starts a time gate for
coincidence.

To simulate detectors with various energy resolutions,
we artificially added a Gaussian random number to every
measured energy so that the resultant Gaussian-fitted FWHM
of the contamination -subtracted 245 keV peak is the target
value. The Gaussian random number yields a distribution of
N

(
0, σ

′2
2

)
where σ

′2
2 is fixed for different energies and only

depends on the target FWHM value. To account for the low-
cost and widely used scintillation detectors, we set the target
FWHM value at 245 keV to be 5 keV, 10 keV, 20 keV, and
no energy resolution. After blurring, the secondary energy
window was also adjusted according to 245keV ± 3σ2. Note
that with no energy resolution, we consider all interactions
on the coincidence detectors as the secondary gamma-photons
(σ2 is +∞) to open time gates.

Finally, we compared the metrics as described in Sec. II-E
as well as the reconstructed images to evaluate the effect
of CDCP with different energy resolutions of coincidence
detectors.

I. Evaluation of the Influence of the Detector Timing
Resolution, the Decay Time of the Cascade Emission,
and the Width of the Time Gate

Like energy resolution, timing resolution also has an
influence on CDCP, and the influence could be different for
different decay constants of the cascade emissions. In addition,
as mentioned in Sec. II-B, there is a trade-off between the
number of true coincidence events and the proportion of true
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coincidence when we select the time gate. In this study,
with the Monte Carlo method, we simulated 100,000 pairs
of cascade photons and different numbers of contamination
photons using MATLAB [42] so that we could optimize
the time gate with regard to different timing resolutions and
different half-lives of cascade emissions.

Considering a radionuclide emitting γ1 and γ2 cascade
photons with the half-life, T1/2, of the intermediate energy
level, we take γ1 as the primary gamma-photon and γ2 as the
secondary gamma-photon. Some notations are as follows:

• Number of pairs of cascade photons per second:
A = 105 s−1.

• The sensitivity of the imaging detector to detect γ1:s1.
• The sensitivity of the detection system to detect γ2:s2.
• Timing resolution (FWHM) of the detection system: 6.
• Width of the time gate: τ .
• Detected single count rate from non-primary gamma

photons inside γ1 energy window on the imaging
detector: N1.

• The probability of detecting the true cascade photon pairs
inside the time gate: P(τ, T1/2, 6).

• The measured random coincidence count rate with CDCP:
R(N1, s2 A, τ ),

• The measured scatter coincidence count rate with
CDCP: S.

To simplify the problem, R(N1, s2 A, τ ) is considered to only
depend on detected events inside γ1 energy window induced
by a) down scattering from high-energy gamma-photons or
crosstalk on the imaging detector and b) the secondary
gamma-photons, γ2, detected by the whole system. There are
three major reasons. First, in this simulation, γ1 as the primary
gamma-photon does not contribute to the final contamination.
Second, we do not consider the Compton scattering of γ1
or γ2 given the low activity. Third, we ignored the random
coincidence between both single down-scattered events with
one inside γ1 energy window on the imaging detector and the
other inside γ2 energy window by the whole system induced by
two high-energy gamma-photons. Noting that the penetration
problem for high-energy photons leads to the use of low energy
gamma-photons for SPECT imaging, we assumed that γ1 has
lower energy than γ2. Thus, for the whole system, the detected
events with the energy deposition inside γ2 energy windows
are mainly from the photoelectric effect instead of down-
scattering from high-energy gamma-photons.

To quantify the effect of various configurations, we used
Noise Equivalent Count Rate (NECR), similar to it in
PET [43], with the equation:

NECR =
(T rue count rate)2

T rue count rate + Contamination count rate
,

(8)

where T rue count rate refers to true coincidence and
Contamination count rate refers to random coincidence
and scatter coincidence. Assuming that the count rates do not
reach the dead time limit of the detectors and the half-lives
of the primary and the background sources are much longer
than the time gate, the expectation of the number of single
contamination events inside the time gate opening by a γ2 is

N1 · τ. Note that given a time gate with a width of τ , it starts
before γ2 and is optimized to have the most true coincidence
events according to different timing resolutions and half-lives
of the intermediate energy levels. As a result, the expectation
of R(N1, s2 A, τ ) is s2 AN1τ.

Note that A is the emission rate of cascade photons instead
of the activity, s1 and s2 are affected by the energies of
cascade photons and the system geometry. In this simulation,
for simplification, A, s1, s2 were fixed to study the influence of
T1/2, 6, N1 on the selection of the time gate and the optimal
NECR. Given the condition of T1/2, 6, N1, the NECR with
CDCP could be expressed as

NECR
(
τ | T1/2, 6, N1

)
=

(
s1s2 AP

(
τ, T1/2, 6

))2(
s1s2 AP

(
τ, T1/2, 6

))
+ R (N1, s2 A, τ ) + S

=
s1s2 A

(
P

(
τ, T1/2, 6

))2

P
(
τ, T1/2, 6

)
+

N1τ
s1

+
S

s1s2 A

. (9)

In most of cases, scatter coincidence could be neglected,
so NECR with CDCP could be written as

NECR
(
τ | T1/2, 6, N1

)
=

s1s2 A
(
P

(
τ, T1/2, 6

))2

P
(
τ, T1/2, 6

)
+

N1τ
s1

∝
A

(
P

(
τ, T1/2, 6

))2

P
(
τ, T1/2, 6

)
+

N1τ
s1

. (10)

Similarly, the NECR without CDCP could be written as

NECRsingle =
(s1 A)2

s1 A + N1
. (11)

Hence, the enhancement of NECR with CDCP could be
calculated by the ratio of Eq. (10) and (11)

Enh_NECR =

s2
(
P

(
τ, T1/2, 6

))2
(

1 +
N1
As1

)
P

(
τ, T1/2, 6

)
+

N1
s1

τ
. (12)

To simulate P(τ, T1/2, 6), we generated A pairs of timestamps
during 1 second and made the time difference of each
pair yield exponential distribution with the half-life of T1/2.
An artificial Gaussian blurring with the FWHM of 6 was
applied to all timestamps and the distribution of these
blurred time differences was computed. P(τ, T1/2, 6) was
the integration of the distribution of blurred time differences
within the time gate. Note that given the width of the time gate,
we optimized the starting point of the time gate by maximizing
P(τ, T1/2, 6).

We set
• T1/2 to 0.1 ns, 0.3 ns, 0.5 ns, 85 ns,
• 6 from 0.1 ns to 500 ns,
• N1/s1 to 105 s−1, 106 s−1, 107 s−1,

to study their influences on the optimal NECR,
{NECR

(
τ | T1/2, 6, N1

)
}, and the optimal time gate,

{NECR
(
τ | T1/2, 6, N1

)
}. Note that the half-lives we set

followed the decay time of cascade emissions of Ac-225,
Ra-223, Lu-177 and In-111. In addition, As1 denotes the
detected count rate of primary gamma-photons on the imaging
detector, which is comparable to N1. Hence, N1/s1 denotes



JIN AND MENG: EXPLORATION OF COINCIDENCE DETECTION OF CASCADE PHOTONS 1773

the equivalent contamination level in the object space which
is comparable to A. Since it appears as a whole part in the
equations, we changed it directly in our simulation.

J. Estimation of the Effect of CDCP on Different
Radionuclides

To estimate the effect of reducing down-scattered and
crosstalk contamination and losing true signals with CDCP on
different radionuclides, we first derive the theoretical signal-
to-contamination ratio (Theoretical-SCR), which is defined as

Theoretical − SCR =
T rue count rate

Contamination count rate
. (13)

Considering the notations in Sec. II-H, the enhancement of
Theoretical-SCR can be expressed as

Enh_SCR =
SCRCDCP

SCRsingle
=

s1s2 AP(τ,T1/2,6)
N1s2 Aτ+S

s1 A
N1

=
P

(
τ, T1/2, 6

)
τ A +

S
N1s2

. (14)

Therefore, the enhancement of Theoretical-SCR is nearly
inversely proportional to the width of time gate and the
emission rate of cascade photons, considering that the number
of scatter coincidence events is small. For a fast cascade
emission like Ac-225 (106 ps) and a high timing resolution
system, a narrow time gate would allow us to achieve a high
Theoretical-SCR and NECR simultaneously.

Since the timing resolution and the sensitivity of the
prototype CDCP-SPECT system are poor, we are not able to
demonstrate the enhancement with Ac-225. As a preliminary
demonstration, we carried out a Monte Carlo simulation
study with GEANT4 [44]. The simulated CDCP-SPECT setup
comprised a CZT imaging detector, a GAGG coincidence
detector, and a 1mm D tungsten pinhole collimator. The size of
the CZT detector is 3 cm × 3 cm × 1 cm. It offers an energy
resolution of 1.5% FWHM, a spatial resolution of 0.5 cm
FWHM in 3 dimensions and a timing resolution of 10 ns
FWHM [37]. The pinhole collimator is 1.5 cm thick and
positioned at a distance of 1.5 cm from the CZT detector. It is
aligned with the central axis of the CZT detector. An Ac-225
line source, emitting 117 keV and 465 keV cascade photons,
was positioned at a distance of 2.5 cm from the pinhole.
The line source is a cylinder with a radius of 0.8 cm and
a length of 2.8 cm. In addition, the line source is oriented
parallel to the CZT detector. The sensitivity to detect primary
117 keV gamma-photons is 0.035%. The GAGG coincidence
detector is a 3-cm-thick hollow box covering the source with
an opening section in case of blocking gamma-photons. The
coincidence detector could achieve a sensitivity of ∼61% to
detect the secondary 465 keV photons. The timing resolution
of the GAGG detector is 1 ns FWHM. The time gate is set to
[−10 ns, 10 ns] .

We performed a simulation using a 50 µCi Ac-225 source
with a 2-hour acquisition time. This was done to reduce
statistical fluctuations and assess the impact of the CDCP
technique on reducing down-scattered contamination while

Fig. 7. Normalized energy spectra of Ac-225 acquired with the CZT
detector module coupled with a pinhole collimator and processed without
(blue) and with (red) the CDCP technique.

Fig. 8. Projections acquired from the 0.5 µCi Ac-225 line source at:
(A) 117 keV and (B) 218 keV. Red dashed boxes highlight the projected
line source.

preserving true signals. Additionally, to demonstrate the
projections for the super-low-activity scenario, we utilized a
0.5 µCi Ac-225 line source with a 2-hour acquisition time.
To generate the projection, we used 0.5 mm pixel pitch. This
allowed us to visualize the effects of the CDCP technique on
the resultant projections, considering the challenges associated
with super-low-activity imaging conditions.

III. RESULTS

A. Experimental Demonstration of CDCP-Enhanced
Data Acquisition Using the CZT-Based Prototype System

1) Spectral Analysis With Ac-225: Using the detector module
coupled with the pinhole collimator, the normalized energy
spectra acquired from Ac-225 without and with CDCP are
shown in Fig. 7. The primary energy window [115 keV,
119 keV] is highlighted by the black dashed lines. The spectra
were normalized by the net area of the 117 keV peaks.
Noting that the detector module was not fully covered by the
collimator but to have enough counts for Ac-225, we used the
energy spectra on the whole module. After applying CDCP
with a time gate of 500 ns and the γ2 energy window of
[460 keV, 470 keV], the down-scattered contamination around
the 117 keV peak was dramatically reduced by ∼98%. Noting
that we counted all interactions falling into the time gate
started by γ2 including γ2, there is a high peak at 465 keV in
the CDCP spectrum. The projection without CDCP at 117 keV
and 218 keV are shown as Fig. 8. The red dashed boxes show
the projected line source but for 117 keV gamma-photons,
it is not visible because of down-scattered contamination.
Due to the low activity and low sensitivity, we do not have
enough data for CDCP processing. Hence, there is no further
projection analysis.

2) Spectral and Projection Analysis of In-111 Without Ac-225:
For the In-111 line source with/without Ac-225 background,
the detector module was fully covered by the collimator. The
energy resolutions are 2.4 keV and 3 keV FWHM at 171 keV
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Fig. 9. Normalized energy spectra of In-111 without Ac-225 background
in: (A) ROI 1 and (B) ROI 2, taking 171 keV as the primary energy;
(C) ROI 1 and (D) ROI 2, taking 245 keV as the primary energy.
The blue/red curves show spectra without /with the CDCP technique,
respectively.

Fig. 10. Projections of the In-111 line source without Ac-225 background:
(A) without CDCP, (B) with CDCP, taking 171 keV as the primary energy;
(C) without CDCP, (D) with CDCP, taking 245 keV as the primary energy.

and 245 keV, respectively. Hence, the energy windows for
171 keV and 245 keV are [168.3 keV,174.3 keV] and [241 keV,
249 keV, respectively. To apply CDCP, we used a time gate
of 500 ns.

Using the data acquired at the last angle’s and an In-111 line
source without Ac-225, the normalized energy spectra in ROI 1
and ROI 2 are shown in Fig. 9 (A)(B), taking 171 keV as the
primary energy. The primary energy windows are shown with
black dashed lines. With the metrics described in Sec. II-E, the
Spectral-SCR with CDCP increases to 29.1 from 9.27 without
CDCP. The normalized contamination level with CDCP was
reduced to 0.01 from 0.1 without CDCP. Taking 245 keV as
the primary energy, the normalized energy spectra in ROI 1
and ROI 2 are shown as Fig. 9 (C)(D). Since there is no
scatter contamination at 245 keV, Spectral-SCRs without/with
CDCP are both ∼17, and normalized contamination levels are
both ∼0.27. Note that the spectra are normalized by the net
area of the primary photopeak. The projections without/with
CDCP taking 171 keV as the primary energy are shown in

Fig. 11. Normalized energy spectra of In-111 with Ac-225 contamination
in: (A) ROI 1 and (B) ROI 2, taking 171 keV as the primary energy;
(C) ROI 1 and (D) ROI 2, taking 245 keV as the primary energy.
The blue/red curves show spectra without /with the CDCP technique,
respectively.

Fig. 10 (A)(B). The Projection-SCR is improved from 11.3 to
90.0 with CDCP. Taking 245 keV as the primary energy, the
projections without/with CDCP are shown in Fig. 10 (C)(D).
Because of the same reason (no scattered contamination), the
Projection-SCR is not improved. In addition, as shown in
Fig. 9 (D) and Fig. 10 (C)(D), there is a penetration issue
for 245 keV gamma-photons.

3) Spectral and Projection Analysis of In-111 with Ac-225:
Using the last angle’s data of the In-111 line source with
Ac-225, the normalized energy spectra in ROI 1 and ROI 2
are shown as Fig. 11 (A)(B), taking 171 keV as the primary
energy. The primary energy windows are shown with black
dashed lines. The Spectral-SCRs with CDCP at 171 keV
energy window are increased to 12.7 from 0.59 without
CDCP. The normalized contamination levels at 171 keV
energy window reduced to 0.07 from 3.29, which means
CDCP could reduce ∼98% of contamination in this setup.
Taking 245 keV as the primary energy, as shown in Fig. 11
(C)(D), the Spectral-SCR is improved to 9.4 from 2.2 with
CDCP, while the normalized contamination level is reduced
to 0.28 from 1.95.

Taking 171 keV as the primary energy, the projections
without/with CDCP are shown as Fig. 12 (A)(B). The
Projection-SCR is improved from 0.31 to 15.9 with CDCP.
Taking 245 keV as the primary energy, the projections
without/with CDCP are shown as Fig. 12 (C)(D). The
Projection-SCR is improved from 0.34 to 2.5 with CDCP. It is
worth noting that taking 245 keV as the primary energy, the
three metrics with the CDCP enhancement are improved to
the same level as In-111 without Ac-225 (no contamination at
245 keV).

We summarized the Spectral-SCRs, normalized contami-
nation (NC) levels, and the Projection-SCR at three angles
as Table II, III, and IV. As mentioned in Sec. II-D at
these three angles, the activities of the In-111 line source
decayed from 0.7 µCi to 0.35 µCi. It is worth noting that
the enhancement of Spectral-SCR and Projection-SCR, which
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Fig. 12. Projections of the In-111 line source with Ac-225 background:
(A) without CDCP, (B) with CDCP, taking 171 keV as the primary energy;
(C) without CDCP, (D) with CDCP, taking 245 keV as the primary energy.

TABLE II
SPECTRAL-SCR WITH AND WITHOUT CDCP AT DIFFERENT

ACTIVITIES OF IN-111 AT 171 KEV

is the ratio between the quantities with and without CDCP,
as well as the reduction of normalized contamination, defined
as NC(single)−NC(C DC P)

NC(single) , increases as the activity of In-111
decreases.

B. Comparison of TEW-Corrected and CDCP-Enhanced
Data at Different Acquisition Time

Taking 171 keV as the primary energy, the TEW-corrected
projections of the In-111 line source with Ac-225 background
at the last angle are shown in Fig. 13. With decreasing
acquisition time from 50 hours to 3 hours, the Projection-
SCRs of TEW-corrected projections are also decreasing from
3.87 to 1.00.

The CDCP-enhanced projection shown in Fig. 12(B)
(s2 = 3%, 50-hour acquisition) shows much better Projection-
SCR of 15.91. This CDCP-enhanced projection is also
equivalent to being acquired with a higher sensitivity system
and shorter acquisition time: (s2 = 10%, 15-hour acquisition),
(s2 = 20%, 7.5-hour acquisition) or (s2 = 50%, 3-hour
acquisition). These high sensitivities are achievable in a
preclinical CDCP-SPECT system with large coverage of high
stopping power coincidence detectors. Clearly, the effect of
TEW is worse than CDCP.

C. Experimental Evaluation of the Influence of the
Coincidence Detectors’ Energy Resolution

In this study, we merged the three angles of data acquired
from the In-111 line source with Ac-225 background for
spectral analysis. Taking 171 keV as the primary energy, the

Fig. 13. TEW-corrected Projections of the In-111 line source with
Ac-225 background of: (A) 3-hour acquisition, (B) 7.5-hour acquisition,
(C) 15-hour acquisition, and (D) 50-hour acquisition.

Fig. 14. Energy spectra of In-111 source with Ac-225 background with
the CDCP technique: (A) in ROI 1, (B) in ROI 2. In the processing of
CDCP, the energy resolutions of three coincidence detectors at 245 keV
were artificially blurred to: no blurring, 5 keV FWHM, 10 keV FWHM,
20 keV FWHM, and no resolution.

TABLE III
NORMALIZED CONTAMINATION (NC) WITH AND WITHOUT

CDCP AT DIFFERENT ACTIVITIES OF IN-111 AT 171 KEV

TABLE IV
PROJECTION-SCR WITH AND WITHOUT CDCP AT DIFFERENT

ACTIVITIES OF IN-111 AT 171 KEV

resultant energy spectra with/without CDCP in ROI 1 and
ROI 2 are shown as Fig. 14. The primary energy windows are
shown with black dashed lines. We applied the artificial energy
blurring on the coincidence detectors described in Sec. II-H.
Even though we merged three angles of data, the low measured
counts still lead to the relatively high statistical fluctuation in
ROI 1, which makes it hard to distinguish the spectra with
different blurring in Fig. 14(A). As shown in Fig. 14(B),
with worse energy resolutions, the effect of reducing NB
becomes worse.
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TABLE V
SPECTRAL-SCR AND NC WITH DIFFERENT DATASETS AT DIFFERENT

ENERGY RESOLUTIONS OF COINCIDENCE DETECTORS

TABLE VI
PROJECTION-SCR AT DIFFERENT ENERGY RESOLUTIONS OF

COINCIDENCE DETECTORS AND AT DIFFERENT ACTIVITIES OF IN-111

Fig. 15. Reconstructed images of the In-111 line source without Ac-
225 background: (A) 171 keV without CDCP, (B) 171 keV with CDCP,
(C) 245 keV without CDCP, (D) 245 keV with CDCP.

Quantitative comparisons were conducted with the metrics
as described in Sec. II-E. We summarized the Spectral-SCRs
and NBs at different energy resolutions as Table V. Note
that after we merged the datasets, in a single 171 energy
window, the Spectral-SCR without CDCP is 0.87 while
the NB without CDCP is 2.15. Projection-SCRs at three
different angles (activities) and different energy blurring are
summarized in Table VI.

D. Preliminary Imaging Study of CDCP-SPECT

To evaluate the enhancement of the CDCP technique on
the resultant images, we carried out imaging studies using the
In-111 line source without/with Ac-225 background. In this
study, the object space has 48 × 40 × 40 cubic voxels of
0.5 mm × 0.5 mm × 0.5 mm in size. All shown images are
the 15th iteration.

In the absence of Ac-225 background and without the
CDCP enhancement, the reconstructed images of 171 keV
and 245 keV are shown in Fig. 15(A)(C). With the CDCP

Fig. 16. Reconstructed images of the In-111 line source with Ac-
225 background: (A) 171 keV without CDCP, (B) 171 keV with CDCP,
(C) 245 keV without CDCP, (D) 245 keV with CDCP.

Fig. 17. Reconstructed images of the In-111 line source with Ac-225
background: (A) 171 keV with TEW (6-hour acquisition), (B) 171 keV with
TEW (106-hour acquisition), (C) 171 keV with CDCP (6-hour acquisition,
s2 = 50% or 106-hour acquisition, s2 = 3%).

enhancement, the reconstructed images of 171 keV and
245 keV are shown in Fig. 15(B)(D). No visible difference
is observed between the images obtained without the CDCP
enhancement and those with the CDCP enhancement.

In the presence of Ac-225 background, the conventional
reconstructed images of 171 keV and 245 keV are shown as
Fig. 16 (A)(C). The enhancement is significant. Due to the
excessive down-scattered contamination contribution from the
Ac-225 source, the In-111 line source cannot be recognized
with the regular pinhole data acquisition. After applying
CDCP, the reconstructed images shown in Fig. 16(B)(D) are
significantly enhanced.

Images reconstructed with TEW correction and CDCP
enhanced are compared in Fig. 17. Artifacts around the line
source in Fig. 17(A)(B) are introduced by down-scattering
contamination. It is evident from the comparison that the
CDCP technique exhibits superior performance compared to
TEW correction, particularly in low-activity scenarios.

The TEW-corrected reconstructed images with varying
acquisition times (ranging from 6 hours to 106 hours) are
shown in Fig. 18.

After artificial Gaussian blurring, the CDCP-enhanced
reconstructed images with varying energy resolutions (ranging
from 5 keV to 20 keV FWHM and no resolution) of
coincidence detectors are shown in Fig. 19. This is reasonable
according to the Projection-SCRs of the experimentally
acquired projections as summarized in Table. VI.
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Fig. 18. Reconstructed images with TEW correction for different acquisition time: (A) 6-hour acquisition, (B) 16-hour acquisition, (C) 32-hour
acquisition, (D) 106-hour acquisition in total (three angles).

Fig. 19. Reconstructed images with CDCP applying different energy resolutions at 245 keV of the coincidence detectors: (A) 5 keV FWHM,
(B) 10 keV FWHM, (C) 20 keV FWHM, (D) no energy resolution.

E. Experimental Evaluation of the Influence of Timing
Resolution, Decay Time of the Cascade Gamma-Photon
Emission, and the Width of the Time Gate

As we described in Sec. II-I, the optimal time gate and
optimal NECR were simulated for the half-lives of the
intermediated energy level of 0.1 ns, 0.2 ns, 0.5 ns, and 85 ns
which are related to some useful cascade photons emitted by
Ac-225, Ra-223, Lu-177 and In-111.

The optimal time gates at different contamination levels and
at different time resolutions are shown as Fig. 20-22 (A).
To compare the change of optimal NECR of different
radionuclides as the timing resolution chances in the same
scale, we plotted the normalized optimal NECR at different
contamination levels as Fig. 20-22 (B). The maxima of NECR,
expressed in counts per second (cps), for various radionuclides
and at different levels of contamination, are summarized in
Table VII. When the coincidence timing resolution is better
than 10 ns, there is no difference among Ac-225, Ra-223,
and Lu-177. For a system with < 10 ns timing resolution,
the optimal time gates are shorter with higher contamination
levels.

F. Estimation of the Effect of CDCP on Other
Radionuclides

As we described in Sec. II-J, we carried out a Monte
Carlo simulation study with GEANT4 to assess the efficacy
of the CDCP technique for Ac-225. In the 50 µCi Ac-225
simulation, we acquired 154,751 interactions inside the
primary [114.3 keV, 120.3 keV] energy window, and 41%
of them were from 117 keV emissions. With the time gate
of [−10 ns, 10 ns] and the secondary [445 keV, 485 keV]
energy window, we have 36,874 interactions still inside the
primary energy window, and 99.5% of them are from 117 keV
emissions. In the remaining 200 (0.5%) coincidence events,
half of them are random coincidence events and the others are

Fig. 20. (A) Optimal time gate vs. time resolution and (B) normalized
optimal NECR vs. time resolution for Ac-225, Ra-223, Lu-177 and In-111.
N1/s1 = 105 s−1.

Fig. 21. (A) Optimal time gate vs. time resolution and (B) normalized
optimal NECR vs. time resolution for Ac-225, Ra-223, Lu-177 and In-111.
N1/s1 = 106 s−1.

scatter coincidence events. To sum up, the CDCP technique
could reject ∼99.8% of scattered and crosstalk gamma-
photons. However, ∼39% of true 117 keV gamma-photons
were rejected at the same time because their cascade 465 keV
gamma-photons were not detected. As a result, Theoretical-
SCR is improved by ∼300 times, and NECR is improved by
∼1.4 times for 117 keV energy window.
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Fig. 22. (A) Optimal time gate vs. time resolution and (B) normalized
optimal NECR vs. time resolution for Ac-225, Ra-223, Lu-177 and In-111.
N1/s1 = 107 s−1.

TABLE VII
MAXIMA OF NECR WITH DIFFERENT RADIONUCLIDES

AT DIFFERENT CONTAMINATION LEVELS

Fig. 23. Simulated projections from Ac-225 at 117 keV: (A) without
CDCP, (B) with CDCP.

If we applied [−50 ns, 50 ns] time gate, 38,128 interactions
were kept and 98.33% of them are true from 117 keV
emission. In the remaining 636 coincidence events, ∼500
events are random coincidences. This is proportional to the
time gate as derived. The others are scatter coincidences which
is the same as the time gate of [−10 ns, 10 ns].

The projections acquired from the 0.5 µCi Ac-225 line
source without/with CDCP are shown in Fig. 23. Note that
since the simulation setup is highly simplified, the down-
scattered contamination could be underestimated in Fig.23(A).

IV. DISCUSSION

In SPECT imaging, it is common for sources to emit
gamma-photons with multiple energies. This can occur in
various applications, such as in RPT and simultaneous multi-
isotope imaging. In such cases, non-primary gamma photons
can contribute to the photopeak of primary gamma photons
through scattering and crosstalk effects. This can lead to
significant contamination in the resulting SPECT images.
We proposed and experimentally evaluated CDCP-SPECT
imaging in this study, which allows us to fundamentally reduce
the scattered and crosstalk contamination. This technique
utilizes cascade photons and both of them can be treated
as the primary gamma-photon while considering the other
as the secondary gamma-photon. The time gates for these
two cases are different, which should be optimized as
described in Sec. II-I.

Since our prototype system has poor timing resolution
and bad sensitivity, we were not able to acquire projection
and imaging studies to demonstrate the CDCP enhancement
with Ac-225 experimentally. Consequently, we used an
experimental “simulation” approach, combining In-111 and
Ac-225 to simulate the detection of Tl-209 cascade photons
with the presence of down scattered contamination from
higher-energy gamma-photons from Ac-225 and its daughters.
Since In-111 emitting 171 keV and 245 keV cascade photons,
our prototype system has a much higher sensitivity (3%)
for detecting the 245 keV gamma-photons. Through our
experiments, we demonstrated that the CDCP technique
significantly improved several metrics:

1) In the spectral domain, Spectral-SCR was improved
approximately 22 times, indicating better differentiation
between target signals and scattered/crosstalk contami-
nation. Note that this is in the region where the object
is directly projected through the collimator.

2) In the spectral domain, the normalized contamination
was reduced by approximately 98%, indicating a sub-
stantial reduction of scattered/crosstalk contamination in
the region where the object cannot be projected through
the collimator.

3) In the projection domain, the Projection-SCR was
improved approximately 53 times, highlighting the
increased visibility and clarity of the target features.

Compared to a traditional scatter correction method, achieving
a reasonable Projection-SCR in the projection domain using
the TEW correction method requires a 50-hour acquisition
time. However, using the CDCP technique, we were able
to achieve a much higher Projection-SCR even with a
significantly shorter acquisition time of 3 hours (s2 = 50%).
Furthermore, when comparing the resultant images, it was
observed that the TEW-corrected images exhibited higher
levels of contamination than those enhanced with the CDCP
technique. This indicates that the CDCP approach effectively
reduces contamination and improves image quality, providing
clearer and more precise details in the resulting images.
Additionally, it is important to note that the efficacy of
the TEW correction method is influenced by the number
of counts obtained within the energy windows. With less
acquisition time, the number of counts is reduced, which can
decrease the efficacy of the TEW correction, resulting in lower
image quality and compromised Projection-SCR. Using In-
111 with Ac-225 background demonstrates the potential use
of CDCP in low-activity preclinical imaging for radionuclides
emitting cascade photons. However, there needs to be a direct
representation of the complexities and challenges involved in
imaging therapeutic radionuclides in preclinical applications.

It is worth noting that in the projection domain, as the
In-111 line source decays over time, the enhancement of
Spectral-SCR and Projection-SCR becomes more prominent.
This can be explained with Eq. (14) in Sec. II-J. The remaining
contamination after applying the CDCP technique primarily
arises from random coincidences, and the count rate of
random coincidences is proportional to the rate of cascade
emission, as assumed in Sec. II-I. Therefore, Theoretical-SCR
with CDCP remains relatively constant, assuming that the
detected count rate from non-primary gamma-photons (N1)
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remains unchanged, while the SCR without CDCP decreases
as the activity decreases. Similarly, metrics in this study,
Spectral-SCR, and Projection-SCR follow the same trend as
Theoretical-SCR. In addition, the random coincidence rate is
also proportional to the count rate of down-scattering gamma-
photons from high-energy photons and the width of time
gate. When using a single radionuclide independently like
In-111, the down-scattering contamination from its 245 keV
emissions is not significantly high, resulting in fewer random
coincidences. However, when one employs Ac-225 as the sole
radionuclide, there is a much higher proportion of these high-
energy photons. This can lead to an increased number of
down-scattering gamma-photons, subsequently elevating the
potential for random coincidences. Fortunately, systems with
high timing resolutions can effectively reduce the incidence
of these random coincidences by adjusting the time gate
appropriately.

Crucially, as derived in Eq. (13) and (14), the efficacy
of CDCP showcases a near-inverse proportionality to the
cascade emission rate. This relationship underscores CDCP’s
heightened effectiveness, particularly in low-activity scenarios.
The rationale behind this is the disproportionate increase
in random coincidence events compared to true coincidence
events as the activity decreases. For traditional scatter
correction methods, their performance tends to diminish as
activities are reduced. Significantly, the methodology behind
our CDCP technique does not conflict with conventional
methods. In scenarios involving standard-activity imaging,
a synergistic approach integrating both could be adopted,
potentially yielding enhanced imaging outcomes.

According to Eq. (12) and Eq. (14), a more dramatic
improvement of Theoretical-SCR and NECR could be
potentially achieved with radionuclides having fast cascade
emissions, such as Ac-225, and using a high timing resolution
system. This is because a shorter time gate can be utilized
to simultaneously achieve a high probability of detecting
cascade photons, P

(
τ, T1/2, 6

)
, and low random coincidence

count rate. In our simulation study, we utilized a reasonably
high-time-resolution system which allowed us to use a
shorter time gate (4% of that for In-111) for Ac-225. As a
result, an enhancement of Theoretical-SCR for ∼300 times
was achieved. Note that the down-scattered contamination
could be underestimated in this highly simplified simulation
setup, which suggests that the enhancement of NECR could
potentially be even higher than the reported value of 1.5 in
the simulation study. In Ac-225 targeted-α-therapy, the use
of 218 keV and 440 keV gamma-photons emitted from the
daughters of Ac-225 (Fr-221 and Bi-213) for localization
presents challenges in terms of collimation due to their
high penetration. As we mentioned in Sec. II. A, despite
the relatively low branch ratio (1.5%) for Ac-225 to emit
117 keV gamma-photons, the measured count rate is still
comparable to that of 218 keV and 440 keV gamma-
photons considering the detection efficiency for different
energies. Without the implementation of CDCP, imaging the
117 keV gamma-photons becomes exceedingly challenging
due to the significant scatter and crosstalk contamination.
However, with the application of CDCP, it becomes possible

to effectively eliminate the contamination at the 117 keV
photopeak. Additionally, the short half-life of Tl-209, which
is approximately 2.2 minutes, offers the potential for a similar
distribution as that of Bi-213. This characteristic enhances the
feasibility and relevance of imaging Tl-209, as its distribution
can serve as an indicator for the distribution of Bi-213. This
underscores the crucial role of CDCP in enabling the imaging
of the 117 keV gamma-photons emitted by Ac-225 (Tl-209/Bi-
213) and addresses the penetration problem encountered with
higher energy photons.

With artificial energy blurring, we evaluated the influence
of energy resolutions of coincidence detectors on CDCP
enhancement by comparing the three quantities as mentioned
in Sec. II-E. The results showed that the enhancement of
CDCP was similar if the energy resolution of the coincidence
detectors is better than 10 keV FWHM at 245 keV.

With Monte Carlo simulation, we estimated the influence
of the time gate and timing resolution of the system with
different half-lives of the cascade emissions using NECR as a
reference. The results showed that the optimal NECR is higher
with a better timing resolution system and a faster decayed
intermediated energy level, which follows our expectations.
As the equivalent contamination level increases, the increase
of NECR becomes more significant with a better timing
resolution, and a shorter time gate is needed at the same
time. Note that in our simulation, we used pre-set equivalent
contamination levels, N1/s1. However, in practice, it needs
to be determined from Theoretical-SCR inside the primary
energy window of the imaging detector. The Theoretical-SCR
is equivalent to As1/N1, then N1/s1 could be computed for
post-processing with knowing A. In addition, according to Eq.
(12), the enhancement of NECR is also linearly influenced
by s2 the sensitivity of the detection system to detect the
secondary gamma-photon. This relationship arises from the
acceptance criteria of primary gamma-photons: they are only
considered if the secondary gamma-photon is also detected.
Therefore, in spite of almost eliminating contamination,
a proportion (1 − s2) of true signals (primary gamma-photon)
are discarded. In this study, s2 of the prototype system is low,
considering the geometry and detector material. As we look to
the future, with large-volume high-stopping-power scintillation
materials coupled with large solid angle coverage, we could
curtail the loss of true signals and achieve a high NECR.
However, a crucial problem remains: achieving extensive solid
angle coverage, especially beyond 50%, poses challenges in
a clinical setting. Given this limitation, our technique aligns
more fittingly with preclinical imaging systems.

It is worth noting that the use of a simple phantom as well as
the artificial sources (In-111 with Ac-225 background) during
experiments provides a baseline for evaluating the technique’s
performance. However, there are reservations about how well
the technique will perform with more complex phantoms
in practical preclinical settings. To address these potential
challenges, a CDCP-SPECT with high timing resolution
and high sensitivity should be constructed. In addition,
further studies and experiments should be conducted using
more realistic and complex phantoms that better mimic the
heterogeneous nature of biological tissues. This will help
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assess the technique’s performance in various preclinical
scenarios and provide insights into its limitations and potential
improvements.

V. CONCLUSION

In therapeutic radionuclide SPECT imaging, even if the
administered activity is high, the radioactive uptake within
the tissues of interest can be notably low. This results
in limited measured counts, which can undermine the
efficacy of traditional scatter correction methods. To address
this challenge, our study introduces the CDCP technique,
designed specifically to effectively eliminate down-scattered
and crosstalk contamination in scenarios with low activity.
We experimentally evaluated the CDCP-SPECT for imaging
low-activity radionuclides through a prototype CDCP-SPECT
system. It is experimentally demonstrated that with the In-
111 line source in the presence of Ac-225 background, the
technique allows us to improve the Spectral-SCR for ∼20
times and the Projection-SCR for ∼53 times and reduce
∼98% of the normalized contamination. Compared with the
TEW scatter correction method, which only enhances the
Projection-SCR to 1.00, the CDCP technique stands out by
boosting the Projection-SCR to 15.91. This comparison has
demonstrated CDCP’s superior capability to mitigate down-
scattered contamination, a feature that becomes even more
pronounced at lower activity levels. The reconstructed images
also showcase the dramatic enhancement of the image quality
with CDCP-SPECT compared to the conventional and TEW-
corrected SPECT.

We also used artificial energy blurring and Monte Carlo
simulation to evaluate the influence of energy and timing
resolutions on CDCP. The results could give us a great
clue to constructing a preclinical or small animal CDCP-
SPECT system. The GEANT4 simulation study shows the
potential of improving the Theoretical-SCR for ∼300 times
and reducing ∼99.8% of scattered contamination with Ac-
225, an important therapeutic radionuclide. These dramatically
reduced down-scattered and crosstalk contamination, coupled
with the outstanding energy resolution offered by the CZT
detectors, allow for a dramatically improved Theoretical-SCR
and NECR for imaging low-activity therapeutic radionuclides,
such as Ac-225, Ra-223, Lu-177, and In-111.
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