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SpikeOnChip : A Custom Embedded Platform for
Neuronal Activity Recording and Analysis

Rick Wertenbroek *“, Yann Thoma

Adrien Roux

Abstract—In this paper we present SpikeOnChip, a custom em-
bedded platform for neuronal activity recording and online anal-
ysis. The SpikeOnChip platform was developed in the context of
automated drug testing and toxicology assessments on neural tissue
made from human induced pluripotent stem cells. The system was
developed with the following goals: to be small, autonomous and low
power, to handle micro-electrode arrays with up to 256 electrodes,
to reduce the amount of data generated from the recording, to be
able to do computation during acquisition, and to be customizable.
This led to the choice of a Field Programmable Gate Array System-
On-Chip platform. This paper focuses on the embedded system for
acquisition and processing with key features being the ability to
record electrophysiological signals from multiple electrodes, detect
biological activity on all channels online for recording, and do
frequency domain spectral energy analysis online on all channels
during acquisition. Development methodologies are also presented.
The platform is finally illustrated in a concrete experiment with
bicuculline being administered to grown human neural tissue
through microfluidics, resulting in measurable effects in the spike
recordings and activity. The presented platform provides a valuable
new experimental instrument that can be further extended thanks
to the programmable hardware and software.

Index Terms—Biomedical device, FPGA, low-power, micro-
electrode array, neural cell interface, neural spikes, online analysis,
system-on-chip bioinstrumentation.

1. INTRODUCTION

N the last decades, there has been an increased interest for in
I vitro approaches in the field of drug discovery and toxicity
testing [1]. This is a key issue for companies that develop new
medical drugs. Thanks to the discovery of Induced Pluripotent
Stem cells (iPS-cells) [2], to the progress in computer perfor-
mance, and to the advances in micro-fabrication technologies,
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miniaturized in vitro approaches also called “lab-on-a-chip”
make faster, cheaper, and more ethical tests possible. In combi-
nation, human iPS cells allow the experiments to be more human
specific than in vitro or in vivo tests on animal models. One very
promising example is the use of human neural tissue grown from
reprogrammed iPS cells [3]-[5]. Electrophysiological recording
allows for on-line functional monitoring of neural tissue state.
This approach is complementary to the traditional chemical,
cytosolic, and histologic readouts and for some experiments is
the only information needed. The main advantages of this type
of readout is that the resulting signals are a direct and immediate
representation of the neural tissue state and they account for a
functional, high-level description of the neurons.

The correct understanding of neural tissue activity requires the
recording of many neurons per sample, to describe not only the
activity of single neurons but also the global neuronal network
dynamics. In that context, the neural spikes (referred to as
“spikes”) are electrical events detected from the action potential
of a neuron, and are of great interest. Therefore, the electrophys-
iological approach requires the recording of a large number of
sensors simultaneously. The electrophysiological readouts are
recorded from within Micro-Electrode Array (MEA) biochips,
smart culture chambers integrating an array of electrodes. The
electrodes allow electrical recording and stimulation of neural
cells and are controlled by a data acquisition system typically
made of a signal amplification stage followed by an analog to
digital converter (ADC) accompanied by software for experi-
ment control, data storage and analysis.

Although the use of engineered human neural tissue has many
advantages over animal models, there are constraints on the
tissue culture method. The long time of maturation (typically
eight weeks of culture [6], up to several months) makes growing
tissue cultures directly within MEA biochips complex to handle
and expensive. The best culturing and experimental setup for
such 3D tissues is to grow them at air-liquid interface, where the
tissues are not immersed into nutritive medium, but remain in
direct contact with air to provide sufficient oxygenation while
being fed through a porous membrane [6]-[8]. Mature tissues
grown on a air-liquid interface can then be placed into adapted
porous substrate-based MEA biochips connected to external
micro-fluidics for medium supply during experimental record-
ings/measurements.

One of the main research topics of the Tissue Engineering
Laboratory at HEPIA (Geneva, Switzerland) [9] is the study
of functional effects of new drugs and potential neurotoxicity
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of chemicals on human brain tissue models. In order to better
understand mode of actions of new chemical entities, the authors
are not only interested in experimental endpoints, but also to
be able to detect subtle changes induced in electrical activity
profiles of neuronal networks particularly when applying low
compound concentrations to the tissues.

Today, most commercial in vitro MEA electrophysiology
data acquisition systems, e.g., from MultiChannelSystems MCS
(Reutlingen, Germany) [10] or Axion Biosystems (Atlanta,
USA) [11], are well suited for use with dissociated cell cultures
as well as acute tissue slices from animal origin. These systems
provide medium to high throughput by the use of multiwell plate
format MEA devices, manage recordings of large numbers of
recording channels in parallel, and provide offline data analysis
software for extraction of information from the recorded data.
However, due to the compact design of the plates, the use of
these systems is not adapted to air-liquid interface grown live
tissue.

Available wireless in vivo data acquisition systems, e.g.,
from MultiChannelSystems MCS or Deuteron Technologies
(Jerusalem, Israel) [12], are composed of highly miniaturized
amplifiers and data acquisition electronics connected to im-
plantable in vivo probes made to be worn by e.g., rodent test
animals. Recorded data is sent via Wi-Fi or radio waves to
a base station that collects and sends the data to a computer.
However, throughput limits the number of recording channels.
Deuteron overcame this issue by recording data onto a SD
card at the amplifier stage/level, which insures no data loss
but adds a supplementary data copy to the computer. We have
redesigned and combined these different embedded technologies
to be able to plug our MEA biochips using specific connection
interfaces.

The main drawbacks of all available data acquisition systems
are the time consuming and cumbersome data processing that
needs to be performed on very large recordings in order to extract
valuable information. The need to move MEAs in and out of
the data acquisition instruments for medium exchange and/or
storage induces neuronal activity variability and does not allow
long experimental time-courses of several weeks or months in
one step. Therefore, the authors proposed and developed a novel
data acquisition system well suited for long-term experimenta-
tion using air-liquid interface tissue cultures that also integrates
real-time data preprocessing in order to reduce data to be saved
and/or transferred to a computer.

This paper describes the data acquisition system that has been
developed and focuses specifically on its key electronic parts and
associated software. The full custom system for the acquisition
and analysis of electrophysiological data, called SpikeOnChip,
consists of a specifically tailored embedded platform, while the
accompanying PC software provides an interface to the user for
data visualisation and acquisition as well as control over the
embedded platform to program experiments.

The overall key specifications and the resulting system are
described in Section II, including functional description and
hardware architecture of the SpikeOnChip system. The embed-
ded platform is based on a Xilinx Zyng-7020 SoC [13] featuring
an ARM-based microprocessor and a Field Programmable Gate

Array (FPGA). The system architecture is explained in Sec-
tion III, comprising the processing implemented in the FPGA
and in the ARM processor, as well as the accompanying PC
software. The signal processing executed in the FPGA is ex-
plained in Section I'V. Section V gives the development methods
and tools, and Section VI provides FPGA usage and power
consumption results. This section also displays an example
experiment illustrating and validating the SpikeOnChip system.
Finally, conclusion and future work are given in Section VII.

II. OVERALL SYSTEM DESCRIPTION AND HARDWARE
ARCHITECTURE

Engineered human neural tissues are small human-derived
iPS cell neuropsheres/minibrains [6]. These tissues, even though
the cellular brain organization is not reproduced, incorporate all
the key types of cells and present a behaviour similar to human
brain tissue, making it a good biological model for the study of
brain-related diseases and toxicology screening [6], [14]-[16].

As mentioned previously, these tissues are grown using air-
liquid interface culturing techniques prior to experimental us-
age. The tissues can easily be transferred onto adequate MEA
biochips using small porous PTFE membrane patches that are
placed onto the working area of the MEA biochips (Fig. 1(B)).
However, it has been found out that such tissues are very sensitive
to environmental changes. This is a major constraint for the
conduction of the experiments as the tissue environment should
not change during the experiment. Change in external conditions
could lead to biological activity pattern artifacts and confound
effects of the drug or chemical compound under test. In order
to solve this issue, the MEA biochips as well as the signal
amplification, analog to digital conversion, and SpikeOnChip
electronics should be located in a controlled chamber/incubator.
Furthermore, the chamber should not be opened for e.g., culture
medium exchange, as a change in gas concentrations already
induces variations in biological activity patterns.

It results that the whole electronics setup around the MEA
biochip needs to be: 1) autonomous from a functional and power
supply point of view, 2) should be accessible with remote control
to change experimental parameters, and 3) should be able to store
the data securely and locally.

From an experimental point of view, the overall data acquisi-
tion system also needs to include a continuous perfusion system
for the constant feeding needs of the tissues and the possibility
to visualize the tissues inside the incubator in real-time using a
camera.

To properly record the action potentials or spikes generated
by neurons (whose duration is around 1 ms), we need a sampling
frequency of a least 20 kHz, whereas 50 kHz would be optimal
in order to be very accurate on signal shape. Spike amplitude,
polarity and shape are required for potential offline data-based
cell-sorting, to help to discriminate the different cellular origins
of the signal recorded at each micro-electrode and to evaluate
effects of drugs or compounds on cells more specifically.

Recordings are typically achieved using MEA biochips inte-
grating up to 256 electrodes. An electrode array of 8§ recording
electrodes is typically necessary to provide sufficient biological
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Fig. 1. (A) Custom made Micro-Electrode Array (MEA) biochip composed
of three parts: at left, a fluidic channel for biological sample perfusion, at center,
the recording sites including electrodes and at right, a printed circuit board
for connection to signal amplifier, analog to digital conversion and embedded
platform. (B) Magnified view of the MEA biochip recording sites that can
accept four neural tissues. It is composed of four independent recording sites
of 8 recording (& 30 pum) and 3 large reference electrodes. (C) View of the
SpikeOnChip embedded platform in a 3D printed case. Black arrow: commercial
32-channel signal amplifier and ADC from Intan Technologies. Blue arrow:
small interconnection PCB for electrical connection between signal amplifier
and MEA biochip. (D) View of setup for pharmacological experiments through
microfluidics located in an incubator. It includes a fluidics module (right) for
control of the fluidic perfusion system and a custom-made vision module (left)
for the optical follow-up of the 3D neural tissues. Black bars show scale.

datato validate tissue electrical activity patterns and its evolution
over time. In this work, it has been decided to use MEA biochips
integrating 32 electrodes and to have the possibility to record up
to 8 MEA biochips at a time using a single SpikeOnChip em-
bedded system. Individual recordings in an experiment typically
last for 15 minutes up to several hours depending on the type of
experiment.

The resulting volume of data generated by the electrophys-
iology recordings is substantial. For example, at a sampling

frequency of 30 kHz and a resolution of 16 bits per sample,
166 GBytes would be needed to record 256 channels during 3
hours. In general, the electrophysiology data are acquired and
transmitted to a PC to be analyzed offline. Another advantageous
solution is to save the data directly in on-board SD cards, to
allow stand-alone mode and to increase reliability in the case of
connection loss with the PC.

Writing and transferring large data sets to the PC, as well as
analyzing them offline is labor intensive, cumbersome, and slow.
To overcome this, part of the processing can be done “on-line”
and “on-chip,” e.g., by cutting out short windows containing
the interesting biological signals than can then be transmitted,
stored, and analyzed offline. Using cut-out windows of 5 ms
and assuming that a population of neurons is firing at a mean
frequency of 10 Hz, by applying a selective extraction of spikes
from the raw data, we decrease the number of samples by a
factor of approximately 20. This storage reduction of about
95% does allow the system to run autonomously for longer time
durations and speeds up data transfers and offline processing
in the PC.

One other feature of the acquisition system should be to
perform real-time online frequency analysis providing higher
content information about modification of biological activity
patterns. Indeed, insight into the neuronal network activity, i.e.
synchronous electrical activity within the tissue, can be obtained
from the local field potential hidden in the raw data. To analyse
the different frequency domains that contain physiological infor-
mation about the neuronal network, a series of band pass filters,
which allow to separate different physiological frequency bands
or thythms to evaluate their amplitude and thus their relative
contribution to network activity, are used. These frequency
bands can be set to brain oscillation frequency ranges § (1-4 Hz),
9 (4-8 Hz), a (8-13 Hz), 5 (13-30 Hz), and v (30-100 Hz)
commonly observed in human electroencephalography and are
believed to play an active role in neural communication [17],
[18]. One application of this feature is the analysis of bursting
activity periods within the neural tissues.

To best fit the previously mentioned requested experimen-
tal requirements, a novel system for the data acquisition and
analysis thus needed to be developed. Its key specifications are
the integration of the following important features: it should
(1) use cost-effective off the shelf parts and allow autonomous
battery operation; (2) be fully customizable to the needs of the
experiments; (3) allow further improvements, such as increasing
the number of recording channels, and integrate more advanced
data processing and analysis; and (4) allow the deployment of
each of the different data processing blocks into the part of the
system that is more suitable for achieving optimal performance.
On-chip spike detection has been explored on FPGA or ASIC
platforms [19]-[23], but solutions rely on custom boards or
ASICs and do not integrate on-line network activity analysis,
e.g., in frequency domain. The authors of [24] present a 32-
channel solution with off the shelf parts but the platform is
limited in FPGA size and processing power making further
developments difficult.

Our experimental setup consists of custom 32-channel MEA
biochips, a commercially available signal amplifier ADC, the
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Fig. 2. Block diagram of the SpikeOnChip embedded platform, within the
complete system, from electrode to analysis on PC.

SpikeOnChip embedded platform itself in a 3D printed case, de-
picted in Fig. 1(A), (B), (C); A MEA biochip holder including a
visualization module, a microfluidics system to host and support
the neuronal cell cultures as shown in Fig. 1(D); and a control
software running on a traditional PC. Fig. 2 shows the block
diagram of the SpikeOnChip system. The main components of
the system are the following.

Micro-Electrode Array (MEA): The in-house developed
MEA biochip corresponds to the air-liquid culture chamber as
well as the electrical sensors allowing the monitoring of the
functional activity of the neural tissues. The tissues are placed on
aporous polyimide membrane (thickness of 8 zm and equivalent
porosity of 10% of the area generated by @7.5 um holes on a
20 pm grid etched through the membrane) incorporating thin-
film platinum wires (thickness of 150 nm) and platinum black
coated electrodes (&30 pm, 200 pm grid, impedance below
100 k2 at 1 kHz). It includes four recording sites with eight
recording and three large reference electrodes each (Fig. 1(B)).
The polyimide membrane is mounted onto a printed circuit board
using conductive glue allowing the electrodes to be connected to
the external signal amplification and data acquisition electronics.
Under this membrane, a fluidic channel allowing perfusion of
nutrients and test compounds is built in several layers of PMMA
plastic (Fig. 1(A), (B)).

Electrophysiology interface for data acquisition: We use the
RHD2132 Digital Electrophysiology interface chip from Intan
Technologies (Los Angeles, USA) [25]. On one side of the
Intan chip, we connect 32 electrodes (channels) from the MEA
biochip. The Intan chip amplifies and converts the voltages from
the electrode array into a digital data stream which is sent to the
FPGA of the Zyng-7020 through a four-wire SPI interface with
Low-Voltage Differential Signaling (LVDS). This connection
is done using the RHD2000 SPI Interface Cable [26]. The
RHD2132 chip is set up to sample each of the 32 electrodes
at a sampling frequency of 30 kS/s with a resolution of 16
bits. At the core of the RHD2132 chip is an array of low-noise
amplifiers with integrated analog filters that can be used to isolate
frequencies of interest and minimize aliasing. We have set the
amplifier passband from 0.1 Hz to 5.0 kHz (1st order high-pass,
3 rd order Butterworth low-pass). The RHD2132 chip can also
perform digital signal processing (DSP) offset removal from all

channels using a first order high-pass IIR filter, which was not
used in our application.

Embedded Platform: Our embedded platform is based on
the Microzed board [27] equipped with a Xilinx Zyng-7020
SoC [13] containing a dual-core ARM9 Processing System (PS)
running an embedded Linux kernel, and FPGA Programmable
Logic (PL) in a single package. The MicroZed board is placed
on a MicroZed Breakout Carrier Card [28] to provide I/O pin ac-
cessibility to connect up to 8 32-channel Intan chips for a total of
256 channels. The FPGA is connected to the electrophysiology
interface chip via SPI and acts as a master sending commands
to the chip for duties such as initiating the Intan self-calibration,
reading-writing the Intan configuration registers, and initiating
the analog to digital conversions. The FPGA receives the raw
digital data stream from the Intan ADCs and performs on-line
analysis operations. The ARM side of the SoC manages data
transmission and recording and acts as a webserver/streaming
source to communicate with a PC through a wired ethernet
connection or wirelessly through Wi-Fi. The embedded platform
is equipped with a microSD card, accessible from the ARM
processor to store recordings (e.g., when the platform is used
autonomously) (Fig. 1(C)).

Full Setup: The custom-made perfusion system coined Dual-
Hub allows to connect the MEA biochip and is used to perform
autonomous long-/short-term experiments such as pharmaco-
logical experiments. The DualHub has two main modules, one
for visual monitoring and one for perfusion. A camera, lens,
and LED light diffuse source are used to visually monitor the
four neural tissues (Fig. 1(D) at left). A custom made PCB
with microcontroller and motor drivers is used to control the
perfusion experiments controlled through a custom graphical
user interface (GUI). Two peristaltic pumps and two solenoid
valves allow perfusion of either the control medium or the
molecules to be tested (Fig. 1(D) at right).

Host PC: A custom application with a GUI was developed
for the host PC. This application is used for three main tasks:
1) Control and configuration of the embedded system 2) Visu-
alization of on-line (streaming) and off-line (recorded) data and
signals. 3) Experiment management, e.g., to program a recording
of 15 minutes every hour.

III. SYSTEM ARCHITECTURE

The system architecture closely matches the block diagram
of the system displayed in Fig. 2 and the embedded system
processing tasks are shown in the upper diagram. The electrodes
are sampled by the Intan Chips, and the data are retrieved by the
FPGA. Within the FPGA the data go through three different
paths, generating three types of data that are timestamped and
transmitted to the ARM processor: Unprocessed raw data, spike
window cut-outs, and Local Field Potential Analysis (LFPA)
values. The ARM processor manages these data, saving them to
the SD card, streaming them to the host PC, or discarding them,
according to the configuration received from the host PC.

In Subsection III-A to III-C, we describe the inner workings
of each component of the system, their communication and the
dataflow, starting from the data acquisition up to the host PC.
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Fig. 3. Data flow diagram inside the FPGA side of the embedded platform.

A. FPGA Programmable Logic (PL) Firmware

Fig. 3 shows the basic data flow inside the FPGA. Each Intan
chip is managed by a controller (up to 8 chips). The external DDR
memory is accessible by the PL and the PS. The data flows from
the Intan controllers through an AXI-Stream. The data consists
of the 16-bit samples and identification metadata (electrode
number and Intan chip number of origin). The data flow of all
channels 256 x 30 kS/s = 7.68 MS/s is easily handled by the
FPGA running at 100 MHz.

The raw data stream is separated in three flows. The first is
for recording or visualization of the raw signal, analogous to the
operation of an oscilloscope. The second goes through a spike
detection block that generates cutouts of 5 ms windows (150
samples) around detected events within the signal. Cutouts are
analogous to the resulting image of single-shot acquisition on
an oscilloscope. The third flow goes through the LFPA analysis
block, which computes the energy spectral density in frequency
bands of interest, analogous to a spectrum analyzer.

The resulting output data streams from all three flows (raw,
windows, energy analysis) are timestamped in order to allow
coherent temporal interpretation, because window cutouts ap-
pear sporadically and the LFPA analysis has a frequency band
dependent latency. The resulting data is stored in a circular buffer
of 2 x 4096 bytes (2 x 4 kB), separate for each data type.
For each stream, there is an associated Direct Memory Access
(DMA) module that transfers the data to a dedicated zone in
DDR memory when a buffer is filled, and once the transfer
to DDR is done the DMA interrupts the PS so it can handle
the data. All DMA transfers are done as 4 kB bursts on AXI
High-Performance ports (HP0O-2) which have direct access to
the DDR controller, completely bypassing the PS, allowing for
best transfer speeds.

B. ARM Processing System (PS) Software

The PS application runs on an embedded Linux system (ker-
nel 4.9.0). At startup a custom driver initializes the embedded
platform: it programs the FPGA and configures it with default
parameters, it allocates contiguous memory spaces in DDR3
for the DMA transfers, and it registers callback functions that
manage the interrupts from the FPGA, one per type of data.

Finally, the userspace management program is launched. It
initializes the TCP sockets used to stream data to the host PC
and sets-up the REST interface that allows the PC application
to control the embedded platform.

After initialization, the PS is in IDLE mode, waiting for
commands from the host PC, or interrupts from the FPGA.
Depending on the commands previously received from the host
PC, the PS can be in one of four possible states: IDLE, WRITING
data to the SD card, STREAMING data to the host PC, or BOTH
writing and streaming data. The data to be written or streamed
can be any combination of the three possible data flows (raw,
spike, LFPA) depending on the configuration received from the
host PC.

The PS can receive three different interruptions from the
FPGA, according to the type of data (raw, spike, LFPA) indicat-
ing that a buffer of this type of data is ready in DDR memory, and
should be dealt with. To avoid data loss due to uneven transfer
speeds when writing to the SD card or the TCP sockets, we
implemented an elastic buffer of 64 MB in the DDR (1 GB)
for each data stream, 6 possible combinations, 3 sources (raw,
spike, LFPA) and 2 sinks (SD card, socket). These buffers are
filled with the data coming from the FPGA, and writing to the
SD card or streaming in a socket is handled by separate threads
implemented as a standard producer-consumer model in a FIFO
order. Although the FPGA can handle up to 256 channels, the
writing of raw data to the SD card is limited and depends on the
SD card speed. We formatted the data partition of the SD card
with EXT4 and disabled journaling to maximize speed. This
allowed for recording of raw data for at least 32 channels. Other
possibilities are to use a more flash-friendly filesystem such
as YAFFS2, and pre-filling the card with zeros when possible.
However, raw data only serve for validation, the cutouts windows
being the main regions of interest.

Besides handling data flow, the PS sets the FPGA parameters
and execution flow via an AXI bus, writing information to mem-
ory mapped registers of the different controllers in the FPGA: a)
The Intan controller manages an Intan chip configuration and the
data acquisition, b) the Window recording controller manages
the processing and the transfer of the window cut-outs, and c¢) the
LFPA controller manages the LFPA computation and transfer of
the resulting data.
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Thus, the data processing in the FPGA can be controlled from
the PS. This allows the host PC to configure the data processing
in the FPGA, by sending commands to the PS, via the REST
interface.

C. Host PC Software

The PC software provides a GUI that serves three purposes:
1) to control the acquisition system, 2) to display on-line and
off-line data, and 3) to store data for further use. With this GUI
the user can:

e Access a specific embedded platform over the network

given its IP address.

¢ Configure the embedded platform,' e.g., the parameters of
the spike detection (see IV-A) and of the LFPA (see IV-B),
for each of the 256 channels (individually or by groups,
e.g., by location on the MEA).

e Control the acquisition and the data storage.

e Set the type of data that will be acquired (raw data, spike
window cut-outs, LFPA results).

e Store the acquired data to the SD card in the embedded
platform. This is controlled with a start/stop button. It is
also possible to schedule a given number of recordings of
a given duration, separated by a given interval.

e Store the acquired data to an HDF5? file in the host PC. This
is controlled with a start/stop button. It is also possible to
schedule a given number of recordings of a given duration,
separated by a given interval.

® Visualize on-line (real-time) data being acquired. The data
is streamed from the embedded platform to the host PC over
the network. The streaming is controlled with a play/pause
and a stop button. The data is visualized in three different
tabs, one for each type of data (raw, spike, LFPA). Each
of the tabs has 32 small graphs, one for each channel, and
one larger graph to zoom on a selected channel. The user
can adjust the vertical and horizontal scaling of the graphs.
In the visualization tab of the spikes, several spikes are
superposed on the graph for each channel, to allow the
user to compare the shapes of spikes observed on a specific
electrode. The number of superposed spikes is 10 by default
but can be changed to any value. Displayed spikes can be
cleared if needed for clarity.

® Visualize off-line (recorded) data either from the embedded
platform SD card either over the network or by plugging
in the SD card or from an HDF?5 file previously recorded
by the software, with the same three tabs used for the
visualization of on-line data. The offline data can be played
at a chosen speed or browsed with a slider.

® Manage recording on the remote SD card, e.g., delete them
or convert them to HDF5 format.

Fig. 4 shows a screenshot of the GUI software. The raw data

on-line visualization with detected spike timestamps visualiza-
tion is displayed on top, the spike visualization is shown in the

!Parameters can be set and changed at any time.
2HDFS5 is a file format allowing to embed structured data that are then easily
accessible [29].
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Fig. 4. Graphical User Interface (GUI): (A) Raw data from channels with
spike events (bars) with one channel maximized (bottom). (B) Extracted spikes
shown on channels (bars in A) with one channel maximized (right). (C) Corre-
sponding calculated LFPA traces on channels (raw signal in A) with one channel
maximised (bottom).

middle, and the LFPA visualization is shown at the bottom (each
view has one channel maximized).

IV. SIGNAL PROCESSING IN THE FPGA

The traditional approach is to record and store raw data
from the ADCs (Intan chips) and process the data off-line
on a PC. The volume of data generated in electrophysiology
recordings can be colossal, approx. 6.5 GBytes per hour of
recording for a 32-electrode system at 30 kS/s 16-bit pre-
cision (32 x 30 x 10 x 2 bytes x 60 sec x 60 min ~ 6.44 x
230 — 6.44 GBytes). Although having the raw data allows for
any kind of post-processing, the storage costs can become pro-
hibitive for longer experiments, especially with more electrodes.
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Therefore, it was chosen to pre-process the recorded data on-line
in the FPGA, making it possible to extract relevant information
from the raw data stream without having to record the whole
stream. The FPGA therefore provides two extra data streams:
Window cutouts of 5 ms around neural spike activity and local
field potential analysis. A combination of recording raw signals
from a few reference electrodes and only window cut-outs and/or
LFPA results for all the other electrodes is possible and may be
the best approach. Real-time display of raw data is also useful to
check on the status of a neural cell culture during experiments,
to see if there is any activity without necessarily recording or
monitoring all electrodes.

The spike detection and window cutout methods and the LFPA
calculation are described below.

A. Spike Event Detection and Window Cutout

The hardware to detect the biological activity and to cut the
windows is time-multiplexed among the 256 channels, with only
one channel being active at a time. This is possible through
pipelining of operations and FPGA logic running at a higher
clock speed (100 MHz) than the datarate (30 kHz).

Spike events are detected by applying a threshold crossing
criterion. The threshold can either be a static value set by the
user or be based on a real-time standard deviation multiplied by
a settable constant C'. When the deviation of a sample relative
to the mean of the signal is bigger than the threshold, an event
has been detected.

Once a spike has been detected, a window of 5 ms (150 sam-
ples) is recorded. The window can be centered anywhere around
the event according to a time offset parameter. A 150-sample
FIFO is used for every channel in order to make this possible. By
default, the time offset is centered in the window but this can be
reconfigured as a parameter through the GUI. This parameter and
the above criterion constant can be set individually per channel
if needed.

The threshold condition is computed individually per channel
and updated every sample. This requires to have access to the
mean and standard deviation of each channel for every sample.
The mean and standard deviation are usually computed through
amoving average and moving standard deviation, i.e., computed
on a window of samples. Updating this value on a per sample
basis requires to add the new sample (divided by the window
size) and subtract the oldest sample (divided by the window
size), as shown in 1. This only requires a single addition and
subtraction but requires to store as many samples as the window
size N, which becomes a burden with large window sizes, and
they have to be stored for every channel. Therefore, it was chosen
to approximate the moving average by a leaky integrator (ex-
ponential smoothing [30]) implemented as a first order infinite
impulse response (IIR) filter X, in 2 (v = 1/N). This has the
advantage that it requires only to store a single value per channel
instead of a whole window of NV past samples.

1= 1 1
Ty = N ngo Tiop = Ty_1 + NIt T TN (L

_ _ _ 1 1\ _
T X =ars+ (1 — )X = Nt +(1- N ) K-t
(2)

The leaky integrator will induce an overshoot on the computed
mean value if a sample deviates too much. However, this is not a
problem here because when this scenario occurs it means there
was an event, and as so, the event detection will trigger and record
the next samples. The detection remains inactive until the end
of the recording. During this time the overshoot will be reduced
through exponential decay (smoothing, leakage) producing an
estimated mean with an acceptable value. The time constant can
be changed through o = 1/N.

The number of operations for both methods is the same (one
addition, one subtraction), however, windows of any sizes [V
now become possible. The IR filters used to compute the values
require to be updated for every sample at 30 kHz and considering
that an update only costs a single clock cycle at 100 MHz, it is
possible to reuse the hardware by time multiplexing. Therefore
a single instance of the IIR logic can be used for more than
3000 channels (100 MHz/ 30 kHz). Intermediate values for each
channel are stored in local BRAMs with single cycle read/write
latency.

In order to reduce the computational costs, the squared stan-
dard deviation s? was used instead of the deviation s to avoid a
square root, changing the threshold condition to Deviation? >
52 - O, which is equivalent but requires to compute a square
for Deviation? instead of a square root for s. The constant C? is
precomputed when C' is set in the GUIL.

The squared standard deviation s? in Eq. 3 is approximated
by replacing the sum of squares in the right hand side of Eq. 3
by a leaky integrator as above, but with the input 7.

N-1 N-1
52*l§ (Tpp — 7)) = lg x? -z (3
t N t—n t - N t—n t

n=0 n=0

This results in an efficient implementation of the spike event
detection mechanism. In our case N was chosen as powers of
two e.g., 128 or 8192, to reduce 1/N to wiring. Computations
were done with fixed point values of 64-bits with the radix at
the 32" bit.

B. Local Field Potential Analysis (LFPA)

The goal of the LFPA is to follow the evolution of the energy
spectral density in several frequency bands. The energy spectral
density describes how the energy of a signal is distributed with
frequency. Here we want to follow the evolution of energy in
frequency bands, for example § (1-4 Hz), ¥ (4-8 Hz), « (8-
13 Hz), 5 (13-30 Hz), and - (30-100 Hz).

On a discrete signal, the definition of the energy spectral
density is given by 4.

2

Self) = @

N-1

_2mjp,
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Since we are interested in the evolution over time, we can rewrite
this equation as 5, where z; is the t™ sample.

2

1

N-1

_27j
> appe N IT
n=0

For each band we chose to analyze the sum of the energy
spectral density of 8 frequency bins equally distributed over the
frequency range of interest. The number of bins was chosen ar-
bitrarily and considered acceptable through simulation (See V).
More bins would require more computations and the require-
ments (256 channels) make this difficult. (6) is the resulting
signal of the LFPA for a specific band.

Py(t) = Sua(fr:t), where fy, distributed in band ~ (6)

7
k=0

The frequencies fj, are chosen to be equally distributed in
the band of interest. In order to be able to do this, N is chosen
specifically for each band. Each band is therefore analyzed with
a different discrete Fourier transform window. This makes the
comparison between bands impossible but is not a problem since
we are only interested in the evolution of Ps(t) over time and
not in the comparison with other bands. Therefore, each band
will have a different N' (Nj, . . ., N,,) and each band will have its
own Pg(t). To avoid spectral leakage, the actual window size of
the DFT is chosen to be 5 times as big as the minimal required
value for the frequencies of interest, so as to have a few cycles
of the lowest frequency we try to detect inside the time window
of the calculation [31]. This also reduces the impact of not using
a windowing function before the DFT, which would require an
extra convolution step.

Because the frequencies of interest can be very low, [NV will
be very large. Therefore, computing the DFT (e.g., via FFT) is
very costly. Especially if it has to be done on multiple channels
for multiple bands. In order to make it possible to follow the
evolution of Ps(t) over time on up to 5 bands for up to 256
channels online (without post-processing) first, we chose to get
Ps(t) on a per window basis (every N™ sample) instead of a per
sample basis. This limitation does not impact the monitoring
of the evolution of the energy spectral density of neural tissue
over time because changes in bands of interest are slow. Second,
the channels are decimated from 30 kHz to 2 kHz, because the
bands of interest are at low frequencies. The pass band region is
chosen to be 0-300 Hz (f. = 300 Hz for the low pass filter with
fsop = 1700 Hz).

The decimator reduces the sampling frequency from 30 kHz
to 2 kHz by means of two chained decimators, to reduce the
size of the low pass Finite Impulse Response (FIR) filter needed
to avoid aliasing. The first decimation stage goes from 30 kHz
to 6 kHz, and the second stage goes from 6 kHz to the desired
2 kHz.

To compute Ps(t), it was chosen to implement the compu-
tation of a DFT frequency bin Xy as a first order Goertzel
filter [32]. The filter output y; is equalt to X when ¢t = N,
the register is then reset for the next computation.

If the register is reset every window (V) the output y; of this
filter is equal to X s after the N'™ sample. The advantage of using
this filter is that it requires a single (complex valued) register and
single complex multiplicator per bin. This multiplicator can be
implemented as 4 real multiplicators, 3 if optimized [33], and
can be computed in a single clock cycle on the FPGA.

For a channel, the 5 analyzed bands which each have 8
computed bins therefore require 40 cycles per sample to update
the temporary values used to compute the different X ;. This
would allow to compute the values for up to 1250 channels
(100 MHz/(2 kSps x 40) = 1250) using a single complex mul-
tiplier, making this implementation very resource efficient. The
limiting factor is actually the memories (BRAMs) used to store
the twiddle factors ¢~ ¥ /™ and intermediate values z ! (see
Section VI-A).

The twiddle factors to compute Pg(t) for a given band on a
given channel are precomputed on the host PC since they remain
the same unless the band of interest is changed. The twiddle
factors are stored as two fixed point values on 32 bits using Eu-
ler’s formula e/* = cos(x) + jsin(z). Because the codomain
of sin and cos is [—1, 1], the fixed point representation used has
the fractional point right before the first bit, allowing to almost
entirely cover [—1, 1]. Because 1 is only used for the extreme
frequency bins where n = 0 or n = N and because those bins
are not used in any computations of Pg(t), this fractional point
placement is the best choice. Results and intermediate values
are stored as two 64-bit precision fixed point values (real and
imaginary) with the fractional point at the 32" bit.

Our implementation allows to set the twiddle factors inde-
pendently for each of the 256 channels to compute Pg(¢) on 5
individually definable bands within 0-300 Hz. If this feature is
not needed, adding the restriction of using the same 5 frequency
bands on all channels would reduce the required memory for
the twiddle factors by a factor of 256. This would allow to target
smaller FPGAs (see Section VI-A).

Each time a value of Pg(t) for a given band is generated
(at different intervals since the different bands use different
window sizes) it is locally stored with the corresponding meta
data (channel ID, band ID, timestamp) in a 4 kB buffer awaiting
transfer to the DDR as described in Section III-A.

V. DEVELOPMENT METHODS AND TOOLS

The FPGA hardware design has been written in VHDL-2008.
Synthesis and FPGA development was done using Xilinx Vivado
(2016.4 -2020.1) [34]. The following Xilinx IPs were used : FIR
compiler, FIFO, DMA, and AXI interconnects. The rest of the
implementation is written in VHDL and is vendor agnostic. We
used QuestaSim [35] for simulation and validation of the design
through testbenches. QuestaFormal has been used to formally
validate part of the design.
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Signal processing modeling was done in Matlab and Python
(Numpy, Scipy libraries). The Matlab DSP System Toolbox
was used to calculate the coefficients of the decimator low-
pass FIR filters. This allowed to develop and test the differ-
ent DSP algorithms before porting them to the FPGA (see
Section IV).

The input test signals were a combination of synthetically
generated signals (sinusoids, sine sweeps, triangular, white
noise, etc.), neural spikes recordings provided by the Tissue
Engineering Laboratory at HEPIA [9], and signals recorded
from an electrophysiological signal generator [36]. We used
the same input test signals to test the design on the FPGA
and compared the results with the Matlab/Python simulations,
hardware simulations in Questasim and real board results. This
allowed to validate the design against a known reference. For
the replay of arbitrary signals from inside the FPGA, the raw
data stream coming from the ADCs was replaced by a signal
generator that could replay signals from memory (BRAM). This
also helped to debug time multiplexing issues e.g., by generating
values corresponding to the channel number as samples which
would allow to identify data flow issues.

The embedded system PS firmware was developed using a
host-target co-design approach, which allowed to compile the
source code for both the embedded target (ARM processor) as
well as for the host computer (x86 Intel processor). This allowed
us to test the REST server and streaming of data without the need
for the embedded platform. This was made possible through
the use of a hardware abstraction layer (HAL), emulating data
coming from the FPGA by reading data from files when running
on the host development PC. It allowed to easily validate the
TCP/IP data streams and REST interface.

The toolchains used for compiling the embedded software, the
Linux kernel (4.9.0) and the bootloader (U-Boot) were generated
with the buildroot tool. The embedded software was written in
C and compiled with GCC. The host GUI software was written
in C++ with the Qt library for OS interoperability (Windows,
Linux, Mac).

As a more general approach during each stage of develop-
ment, we created a simulator that could replace the part being
developed: (1) The neural tissue was emulated by an electro-
physiology stimulator [36], (2) in the FPGA an arbitrary signal
generator was used for the ADCs, (3) the FPGA was abstracted
from the software by replacing the data generation by threads
reading files, and (4) the embedded platform was emulated by
software running on the host. Therefore, each stage could replay
pre-recorded or pre-generated data to emulate the previous stage.
This allowed to develop each stage in isolation and in parallel,
and also to validate each stage thanks to comparisons to a model
with known data.

VI. RESULTS

A. FPGA Resource Usage

The final FPGA design resource usage is listed in Table I.
Resource usage of the FPGA is low ~ 30%, the most used
resources are BRAMs, notably to store all the intermediate
values and twiddle factors for the LFPA.

TABLE I
RESOURCE UTILIZATION ON THE XILINX ZYNQ7020 FPGA (PL)

Utilization
18,245 / 53,200 (34.30 %)
25,486 / 106,400 (23.95 %)
80.5 / 140 (57.50 %)
27 /220 (12.27 %)

Resource

Look up Table 6-bit (LUT)
Flip-Flop (FF)

BRAM (36kb)

DSP 48-bit

TABLE II
POWER CONSUMPTION OF THE MICROZED BOARD

451V 4775V 5.00 V
CPU running 176 mA | 331 mA | 484 mA
FPGA all functions enabled | 0.79 W 1.57 W 242 W
CPU running 62 mA 148 mA | 295 mA
FPGA disabled 0.28 W 0.70 W 148 W
All units are DC, voltages £ 0.01 V, currents + 2 mA
TABLE III
CAPABILITIES OF THE SPIKEONCHIP SYSTEM
RAW Data | Spike Event Detection LFPA
Proces- No ) Up t0.256 gh. o Up to 256 ch.
sing processing detection with individual 5 bands (0-
done thresholds per ch. 300Hz) per ch.
Max . Continuous max rate is 6,400 ..

. Continuous Not limited.
write 32 ch. events/s (150 samples/event). Can fully be
rate . 64MB DDR buffer can sustain

16-bit at recorded
(to SD 30kSps the max event rate of 256 ch. continuously
card) ’ (51,200 events/s) for 4s i

The low resource usage is good because, first, it would allow
to target a smaller (cheaper) FPGA device e.g., Zynq-7010.
Second, because it means there is space left to implement future
features and extra online processing (e.g., filtering) or analysis
functions, which was one of the reasons for selecting this target
device.

B. Power Consumption

Power consumption of the MicroZed board was measured at
different supply voltages. The board can be powered through
the USB connector or wired directly. The on-board DC-DC
converters for the power supply rails 3.3 V, 1.8 V, 1.5V, 1.0V,
and 0.75 V) can be operated with an input voltage as low as
4.5 V through USB [27]. Power was measured with two Fluke
179 TRMS multimeters and is given in Table II. The CPU only
(running Linux and network, FPGA disabled) results allow to es-
timate FPGA consumption. Lower input voltages result in lower
power because the DC-DC converters drop less voltage. Running
the board at a lower voltage allows to significantly increase the
battery run time. Further power consumption reduction could
be achieved by bypassing the reverse polarity protection diode.
Each 32-channel RHD2132 amplifier and ADC requires less
than 50 mW to operate [25].

C. Capability Summary

Table IIT summarizes the system capabilities. The processing
capabilities can handle 256 channels for all tasks. However, not
all data can be continuously recorded due to the limited write
speed of the SD card. The system can nevertheless absorb bursts
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Effect of bicuculline on engineered 3D neural tissues derived from human pluripotent stem cells in a control situation (A) and after 10 M bicuculline

injection (B)). (A) and (B)) typical raw data (top left), corresponding typical network activity events (top right), corresponding timestamps of events (bottom left),
and corresponding calculated LFPA (bottom right), dark green = theta band, light green = alpha band and blue = beta band). Delta and gamma bands are not
affected by the bicuculline. (*electrovalve actuation artifact, **bicuculline injection). (C) Representation of the normalized mean firing frequency in the control,
exposure and recovery periods, a clear increase induced by the bicuculline is observed. (D) Corresponding representation of the normalized number of active
electrodes, which indicates that all the electrodes remained active during the experiment. (E) Representation of the normalized mean frequency of bursts during

the experiment.

of events thanks to the internal buffering in RAM making it
possible to record transient periods of high activity.

D. Validation in the Field

In order to illustrate and validate the functionality of the
SpikeOnChip acquisition system, experiments with a molecule
referred to as bicuculline were performed to mimic epileptic
activity on neural tissues and thus increase bursting activity [37].
5 month old engineered 3D human neural tissues on pre-cut
patches of membrane were placed on MEAs and exposed first,
to culture medium as a control (Fig 5(A)), second to bicuculline
at 10 uM concentration for several minutes (Fig 5(B)), its
electrical activity being recorded using the SpikeOnChip acqui-
sition system during the whole duration of the pharmacological
experiment.

At the beginning of an experiment, the fluidic MEA channel
is filled with circulating control culture medium. After several
hours of monitoring (Fig. 5(A)), the electrical activity becomes
stable (control baseline) and the pharmacological experiment
can start. Typical results obtained are presented in (Fig. 5(B)).
During the 10 minutes of recording prior to molecule exposure,
the perfusion is off and the last 3 minutes of data are used to
illustrate the control period. There is spontaneous activity, i.e.
single action potentials as well as the presence of burst activity,
present in the neural tissues. Injection of the bicuculline at a flow
rate as low as 300 pl/min is turned on during 2 minutes and an

exposure of 5 minutes without flow is defined as the exposure
period. To reduce the noise induced by the perfusion, only data
from the last 3 minutes of the 5 min exposure is used to illustrate
and analyze the effect of bicuculline exposure as presented in
Fig. 5(B) to (E).

Due to the real-time analysis of the raw data achieved by
the SpikeOnChip system, the detected spike event windows
and the LFPA values are directly available for further analy-
sis and cumbersome data analysis of the raw data has not to
be performed offline after the experiment. From this obtained
data, it is easy and fast to compute several biological activity
parameters such as the normalized mean firing frequency, the
normalized number of active electrodes and the normalized
mean frequency of bursts, respectively shown in Fig. 5(C) to (E).
The mean firing frequency represents the number of biological
spike events detected per unit of time. As expected, the presence
of bicuculline increases the mean firing frequency with respect
to the control period (Fig. 5(C)). The number of active electrodes
(Fig. 5(D)) corresponds to the number of electrodes that recorded
at least 5 spike events during 60 s (=0.08 Hz). It shows a stable
number of active electrodes during the whole experiment which
indicates that all the neuronal activity detected remained during
the experiment. The detection threshold was set to static mode
for all the experiments and was set at the beginning of the
experiment and manually adapted in case of signal drift. It is
interesting to notice the difference in waveform shapes between
typical waveform of spikes shown in Fig. 4(B) and typical
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waveforms of global network activity visible in the background
and shown in Fig. 5(A) and (B) (top right). This activity differs
in shape and amplitude compared to background noise. To
make sure that noise, e.g., white noise, was not interpreted as
activity, we analyzed the correlation of the signal between the
8 electrodes from a single neural tissue against all electrodes.
The mean frequency of bursts is defined as the synchronized
number of biological spike events detected on each electrode
in contact with the neural tissue per unit of time (see Fig. 5(A)
and (B)). As expected, an increase of the bursting rate is also
observed between the control and bicuculline exposure periods
(Fig. 5(E)).

Recorded LFPA values (Fig. 5(A) and (B) bottom right)
provide insight into the neural tissue state. The LFPA results
in A) are stable. Sometimes transient high values can appear as
an artifact due absence of filtering. In this particular case the
noise was originating from electrovalve actuation. The higher
LFPA values in the theta, alpha and beta bands in B) correspond
to the increase of oscillations that appeared within the tissues in
presence of bicuculline, where periodic high amplitude spikes
have appeared within the bursts, as can be seen in the raw
data snippet in B). This change in LFPA values reflects the
higher neuronal activity in the tissue, similar to an epileptic
episode.

At the end of the 5-minute exposure period, the culture
medium is perfused during 4 minutes with control culture
medium to wash out the remaining pharmacological molecules
in the fluidics and tubes. The data analyzed for the recovery
period correspond to the last 3 minutes of a 10 minutes recov-
ery period recording directly following the washout (data not
shown). As shown in Fig. 5(C) to (E), the 5 minutes exposure
of bicuculline did not suppress the electrical activity within the
tissue, however, the electrical activity did not come back to the
same level as prior to the experiment (control period), indicating
that the effect of 5 minutes exposure of 10 M bicuculline is not
completely reversible on the short chosen recovery time period.

VII. CONCLUSION AND FUTURE WORK

This paper presented the development of a custom reconfig-
urable system for the acquisition and analysis of electrophysio-
logical data, with emphasis on the description of the hardware
and software architecture, as well as the algorithms implemented
in the FPGA for online analysis.

The SpikeOnChip embedded platform achieves its goals of
being cost-effective, lightweight and battery operated. By doing
part of the processing “online and on-chip” close to the data ac-
quisition, the volume of generated data for the electrophysiology
recordings can be reduced to 5% of its original size by means
of recording only window cutouts and LFPA results. These
features allow to run longer experiments with more electrodes,
autonomously and reliably, and also reduces the data storage
needs and offline post-processing.

The system is operational and has been used to carry out
different experiments in pharmacology, toxicology, and drug
screening. It is currently used with 32-channel MEA biochips
in an experimental setup with two biochips (64 electrodes,

two Intan chips connected to the SpikeOnChip system). Upon
acquisition of more biochips the system will be used with the
full 256 channels it can support. Experiments requiring more
channels can use multiple SpikeOnChip embedded platforms in
parallel, multiple platforms can be independently controlled by
a single instance of the GUI software running on the PC.

The SpikeOnChip system is fully customizable, in hardware
thanks to the FPGA, and in software thanks to the software being
developed in-house. The platform can therefore evolve and be
tailored to the needs of future experiments. Extra processing
steps can be added and sped-up, by deploying each step into the
part of the system that is best suited for performance.

Future developments on the embedded platform include the
addition of stimulation electrodes that can generate electrical
signals and the inclusion of better noise rejection techniques
e.g., for pump and electrovalve actuation noise. On the host side
we are currently studying different machine learning methods
for spike sorting and classification, currently done offline on
PC. Work is also under way on accelerating these algorithms,
possibly achieving real-time processing capability, by doing part
of the processing in the FPGA, and part of the processing on a
GPU in the host PC.
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