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Abstract— For drone vision and navigation, low-power1

3-D depth sensing with robust operations against strong/weak2

light and various weather conditions is crucial. CMOS image3

sensor (CIS) and light detection and ranging (LiDAR) can4

provide high-fidelity imaging. However, CIS lacks depth5

sensing and has difficulty in low light conditions. LiDAR is6

expensive with issues of dealing with strong direct interference7

sources. Ultrasound imaging system (UIS), on the other hand,8

is robust in various weather and light conditions and is9

cost-effective. However, in air channel, it often suffers from long10

image reconstruction latency and low framerate. To address11

these issues, we present a UIS application-specific integrated12

circuit (ASIC) that adopts the one-shot transmitter (TX) and13

on-chip per-voxel receiver (RX) beamfocusing (PV-RXBF)14

image reconstruction scheme. The ASIC adopts the designs of15

fully differential charge-reuse high-voltage TX (FDCR-HVTX),16

digital back-end (DBE), and an on-chip power management unit17

(PMU). FDCR-HVTX generates 28 Vpp pulses and reduces the18

average power consumption by 25% by charge reuse (CR). The19

DBE achieves 7.76-µs processing latency and 9.83M-FocalPoint/s20

throughput to effectively translate real-time 3-D image streaming21

at 24 frames/s. A prototype UIS, with an 8 × 8 bulk piezo22

transducer array, is assembled with the proposed ASIC and23

a wireless data transmission module [field-programmable gate24

array (FPGA) + ESP32] on an entry-level consumer drone,25

and the real-time wireless 3-D image streaming at 24 frames/s26
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with a range of 7 m is verified while the drone is flying. 27

The ASIC implemented in 180-nm 1P6M Standard CMOS 28

occupies 32.5 mm2 and consumes 142.3 mW. 29

Index Terms— 3-D imaging, all light condition, charge reuse 30

(CR), depth sensing, drone, high-voltage transmitter (TX), low 31

power, per-voxel RX beamfocusing (PV-RXBF), real time, stan- 32

dard CMOS, ultrasound. 33

I. INTRODUCTION 34

UNMANNED aerial vehicles (UAVs), or drones, are gain- 35

ing popularity in recent years. Some consumer-grade 36

drones can fly up to 20 m/s, and 3-D depth-sensing systems for 37

such UAVs should have low latency, sufficient framerate, and 38

low power consumption. As a safety measure, the low latency 39

and high framerate are essential, especially for consumer 40

models, as the operators are often less professionally trained. 41

Unfortunately, due to the power, size, and cost considera- 42

tions, many existing drones do not have a 3-D depth-sensing 43

capability and/or are limited to only distance detection at the 44

front side [1]. To address these issues, CMOS image sensors 45

(CISs), light detection and ranging (LiDAR), and ultrasound 46

image systems (UISs) could be utilized. Fig. 1 shows the 47

comparison of these technologies. CISs [2], [3], [4], [5] 48

offer the highest framerate with good image quality, but they 49

are vulnerable to bright exposure and low light conditions. 50

More importantly, it lacks direct depth information, making it 51

suboptimal as the onboard safety sensor for drones. LiDAR 52

[6], [7], [8], [9] provides the best depth information, but it 53

also suffers from lighting conditions such as direct sunlight. 54

Moreover, a LiDAR system may require a power-hungry 55

transmitter (TX), such as a >40-W pulsed laser diode [6], [7]; 56

and it is also an expensive solution, making it less attractive 57

for consumer-grade drone applications. Ultrasound imaging 58

[10], [11], [12], [13], [14], [15], [16], [17], [18], on the 59

other hand, can provide low-power 3-D-depth information and 60

works well even in complex lighting conditions (bright/dark) 61

as well as in rainy/foggy weather. Of course, this comes at 62

the cost of lower spatial resolution when compared to CIS 63

or LiDAR, but this is not a major issue in drone navigation. 64

Previously, UISs [10], [11], [12], [13], [14] shown successful 65

results for biomedical applications. Due to the slow sound 66

speed (343 m/s in air compared to 1540 m/s in tissue) and long 67

detection range compared to in vivo, air-channel ultrasound 68
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Fig. 1. (a) Framerate versus power comparison of 3-D imaging technologies
and (b) comparison of current 3-D imaging technologies.

imaging [15], [16], [17], [18] possesses a different challenge69

in how to achieve adequate framerate with a limited number of70

transmissions. Prior study [19] discussed techniques that could71

increase framerate by trading-off in spatial resolutions, though72

the study is about cardiac ultrasound imaging, many concepts73

could be applied in the air channel as well. Multiline acquisi-74

tion (MLA) is a framerate-improving technique that multiple75

lines are rendered with one transmission. This technology76

could reduce to number of transmissions while preserving the77

number of lines rendered, although it disperses the transmitted78

sound pressure causing weaker echo received. When pairing79

one-transmission-per-volume (one-shot TX), max MLA, and80

parallel post-beamforming image reconstruction fast enough81

that its processing latency could be overlaid under one pulse-82

to-echo (P2E) time through pipelining, the highest number of83

framerates could be achieved. Przybyla et al. [17] presented84

an air-channel rangefinder that applies one-shot TX and max85

MLA to reach 30 frames/s; however, its range was limited to86

1 m and it does not integrate on-chip image reconstruction87

DBE; another work [18] demonstrated real-time ultrasound88

imaging in air channel up to 3 m range at 29 frames/s,89

but the system is made up of discrete components (no chip90

implementation), making its bulky form factor and high power91

consumption (�10 W) beyond what a common UAV can92

handle. For drone applications, high framerate and low latency93

are crucial; for example, Wu et al. [16] reported 4 frames/s,94

and a 20-m/s drone will fly 5 m between frames, which95

significantly increases the probability of the drone colliding96

with an object.97

To be suitable for commercial UAVs, a 3-D-imaging system98

should be both capable and not burdensome, which brings99

specific requirements in framerate, latency, range, and form100

factor. For UAVs flying up to 20 m/s, to avoid collision with 101

a near obstacle, e.g., 1 m, a latency comprising acoustic and 102

processing latency of well below 50 ms is desired, considering 103

additional latency from the control system and maneuver. Sim- 104

ilarly, a motion-like 24 frames/s is the target. As sound travels 105

at 343 m/s in air, the 24 frames/s brings a maximum 7 m range 106

target to the design. Form factorwise, the system needs to be 107

light and low power energy to be integrated into a small UAV 108

system. The framerate and latency requirements motivate the 109

need for an on-chip image reconstruction processor. For better 110

image quality, more transducer channels are desired; however, 111

due to the constraint in system overall size and chip area, 112

an 8 × 8 array is a sweet spot. High-frequency US transducers 113

are also preferred for image quality; however, sound wave 114

attenuates more with higher frequency; therefore, 40 kHz is 115

chosen as a tradeoff between range, image quality, and cost- 116

effectiveness. The defined render volume should contain as 117

many voxels as possible to preserve details, but the actual 118

implementation needs to compromise chip area and power. 119

Nonetheless, a ±30◦ field-of-view (FOV) is desired to mimic 120

human central vision. 121

This article presents a new ultrafast real-time air-channel 122

UIS application-specific integrated circuit (ASIC) [20] that 123

integrates on-chip image reconstruction digital back-end 124

(DBE), coupled with a one-shot TX and receiver (RX) 125

beamfocusing scheme to achieve lower power consumption 126

(142.3 mW) than those of CIS and LiDAR systems and higher 127

framerate (24 frames/s) than those of previous UIS, suitable 128

for the UAV applications. Integrating a 64-channel 2-D phased 129

transducer array, the ASIC processes 24 frames/s 9.83M- 130

FocalPoints/s 3-D volumetric images at 7.76-μs processing 131

latency. The functionality and real-time operation of this 132

UIS have been successfully verified with a drone-mounted 133

prototype. 134

The rest of this article is organized as follows. Section II 135

elaborates on the proposed UIS system architecture and the 136

design considerations. Sections III–V present the design details 137

of the key building blocks, including the per-voxel beam 138

focusing DBE, the one-shot TX, and the power manage- 139

ment unit (PMU). Section VI shows the implementation and 140

measurement results, and finally, Section VII concludes this 141

article. 142

II. ULTRAFAST UIS ASIC OVERVIEW 143

A. System Architecture 144

Ultrasound images are traditionally rendered by beamform- 145

ing the transmitting or the receiving acoustic waves, transform- 146

ing the echo strength envelope, and scan-converting the signal 147

to images. In the previous works [15], [16], [17], [18], only 148

prebeamforming steps are integrated into the analog domain, 149

and the remaining image reconstruction steps, parallel post- 150

beamforming till scan-conversion, are processed on off-chip 151

components. The off-chip components constrain the overall 152

system power and form factor. 153

The proposed work solves the problem by replacing the 154

imaging pipeline with a novel on-chip architecture, which 155

adapts a one-shot TX and per-voxel RX beamfocusing 156
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Fig. 2. Proposed UIS system architecture.

(PV-RXBF) scheme that is capable of rendering 4096 scanlines157

of a volumetric image at one P2E. This architecture overcomes158

the power-size limitation by maximally integrating systems to159

a single chip, and it reaches the highest possible framerate per-160

mitted by the physical laws by rendering the entire volumetric161

image within one P2E.162

Fig. 2 shows the architecture of the proposed UIS. The163

RX chains consist of a low-noise amplifier (LNA), time-gain164

compensation (TGC), and a 10-bit SAR analog-to-digital165

converter (ADC), which uses the same IPs from our previous166

works [10], [15]. The ASIC integrates on-chip PV-RXBF167

DBE, fully differential charge-reuse high-voltage TX (FDCR-168

HVTX), high-voltage PMU, and 64 Ch. analog front-end169

(AFE), implemented in 180-nm 1P6M standard CMOS.170

The FDCR-HVTX drivers can be configured to drive any171

of the 64 TXes; however, for the presented demonstration172

system, only 2 × 2 TX channels are enabled to minimize173

the grating lobe in the transmit sound pressure. The system174

also includes TRX, a wireless interface consisting of a175

field-programmable gate array (FPGA), ESP32 WiFi module,176

and a display user interface (UI) on a laptop.177

B. Per-Voxel RX Beamfocusing178

In the proposed work, the system renders 3-D volumetric179

images at a fluid 24 frames/s to the human eye with impercep-180

tible 7.76-μs processing latency. The 3-D image is represented181

in a defined volume-of-interest (VOI) that has 64 steps in the182

azimuth and elevation directions and it has 100 steps in the183

distance direction.184

Every voxel in the defined VOI is a focal point to the185

RX beamformer; therefore, the scheme is called PV-RXBF.186

Unlike the scanline-based beamforming, where each scanline187

corresponds to a set of delays and the voxels along that188

scanline are visualized from one beamforming, PV-RXBF does189

beam focusing, a type of beamforming, for every voxel. At first190

glance, it might seem that the PV-RXBF conducts unnecessar-191

ily redundant times of beam focusing; however, PV-RXBF is192

designed to be a fully digital real-time implementation, where193

the delay operation is merely a memory read access, which is194

cheap and negligible compared to reconfiguring delay cells in195

analog implementations. Additionally, beamfocusing to every196

Fig. 3. DBE block diagram.

focal point improves the image fidelity than merely steering 197

the wave resulting in unfocused voxels. 198

C. Digital Hardware Mapping 199

Delay and sum (DAS) is the algorithm used in the DBE for 200

beamfocusing. The basic principle of DAS is to apply delays 201

to each transducer channel and then accumulate the data to 202

produce highly correlated echo amplitude data of the focal 203

point, as shown in the following equation: 204

O(v) =
M∑

n=1

In(tn,v ), v := [θ, ϕ, r ] (1) 205

where O, the voxel intensity value, is the output. It is the 206

summation of M-channel inputs In(t) and the echo intensity 207

of channel n received at time t , where t differs from each 208

channel and focal point v that DBE beamfocus on. The voxel 209

v has three components, the lateral angle θ , the elevational 210

angle ϕ, and the axial distance r . 211

Fig. 3 depicts the DBE in the proposed ASIC. The DBE 212

maps the beamfocusing operation to a cached digital archi- 213

tecture, and it consists of four major blocks, the beamfo- 214

cus sequence generation (BSG), quadrant-symmetrical reused 215

delay generation (QSR-DG), two-level port-per-channel mem- 216

ory (2L-PCM) (as the buffer), and the 64-to-1 vector adder. 217

The first two modules generate the 64 delays for 64 transducer 218

channels, and the buffer module applies the delays to the data 219
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of each channel. With a vector adder at the end of the pipeline,220

this DBE accomplishes the DAS operation.221

In the analog fashion, DAS is done by placing delay cells222

at each channel’s analog pipeline and accumulating the charge223

before ADC converts the signal to digital. It is difficult to224

store and retrieve a large number of analog values (charges or225

voltages); therefore, to get the echo strength of another focal226

point, it is usually required to send another pulse and reconfig-227

ure the delay cells. This process would consume another P2E228

time. Depending on the medium and detection range, as in229

air-channel and 7-m range, it would take an additional 40 ms230

for each DAS operation. In contrast, digital signals have the231

advantage that they can be easily stored in RAM cells. In this232

work, the input signals are first continuously buffered into a233

2L cached memory without delays applied. Meantime, the set234

of 64 delays per channel is generated on-chip. These delays235

are then used as addresses to read from the 2L-PCM. The236

delay aspect of DAS is embedded in the memory read access,237

because delays, t from (1), could be expressed as an address238

that points to later stored data.239

The advantage of this digital implementation is the min-240

imum latency. Latency includes the acoustic delay and the241

processing delay; the acoustic delay depends on how many242

P2E cycles are consumed for each frame of 3-D images243

rendered. The analog approaches rely on TX beamforming that244

requires multiple P2E cycles for each frame, which results in245

a large acoustic delay. As an example, in our defined VOI,246

we have 4096 scanlines. Even if 4× MLA is applied, it will247

still take 1024 P2E cycles to complete one volume scan. This248

is especially severe in our use case, as it is in the air channel249

and goes to 7 m. Each one P2E would take 40 ms; thus, the250

analog approach takes 40.96 s for a whole volume scan, which251

is unacceptable. In contrast, the proposed UIS’s PV-RXBF252

adopts one-shot TX; therefore, only 1 P2E is needed. All253

voxels will be beamfocused in the digital domain and outputted254

after a minimum processing latency. The downside of the255

proposed approach, of course, is the unfocused pulse sent256

and weak echo received. This is acceptable as long as the257

received echo from the targeted 7-m range is well above the258

noise floor; to ensure enough echo level (even with unfocused259

pulses), we developed a TX driving at 28 Vpp, presented in260

Section IV.261

Due to the maximal RX scheme, the overall acoustic delay262

is reduced to the minimal one P2E, which is 40 ms. Upon263

the arrival of the echo, the processing latency is at an imper-264

ceptible 7.76 μs. Overall, the DBS achieves true real-time265

3-D imaging of ultrasound in the air channel.266

D. Beamfocus Sequence267

BSG is the first step of the overall pipeline, and it is critical268

to achieve real-time operation with a sufficient small memory269

footprint for on-chip implementation. The idea is to beamfocus270

on the voxel whose data come in first, so that the system does271

spend too much time waiting. With new data coming in and272

old data discarded like a first-in-first-out (FIFO), the current273

beamfocusing voxel should not request data that are too old274

and has been dropped from the buffer. When not-in-memory275

Fig. 4. Illustration of VOI;period Beamfocus sequence in quadrant Q1, read
address for voxels in other quadrants is generated by exploiting quadrant
symmetry.

errors occur, the system would halt, which signifies that the 276

current settings, FOV, and axial resolution are not achievable. 277

Therefore, the beamfocus sequence must be tested in advance 278

in simulation to ensure continuous operations. 279

Inside the DBE, the BSG module is integrated with the 280

proposed beamfocus sequence. In general, the sequence starts 281

from the nearer plane and moves on to further planes until the 282

frame refreshes. Within each plane, as shown in Fig. 4, the 283

sequence starts from the central voxels and moves outward 284

following a zig-zag pattern, which is friendly to hardware 285

implementation. We could estimate the minimum cache size 286

by using software behavioral models to record the largest 287

difference between the current and oldest data accessed. 288

In the simulation, using the proposed beamfocus sequence at 289

130 kHz sampling frequency, which we used to sample 40-kHz 290

ultrasound wave for the ±30◦ FOV, the minimal theoretical 291

cache size for 64 channels is 2560 entries. In practice, the 292

cache is designed to have 16 384 entries, so that it could 293

support up to an 800-kHz sampling rate for the ±30◦ FOV. 294

Compared to a sequential logic that starts from the bottom-left 295

corner pixel to the top-right pixel of each plane and from near 296

planes to far planes, this logic saves on average 20% of the 297

required buffer size at 80-kHz–5-MHz sampling frequency. 298

III. PER-VOXEL RX BEAMFOCUSING DBE 299

The DBE follows a logic shown in Fig. 5. The four-task 300

step is done by BSG, QSR-DG, 2L-PCM, and the vector 301

adder, respectively, as shown in Fig. 3. Data that come from 302

AFE are written to 2L-PCM with a write-through scheme, and 303

the write access always suppresses the read access. As writes 304

only happen when new data are sampled by the ADCs, its 305

duty cycle is relatively small compared to reads. The read 306

accesses symbolize the conventional DAS algorithm. BSG 307

module directs subsequent pipeline which voxel, or focal point, 308

to beamfocus on next. QSR-DG module generates 64 delay 309

values as the read addresses used to access the 2L-PCM. From 310

here, only when all 64 values appear in the memory by write 311

actions, the pipeline proceeds by summing up the 64 values 312

that could be viewed as the delayed values, analogous to data 313
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Fig. 5. DBE write logic path and DAS (read) logic path.

passed delay cells in an analog beamformer. The result is the314

echo intensity value of the voxel that is being beamfocused on.315

These values are then drawn on display as either gray-scaled316

or color-mapped voxels.317

Fig. 6 shows the detail operations of the DBE architecture,318

and the blue and red curly arrows show the progression of319

the DBE pipeline operations. Before ADCs finish converting320

new echo data at cycle 192, the whole pipeline is halted,321

until 2L-PCM sends out signals both upstream (red arrows)322

and downstream (blue arrows) of the pipeline. Fig. 6 also323

conveys three important features of the DBE: 1) the 7.76-μs324

processing latency; 2) the 4× computation reduction from325

QSR; and 3) the throughput improvement from the cache326

memory architecture. Explanations are as follows.327

1) Cycle 1 flags the echo arrival. Before cycle 192, the328

DBE would already be waiting for the new echo data to329

finish the conversion from ADC. Once the conversion is330

done, the DBE starts to progress and output data after331

another two cycles for the delay application and sum332

actions. In total, there is 194-cycle latency or 7.76 μs.333

2) With one voxel coordinates input, the front-end of334

QSR-DG (before QSR) computes one set of 64 delays,335

and this set of delays is reused 4 times by the QSR336

submodule, resulting in four voxel outputs circled in337

green.338

3) Looking at the small blue arrows at the bottom, they339

each are a voxel output, and the intervals between would340

get smaller as the L1 cache withholds more recently used341

data and its hit rate increases.342

A. BSG Module343

BSG is the first step in PV-RXBF. The hardware module344

outputs the coordinates of the voxel in the form of [θ , ϕ, r ]345

representing the lateral and elevation angle index and distance346

steps at the forward-facing direction of the VOI. The system is347

designed to support VOI up to the size of 64 steps in azimuth348

and elevation directions and 1024 steps in the forward-facing349

direction, although in measurement, we only utilize 100 steps350

in the forward-facing direction.351

The BSG module actively listens to the downstream 352

QSR-DG module for a ready signal. Once the ready signal 353

turns high, in the next cycle, the BSG module will output the 354

next voxel coordinates in the embedded beamfocus sequence. 355

B. QSR-DG Module 356

The QSR-DG is the second step. It receives directives from 357

the BSG and generates 64 memory addresses corresponding 358

to the 64 RX transducer channels. Specifically, it solves the 359

time tn,v from (1), or it could be written as tn1,...,64(v), as v 360

is the actual input, and n denotes the 64-channel values. The 361

addresses are in the unit of ADC sampling cycles. A counter 362

is used to track the cycles. QSR-DG takes three clock cycles 363

to generate one set of delays, at first glance, which may seem 364

to create a big bubble in the pipeline, but as will be mentioned 365

later, the QSR module generates four sets of delays from one 366

set input and keeps the pipeline fed for at least four cycles, 367

so the three clock cycles delay is not a concern 368

tn([θ, ϕ, r ]) = r +

√√√√√
(rsinθcosϕ − Cn,x)

2

+ (rsinϕ − Cn,y)
2

+ (rcosθcosϕ − Cn,z)
2.

(2) 369

The logic and implementation of QSR-DG are shown in 370

(2) and Fig. 7. At the left side of (2), time t is technically 371

the delay since the time origin that the DBE needs to apply 372

to channel n. Voxel, or the focal point v, is presented by 373

three indexes, the lateral, the elevation, and the axial. The 374

first two are 5 bits each and the last is 7 bits, so the total 375

voxel indexes are 17-bit wide. The reason that 5-bit values 376

could be used to represent 64 steps in lateral and elevation 377

angles is the exploitation of quadrant symmetry and will be 378

explained later. The left side of the equation is the logic 379

that the module implements. This module stores parameters 380

to calculate axial distance, or radius r , channel coordinates, 381

and trigonometrical parameters, sinθcosφ, sinφ, and cosθcosφ, 382

for scanline calculation. Parameters can be stored and derived 383

directly in the unit of the ADC sampling cycle because of the 384

constant speed of sound and sampling rate. This effectively 385

cuts away the need for conversion from distance to time 386

to memory addresses, saving area and power by additional 387

hardware. Radius r is derived by an incrementor as the axial 388

distance always increases from near to far as a constant 389

interval, and this saves area and power compared to a naïve 390

implementation of a multiplier and an adder. The derived r is 391

then used twice during the calculation, first as the multiplier 392

to the trigonometrical terms and second as the transmit time 393

(in the ADC sampling cycle). The first bundle operations of 394

a multiply, a minus, and a square are instantiated 17 times to 395

cover all the 17 coordinate terms, 8 in x and y and 1 in z axes. 396

The 17 unique terms are reused across 64 channels and used as 397

inputs for the second bundled operations, a sum, a square root, 398

and an add that also uses the radius r as mentioned earlier. The 399

second bundle arithmetic logic unit (ALU) is instantaneities 400

64 times as per the number of channels. The result consisting 401

of 64 memory addresses will be passed to the QSR module 402

for reuse later. 403
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Fig. 6. DBE datapath and essential control signals, three features: 1) 7.76-μs latency, 2) 4× computation reduction (from QSR), and 3) increased throughput
(hit rate).

Fig. 7. QSR-DG block diagram.

Except for sinθcosφ which is stored in a 32-bit fixed-point404

format, the other two terms are stored using 16-bit fixed-point405

formats, as these are sufficient for precision. Storing para-406

meters and computing the time delays on-chip dramatically407

save on-chip memory space compared to brutely storing all408

focal point delays. For a setup of 64 transducers and a VOI of409

409 600 voxels, if each delay values occupy 2 bytes, it would410

require 52-MB on-chip storage, which is clearly infeasible for411

a 32.5-mm2 180-nm chip. Although trading off with power412

for computations, this implementation only requires 6.2-KB413

on-chip storage, possible to fit into an 8-KB 0.46-mm2 on-chip414

static random access memory (SRAM).415

C. Exploiting Quadrant Symmetry416

The QSR module is implemented as a submodule inside the417

QSR-DG. It is the last stage in Fig. 7. It exploits the symmetry418

properties of trigonometry, as shown in Fig. 4. As the output419

of the sine function changes its sign when its input changes420

sign, looking at (equation), if we also change the sign of Cy421

and Cz , time-of-flight (ToF) will remain the same. This implies422

that, for each voxel, its x , y, and diagonal mirrored voxels all423

shared the same set of 64 delays by values, and the channel424

that the delay applies changes. Instead of computing a new425

set of 64 delays, the QSR module rearranges the order of the426

Fig. 8. 2L-PCM block diagram.

delay. This saves both computations and memory space needed 427

for storing trigonometrical parameters since only the delays of 428

one-fourth of the voxels are calculated. 429

D. Two-Level Port-Per-Channel Memory 430

With the 64 delays generated, the 2L-PCM module uses 431

them as the read addresses. 2L-PCM has two levels of the 432

memory hierarchy, where the first level is made from register 433

files and the second level is made from SRAMs, as shown in 434

Fig. 8. There are 64 register files, each containing 16 10-bit 435

entries, corresponding to 64 transducer channels. The four 436

SRAMs each have 4096 entries or effectively 256 entries 437

per channel. The benefit of SRAMs is their high memory 438

density to save the chip area. However, this SRAM IP only 439

has one synchronous read–write port. This puts limitations on 440

the overall bandwidth. With 409 600 voxels per frame and 441

24 targeted fps, the design needs to render 9.8M voxels/s. Each 442

voxel needs 64 read accesses. Not including the write accesses, 443

at 25-MHz clock, the four SRAMs provide at best 100M 444

accesses/s, almost 6.3 times less than the required 629.1M read 445

accesses/s. The L1 register files have, in total, 64 read–write 446

ports. With a hit rate of 98.2% during operation for targeted 447

VOI, it could achieve the desired bandwidth, at an acceptable 448

70% increase in area. 449
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Fig. 9. Echo amplitude versus object distance for different driving voltages.

IV. FULLY DIFFERENTIAL CHARGE-REUSE450

HIGH-VOLTAGE TX451

Piezoelectric micromachined ultrasonic transducers452

(pMUTs) [21], [22], [23] and bulk piezoelectric transducers453

can be used for low-power air-channel ultrasound detection.454

Fig. 9 shows the echo amplitudes received by a 40-kHz455

bulk piezo transducer using P2E measurement with a456

reflector at different distances. The echo signal strength457

attenuates exponentially with the distance of the object but458

is proportional to the driving voltage. To detect objects459

7 m away and have a sufficient signal-to-noise ratio (SNR),460

a higher transducer driving voltage is needed; 20 Vpp driving461

voltage can provide 7-dB SNR at 7 m, and 28 Vpp offers462

up to 13-dB SNR at 7 m. The charge redistribution TX463

proposed in [24] operates with only 6-Vpp driving voltage.464

Although the charge-recycling high-voltage TX (CRHV-TX)465

designs proposed in [10] and universal energy recycling466

TX [16] improved the output swing to 13.2 and 14 Vpp,467

respectively, they are still insufficient for the 7-m-range468

object detection. As shown in Fig. 10(a), the CRHV-TX469

[10] driving a biomorph pMUT [21] uses 4–2 VDDH to470

drive Vp and 0–2 VDDH to drive Vn , resulting in a 4-VDDH471

differential driving signal. To increase the driving voltage472

even further, we propose a 28 VPP FDCR-HVTX driver in473

the 180-nm standard CMOS. Using standard CMOS makes474

ASIC possible to use a variety of IPs in both analog and475

digital blocks. It drives Vp and Vn from 4 VDDH to 0 and476

0 to 4 VDDH, respectively, so that it can provide 8-VDDH477

(28 Vpp) fully differential drive signal. Fig. 10(b) shows the478

FDCR-HVTX driving a bimorph pMUT; the proposed FDCR-479

HVTX achieves 2.12× the driving voltage (Vpp) than [10]480

using the same supply, which enables the full utilization481

of the transducer and results in higher sound pressure for482

the 7-m detection range target. It should be noted that the483

FDCR-HVTX can drive bulk piezo transducers as well.484

Fig. 10. Cross section and drive voltage of bi-morph pinned dual-electrode
pMUT driven by (a) CRHV-TX [10] and (b) proposed FDCR-HVTX.

Fig. 11. Proposed FDCR-HVTX circuit.

The proposed FDCR-HVTX circuit is shown in Fig. 11. 485

It employs two high-voltage drivers (HVDs) to differentially 486

drive the two electrodes of the transducer (Vp/Vn in a biomorph 487

pMUT or signal/ground in a bulk piezo transducer) in an 488

alternating manner. The high-voltage switch (HVSW) is turned 489

on only in the charge reuse (CR) phase. During the CR phase, 490

unlike [25], the HVD exhibits a high-Z state controlled by the 491

clock signal to prevent the charge backflow from the electrode 492

to the HVD and enable CR. In addition, the presence of the 493

high-Z mode reduces the crowbar current. The HVSW consists 494

of four stacked NMOS and body bias adaptation circuits. 495

When FDCR-HVTX operates, Vp and Vn alternately reach the 496

high potential of 4 VDDH. The body bias circuit [26] allows 497

the body potential of each NMOS to be the lowest between 498

its source and drain. It ensures that the diode between the 499

body and source (or drain) will not be turned on. In the 500

HVSW, |VGS| and |VDS| of each transistor do not exceed 501

1 VDDH, thus being compatible with the standard CMOS 502

process. 503

Considering the on-chip PMU delivering the power to the 504

entire ASIC and with stringent energy availability for UAV 505

applications, an energy-efficient TX is critical. The control 506

signals of the proposed FDCR-HVTX are shown in Fig. 12. 507

The HVD and /HVD work interleaved. The FDCR-HVTX 508

operates in four phases (see Fig. 13). Phases 1 and 3 are the 509
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Fig. 12. Control signals of FDCR-HVTX.

Fig. 13. Working principle of FDCR-HVTX.

charging and discharging phases, while phases 2 and 4 are the510

CR phase. In phase 1, HVSW is turned off. When entering511

phase 1, Vp is charged to 4 VDDH, and Vn is discharged to512

GND. In phase 2, HVD and /HVD present the high-Z mode.513

While the HVSW is turned on, the CR takes place where514

the parasitic capacitor of Vp (between the Vp and GND)515

discharges and “aids” by pulling up the parasitic capacitor516

of Vn from GND to (ideally) 2 VDDH. Meanwhile, Vp and517

Vn are shorted to help the transducer to flip the voltage from518

to −4 VDDH. The ON-resistance of HVSW is 125 �. During519

this phase, no current is drawn from the supply. In phase 3,520

the HVSW is OFF, and Vn is now topped up (from the supply)521

to 4 VDDH, so that less power is consumed. The OFF-resistance522

of HVSW is 43.8 G�, so that it will not affect the driver523

efficiency. Similarly, in phase 4, HVD and /HVD are high-524

Z and HVSW is closed. The current flows from Vn to Vp 525

to “jump-start” the initial potential of Vp before it is further 526

pulled up to 4 VDDH later. The CR also happens from the 527

parasitic capacitor of Vn to the parasitic capacitor of Vp. 528

Differing from [10], the CR phase is based on the differential 529

signal regardless of the current flow direction (from Vp to Vn 530

or from Vn to Vp). In addition, the FDCR-HVTX can create 531

the midlevel voltage by short the two electrodes instead of 532

using an additional midlevel supply [27]. 533

In conventional HVTX, each electrode experiences charging 534

from 4 VDDH and discharging to GND. Theoretically, the total 535

power consumption is shown in the following equation: 536

Ptotal,conventional = CV 2 f (3) 537

where C is the load capacitance, V is the driving voltage, and 538

f is the pulse frequency. In FDCR-HVTX, on the other hand, 539

the discharging electrode “aids” the charge to the charging 540

electrode (phase 2 and phase 4 of Fig. 13), so the charge 541

is replenished. Then, the supply will “top-up” the remainder, 542

as shown in phase 3. Theoretically, the CR can make both 543

two electrodes equal to 2 VDDH. Hence, in the next charge 544

mode, each electrode charges up from 2 VDDH instead of 545

GND; therefore, half of the initial charge from one electrode 546

is reused for another electrode. The total power consumption 547

of the FDCR-HVTX is shown in the following equation: 548

Ptotal,FDCR-HVTX = 1

2
CV 2 f. (4) 549

In theory, this technique saves 50% power. However, due 550

to the parasitic capacitance and switch series resistance, there 551

will be power losses, so the actual power reduction will be 552

less than 50%. 553

V. ON-CHIP POWER MANAGEMENT UNIT 554

An on-chip PMU reduces the system complexity, especially 555

the test board size by omitting the external voltage regulators 556

for each power domain. In order to supply the FDCR-HVTX 557

with the 1/2/3/4 VDDH, a standard CMOS-compatible 14 V 558

multilevel output dc–dc converter is proposed [see Fig. 14(a)]. 559

Just as in the case with FDCR-HVCX, using the standard 560

CMOS enables the ASIC to use various IPs in both analog 561

and digital blocks. 562

Charge pump-based boost conversion [16] (with open-loop 563

control) requires a fixed switching frequency for the peak 564

power drain and increasing hard-charging loss and switching 565

overhead. A flying capacitor cross-connected dc–dc boost 566

converter proposed in [28] can reduce the VDS stress of some 567

transistors with a high conversion ratio and single high-voltage 568

output. Nonetheless, special high-voltage NMOS devices are 569

still required because it does not reduce the VDS and VGS stress 570

of all transistors. 571

In this work, we adopt a Dickson charge pump [29]-based 572

dc–dc converter [see Fig. 14(a)], which achieves a high conver- 573

sion ratio and high-voltage multilevel outputs. The power stage 574

of the proposed converter consists of two NMOSs (M1−2), 575

seven PMOSs (M3–9), three flying capacitors (CF1–F3), and 576

four storage capacitors (C1–3 and COUT). At the control stage, 577
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Fig. 14. (a) Proposed 14 V multilevel dc–dc converter and (b) control signal waveforms of power-stage transistors.

pulsewidth modulation (PWM) [28] is employed with output578

feedback for the switch control. A single control loop is used579

to generate two PWM control signals with a 180◦ phase shift.580

In addition, M1 and M2 are controlled in a nonoverlapping581

manner with M3−4,7−8, and M5−6,9, respectively, shown in582

Fig. 14(b). To generate the control signal that swings between583

both 1 and 2 VDDH, stress relaxed multiple output high-voltage584

level shifter proposed in [30] is used. In the power stage,585

transistors M3−4, M5−6, and M7−8 are stacked in each stage to586

reduce the stress of each thick-oxide transistor to not exceed587

1 VDDH (unlike [31], which requires stress-tolerant diodes).588

The storage capacitors (i.e., C1−3) were introduced to stabilize589

the four voltage outputs (i.e., 1–4 VDDH) and further ensure590

stress-sharing. The four voltage outputs are not only used to591

power and drive the FDCR-HVTX, but as the supply voltage592

to the level shifter required to control the transistors.593

The boost converter is implemented with two inductors594

operating in three states in an interleaved manner (see Fig. 15).595

The red and blue paths represent the charging and discharging596

of L1 and L2, respectively. In state-1, M1, M5−6, and M9 are597

OFF and M2, M3−4, and M7−8 are ON. While Vin is charging the598

inductor L2, the inductor L1 can charge capacitors C1 and CF1,599

while the flying capacitor CF2 (having 2 VDDH accumulated)600

charges capacitors C3 and CF3. Therefore, from Fig. 15(a)601

the flying capacitor voltage can be written as shown in the602

following equation:603

VCF1 = VCF3 − VCF2 = Vin

(1 − D)
(5)604

where VCF1−3 is the voltage of CF1−3, Vin is the input voltage,605

and D (D > 0.5) is the switching duty cycle of M1−2.606

In state-2, only M1 and M2 are ON. Vin charges both L1 and607

L2, as shown in Fig. 15(b). In state-3, M1, M5−6, and M9 are608

on and M2, M3−4, and M7−8 are OFF. When Vin is charging,609

the inductors L1 L2 charge capacitors C2 and CF2 together with610

CF1 (having 1 VDDH accumulated) and simultaneously charge611

COUT with CF3 (having 3 VDDH accumulated). Therefore, from612

Fig. 15. Working principle of the proposed converter. (a) State-1, (b) state-2,
and (c) state-3.

Fig. 15(c) and the L2 discharging process, the flying capacitor 613

voltage can be written as shown in the following equation: 614

VCF2 − VCF1 = VOUT − VCF3 = Vin

(1 − D)
(6) 615
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TABLE I

|VDS| OF M1–M9 IN DIFFERENT STATES

TABLE II

VGS OF M1–M9 IN DIFFERENT STATES

where VOUT is the output voltage of the last stage.616

The converter works with State-1→State-2→State-3→State-2617

periodically.618

From (5) and (6), the capacitor voltages for the proposed619

converter can be derived as shown in the following equation:620

VCF3 = 3

2
VCF2 = 3VCF1 = 3Vin

(1 − D)
. (7)621

The output voltage is derived from (6), which is given by622

VOUT = Vin

(1 − D)
+ VCF3 = 4Vin

(1 − D)
. (8)623

As shown in Fig. 15, all power switches in each state624

only have less than 1 VDDH in voltage stress, making the625

design compatible with the 180-nm standard CMOS process.626

Tables I and II summarize the voltage stresses in terms of VDS627

and VGS of the power switches (M1−2 are NMOSs and M3−9628

are PMOSs). The regulated output voltage of 14 V is measured629

at the converter output, supporting up to 200-mW output power630

with the 180-nm standard CMOS process.631

VI. MEASUREMENT AND IMPLEMENTATION RESULTS632

A. Processing Latency and Throughput of DBE633

The main outputs of this UIS system are buddled in a634

17-bit bus from the DBE. It consists of 16-bit data for the635

voxel intensity and 1-bit for the VOXEL_VALID signal. At the636

rising edge of the core clock, the corresponding data are valid637

for sampling if the valid signal is high. The coordinates of638

the voxel in the defined VOI are implicitly defined by the639

beamfocus sequence, as the architecture does not skip voxels.640

In total, the processing latency after echo arrival is 12 ADC641

clock cycles plus 2 core clock cycles, which is 7.76 μs in642

total.643

Fig. 16 shows the measurement results. ADC sampling is644

triggered at the frequency of 130.2 kHz. Each set of new645

ADC data makes a bunch of voxels ready to be beamfocused,646

shown as a train of VOXEL_VALID signals. Due to pipelined647

Fig. 16. DBE measurement of processing latency and throughput.

Fig. 17. (a) Waveform of FDCR-HVTX driving bi-morph pinned dual-
electrode pMUT and bulk piezo at 28 VPP. (b) Comparison of power versus
Vpp between FDCR-HVTX and HVTX.

operations that while DBE is generating new voxels the 648

ADCs are also sampling the next set of data, once an echo 649

arrives (new ADC data), the voxels that become ready are 650

the next train of VOXEL_VALID signals. Looking at the 651

top part of Fig. 16, the trains of VOXEL_VALID shown 652

right after the echo arrival are fast due to the previous echo 653

arrival. 654

In the prototype, the train of VOXEL_VALID is measured 655

roughly 7.76 μs later after ADCs start to sample. TX_EN is a 656

test signal that shows when the TX transducers are controlled 657

to excite to transmit ultrasound pulses. It also happens to 658

show the start of a frame. In the measurement, the intervals 659

between 2 TX_EN signals are about 40 ms, which translates to 660

24 frames/s real-time framerate. With each frame containing 661

100 planes, there are in total 409 600 VOXEL_VALID high 662

signals, which implies that the achieved throughput is 9.83M 663

FocalPoints/s. 664

B. FDCR-HVTX Measurement 665

To verify the proposed FDCR-HVTX for different types of 666

ultrasonic sensors, the measurements are done by driving both 667
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TABLE III

COMPARISON OF THE STATE-OF-THE-ART 3-D IMAGING SYSTEM

Fig. 18. (a) Proposed UIS mounted on a DJI Mavic Air 2 drone while it is
flying and (b) chip micrograph of the proposed UIS ASIC.

the bi-morph pinned dual-electrode pMUT and the bulk piezo668

transducers. Fig. 17(a) shows the waveform of FDCR-HVTX669

at 28 Vpp driving a 192-kHz pMUT with 0.4-nF CFT and670

a 40-kHz bulk piezo with 1.9-nF CFT. A fully differential671

HVTX without CR is also implemented as a comparison.672

Fig. 17(b) shows the power consumption of FDCR-HVTX673

and HVTX driving 1.9-nF PZT by using 40-kHz continuous674

pulses at different driving voltages (Vpp). Due to the nonideal675

CR control, which is induced due to the partial overlapping676

of the control signal, the proposed FDCR-HVTX saves 25%677

of power consumption under 28 Vpp.678

C. Drone-Mounting UIS Prototype679

A functioning prototype mounted on a drone is built to680

verify the proposed UIS architecture, as shown in Fig. 18(a).681

The 8 × 8 1-cm-pitch size 40-kHz bulk piezo array is used682

for measurement; 1-cm pitch is greater than 1 − λ that will683

inevitably lead to the grating lobe issues; however, for the684

overall cost-effectiveness of the system, the commercially685

available 40-kHz 400SR100 bulk piezo transducers (outer686

diameter = 9.7 mm) are chosen to build the prototype. The687

spatial angle resolution is 2.7◦.688

The FDCR-HVTX drives 2 × 2 TX channels at 40 kHz, 689

as transmit grating-lobe issue is more severe when more 690

channels are used for TX. We tested and compared 8, 16, 691

and 32 TX pulses, where 16 pulses balance the maximum 692

sound pressure generated and the power consumed by the TX; 693

this results in 0.96% of the overall operation time. The 64 RX 694

channels convert the received echoes into electrical signals and 695

digitize them to the DBE, where the voxels are calculated. 696

To save the wireless transmission bandwidth, only voxels 697

whose intensity value passes the threshold are transmitted. 698

The passed intensity value is packed together with its VOI 699

coordinates. The data packet contains 32 b, in which θ , φ, R, 700

and intensity are 6, 6, 7, and 13 b, respectively. Once the data 701

collection and processing of that frame are completed, these 702

packets are transmitted to ESP32 using universal asynchronous 703

receiver/transmitter (UART). Meanwhile, the ESP32 module 704

starts to send the packed data in bytes to the remote UI display 705

through Wi-Fi. 706

To remotely monitor the processed voxel information from 707

drones, a high frame rate (>24 frames/s), multi-image, and a 708

real-time display UI are developed. Fig. 19 is the UI display 709

interface that has a top view, a depth view, and a drone camera 710

view. The numbers of pixels in the top view and the depth 711

view represent the VOI where detected objects reside. The 712

distance is indicated by the color bar, and the transparency 713

of color means the voxel intensity, which shows the strength 714

of the echo. On the displaying device, upon detecting the 715

UDP sockets from ESP32, the application begins to cache the 716

received data packages into memory and decodes them into 717

coordinates and intensity information. Data transmission of 718

each frame ends with a flag of 4 bytes. Then, the UI refreshes 719

with processed data, and it can achieve a dynamic display at 720

a rate of more than 24 frames/s. 721

Table III presents the comparison between this work and 722

previous works. Fig. 18(b) is the ASIC die photogrpah, and 723

Fig. 20(a) shows the power breakdown of the system. The 724

measured SNR of the RX chain and range error from 0.1 to 725

7 m are shown in Fig. 20(b). 726
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Fig. 19. UI image is taken from a live stream with the proposed UIS ASIC
mounted on the drone using an 8 × 8 bulk piezo array.

Fig. 20. (a) Power breakdown. (b) SNR and range error measurements of
the UIS ASIC.

VII. CONCLUSION727

The presented UIS ASIC integrates PV-RXBF DBE to728

achieve 7.76-μs processing latency and 24 frames/s real-time729

3-D depth image reconstruction, and the FDCR-HVTX drives730

the transducers with 28 Vpp pulses while saving the average731

TX power consumption by 25%. The ASIC fabricated in732

180-nm standard CMOS occupies 32.5 mm2 and consumes733

142.3 mW during operation. The working prototype with a734

consumer-grade entry-level drone is built, which contains the735

ASIC, an 8 × 8 bulk piezo transducer array, and a wireless736

data transmission module (FPGA + ESP32), and it success-737

fully reconstructs the image at 24 frames/s (with 100 planes738

per frame) at 7 m range while the drone is flying.739
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