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Abstract— An ultrasound ASIC that enables compact,
3-D nonvisual robotic navigation for >7-m is presented. The
proposed ultrasound ASIC mitigates the limitations of camera
vision navigation systems in all-weather, low-power, low-cost
aspects. The ASIC integrates TX and RX paths for 64 channels,
enabling four-directional navigation using 4 × 4 ultrasound
arrays. The proposed universal energy recycling transmitter
(UERTX) driver circuit, which can drive both single-ended
and differential transducers, reduces energy consumption by
44% compared with non-overlap switching-assisted conventional
class-D ultrasonic drivers, addressing large TX power consump-
tion. In addition, the on-chip programmable power management
unit (PMU) eliminates off-chip supplies and reduces off-chip
passive components for compact system miniaturization. Fur-
thermore, PMU enables the tuning of TX driving amplitude for
the range of 6–14 Vpp allowing wide detection range adaptability.
Fabricated in 0.18 µm 1P6M standard CMOS, the ASIC system
measures 25 mm2 and has >7-m obstacle detection capability
while consuming 4.3 mW/channel. The proposed ultrasound
ASIC system is demonstrated with a four fps, 3-D navigating
metamorphic robot, which consumes 0.28 W, occupies 125 cm3,
and weighs ≤100 g.

Index Terms— All-weather, energy recycling, low-power,
machine vision, real-time, small form factor, ultrasound.

I. INTRODUCTION

METAMORPHIC robot is a new type of small form
factor robot that can change its shape to execute partic-

ular tasks, such as pipeline inspection, cave rescue, geological
surveys, and building inspections. As its moving speed is
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Fig. 1. Ultrasound ASIC for metamorphic robotic vision.

slow, a high frame rate is unnecessary, but as it operates in
a challenging environment, it must be robust against low-
light conditions. For example, a commercial metamorphic
robot (Daran Robotics, MW-74Pi) weighs 2 kg with a max-
imum load capacity of 2 kg, and the form factor is 37 ×
25 × 8 cm3. Therefore, the 3-D vision system mounting on
the metamorphic robot should be low power (<1 W), small
form factor (∼cm3), and lightweight (∼0.1 kg). Machine
vision is commonly realized using optical means [1], IR,
radar, or LIDAR. The visual and IR cameras have high image
resolution but require high compute capability and high power
consumption to process massive raw image data (>1 GB/s
[2]) [3]. Most importantly, visual camera systems cannot work
under low-light situations and lack object depth information.
IR cameras can work in low-light conditions, but their resolu-
tion is dependent on object temperature variations. Radar [4]
and LIDAR [5] have a long detection range; however, they
consume several watts of power, making them unsuitable for
power-constrained applications. In contrast, ultrasound does
not suffer from the aforementioned constraints, making it an
ideal fit for power-constrained all-weather 3-D vision appli-
cations. Therefore, this article presents an ultrasound ASIC
system for the all-weather metamorphic robotic 3-D vision
that fulfills low power (sub-watt), low cost, small form fac-
tor (∼cm3), and lightweight (≤100 g) (see Fig. 1). Four
arrays facing each direction are connected with the ASIC and
mounted on the metamorphic robot. For each direction, the
ASIC produces bursts of pulses via the center four transducers,
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and then all 16 channels receive the echoes, which the on-chip
ADC then digitizes. The raw data are processed by the post-
beamforming algorithm [6], [7] implemented on FPGA to
generate 3-D visual images.

There are several ultrasound ASICs that target biomedical
diagnosis applications [8]–[10], but 3-D space perception has
not gained much research attention. The one-channel ultra-
sound ASIC [11] pioneered range finder application, but its
detection is limited to one object in a 1-D space. Nine channels
(two TX + seven RX) were developed, which achieved
gesture recognition within a range of 1-m [12]. In [13],
the 4 × 4 piezoelectric micromachined ultrasonic transducers,
namely, PMUT, were used for a 1.5-m range 3-D space
perception. The array has a small factor of only 6 × 6 mm2, but
the measurement was tethered to an oscilloscope for channel
data acquisition and is therefore not portable. Moreover, the
data are post-processed offline on a PC for image recon-
struction and cannot accomplish real-time data acquisition and
processing.

To address all issues mentioned above, the proposed
ASIC accomplishes a 3-D space perception with object detec-
tion >7-m. The 64-channel ASIC integrates an energy-efficient
ultrasound interface with a high-voltage (HV) transmitter,
an on-chip power management unit (PMU), and receiver
chains [14]. Using the ultrasound ASIC system for 3-D vision
has a drawback: the spatial resolution is not as good as the
camera sensor. It cannot reconstruct the object’s contours
because the sound wavefront usually is not perpendicular to
the objects’ edges. The spatial resolution depends on the ultra-
sound array size, pitch size of the transducers, and resonant
frequency of the transducer. The beam pattern equation from
the ultrasound theory derives the spatial resolution [15]. For
the 4 × 4 transducer array (pitch size 1 cm with 40-kHz
resonant frequency) at a 1-m distance, the spatial resolution
is around 20 cm. If it detects objects located at a longer
distance, the spatial resolution will worsen. However, as a
typical metamorphic robot moves slowly (∼0.1 m/s), it does
not require high-quality spatial resolution for its navigation.
Rough objects’ 3-D space location can help it plan the route
for navigation. As it is highly power-constraint, a low-power
(<1 W) 3-D vision system is much needed; therefore, the
proposed ASIC trades off the low power and low cost with
the spatial resolution. In addition, the pulse-to-echo scheme
is a single, broad-beam transmission using the four central
elements, followed by parallel receivers on all the elements,
on which parallel RX beamforming is applied.

The rest of this article is organized as follows. Section II
introduces the proposed ultrasound ASIC 3-D vision system
architecture, transducer characterization, and design consid-
erations. Section III describes the building blocks for ASIC.
Section IV discusses the measurement results, and Section V
concludes the work.

II. MACHINE VISION ULTRASOUND ASIC
SYSTEM OVERVIEW

A. System Architecture

Fig. 2 shows our proposed ultrasound ASIC-based sys-
tem architecture for 3-D machine vision. It consists of the

Fig. 2. Architecture of the 3-D ultrasound ASIC system.

proposed ASIC, 64-channel bulk piezo transducers, FPGA,
and mobile phone for real-time 3-D image display. Fog, snow,
and rain do not affect sound waves significantly, giving
ultrasound-based navigation an attractive means to address
different weather conditions [16]. Although this comes at a
lower spatial resolution compared with camera vision, this is
not a big issue for metamorphic robot navigation purposes.
The 64-channel interface (TX and RX) provides a low-cost
solution to cater to a wide range of commercial ultrasound
transducers. The proposed universal energy recycling transmit-
ter (UERTX) significantly reduces the driving power needed
for a >7-m detection range at 14 Vpp and can drive single-
ended and differential transducers. Below the 7-m detection
range, the on-chip PMU can be programmed to provide a lower
driving voltage to reduce system power. The integrated PMU
eliminates the need for bulky off-chip supplies and reduces
off-chip passive components. In addition, the programmable
pulse frequency can cope with small-pitch size transducers
for applications requiring a small form factor. The FPGA
is primarily used for buffering and processing the data for
displaying the user interface (UI) over WiFi transmission; this
UI is not required for robot’s navigation purposes; hence,
FPGA power can be reduced. We still implemented UI with
FPGA in the system for comparison with camera vision.

B. Energy-Efficient TX Requirement

Bulk piezo transducers are preferred for air-coupled appli-
cations because of their high output sonic pressure [17].
However, TX power consumption is a significant concern,
especially in battery-constrained metamorphic robotic machine
vision. The theoretical average dynamic power consumption of
the transmitter when driven by a conventional class-D driver
[18], [19] is

PTX = α f CFTV 2
TX (1)

where α is the duty cycle of TX duration of each frame, f is
the driving frequency, CFT is the feedthrough capacitance, and
VTX is the amplitude of the driving voltage. The bulk piezo
transducer used in the article has a 40-kHz center frequency
with a 1.9-nF feedthrough capacitance. For our metamorphic
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TABLE I

COMPARISON OF EXISTING ENERGY-EFFICIENT TX
FOR ULTRASOUND ASIC

robot application, we experimentally determined that bursts of
64 pulses are suitable for detecting an object at 7-m at a scan
rate of 4 fps while the robot is moving at 0.1 m/s.

From the above specifications, the average TX dynamic
power calculated by equation (1) is 95 μW. More importantly,
the average power per channel of a conventional class-D
during the TX turn-on period is 15 mW. The power for
driving four channels is 60 mW, much higher than RX power;
therefore, a low-power TX is necessary. Moreover, a robust
on-chip PMU is required to supply high peak power output.
Integrating the energy-efficient and area-effective TX on a
single chip is also mandatory to cope with large transducer
array (≥4 × 4).

In addition to adjusting VTX for different detection ranges
to conserve power, there is a need to reduce the power
overhead when driving CFT. Conventionally, there are three
main methods to reduce the power overhead associated with
driving CFT to improve energy efficiency, as summarized in
Table I.

The first method proposed by Chen et al. [21] is the multi-
level driving scheme inspired by stepwise charging [24]. While
it is suitable for driving CMUT transducers with single-ended
termination, this method needs two off-chip capacitors for
four channels [21] or feedback control [25], increasing circuit
complexity and system form factor. In the second method, the
charge redistribution technique is proposed [22], [26] to reduce
TX’s power consumption of PMUT. This method is confined
to driving PMUT transducers with three electrodes, as it relies
on PMUT’s structural strength to return the electrodes to their
original position. Recently, the energy replenishing technique
was proposed [23] to reuse the electrical charge usage dur-

ing transmission with the help of an off-chip inductor. This
method successfully reduces energy consumption with adia-
batic switching [27], but it is limited to driving single-ended
bulk piezoelectric transducers similar to the multi-level driving
scheme. Moreover, this method needs an off-chip inductor
for each channel. Therefore, a high-efficiency ultrasound TX
driver that can be easily integrated on-chip and drive both the
single-ended and differential transducers is highly desirable.

We adopt the charge recycling (CR) concept [24] to form
a multi-channel UERTX to overcome these limitations while
improving the energy efficiency of the TX with a minimal area
overhead. The achieved energy-saving ratio when UERTX is
enabled is 44%. It also requires fewer off-chip components
(one capacitor for 16 channels) than the previous method and
can drive various ultrasonic transducers.

C. Transducer Characterization and PMU Requirements

The ultrasound transducer is responsible for transmitting the
diverging wave and receiving echo signals from the reflec-
tors. Its sonic output pressure and received echo sensitivity
determine the detection range. For 3-D object detection, the
detection range can be dramatically different for various
use cases. For example, in-door applications only require a
3-m detection range. In contrast, outdoor applications need
a detection range of 7-m for providing sufficient collision
margin, while the onboard navigation system calculates an
effective route. Therefore, a PMU that provides programmable
TX driving voltages for different detection ranges is necessary
for high system power efficiency.

This work uses the commercial bulk piezo transducer to
experimentally obtain the driving voltage for various detection
ranges (Prowave, 400ST/R100). As the reflector’s geomet-
ric size, material, and surface directivity affect the echo
signal strength, we used the carbon boxes to represent all
the objects. We placed the test carbon box perpendicular to
the wavefront during characterization. A test object of size
0.5 m × 0.5 m carbon box is placed from 1 to 7 m away
from the transducer, and the TX driving strength is set at 6,
10, and 14 Vpp, respectively. The echo signal strength is then
measured, as shown in Fig. 3. The resulting received echo
signal amplitude shows a 20-dB change when the object is
moved from 1 to 5 m. Zooming in the 5–7-m range, when the
driving voltage is raised from 6 to 14 Vpp, the received echo
signal amplitude at 7 m is tripled. At 6 Vpp driving strength,
the echo signal amplitude is close to the noise floor of 100 μV
and has a low signal-to-noise ratio (SNR) of 3.5 dB. Therefore,
a driving voltage of at least 10 Vpp is required to ensure a high
SNR of 6 dB at 7-m.

The tests show that sufficiently high SNR is maintained
even for lower driving voltages for distances <7-m while
the transducer is driven at voltages <14 Vpp. This brings a
significant reduction in power for shorter distances (<7-m),
as described in equation (1). On the other hand, a higher
driving voltage is necessary to maintain a sufficiently high
SNR for detection beyond 7-m. Therefore, the PMU that
provides programmable TX driving voltage helps maintain
high system power efficiency for various detection ranges.
The PMU also powers the rest of the chip without any
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Fig. 3. Echo amplitude versus object distance for different driving voltages.

Fig. 4. Schematic of UERTX.

off-chip regulators, lowering the system’s cost and form
factor.

III. CHIP IMPLEMENTATION

A. Universal Energy Recycling TX

Based on the CR circuit proposed in [20] and [26], we pro-
pose a UERTX, which can efficiently drive transducers having
either two (single-ended) or three electrodes (differential),
as shown in Fig. 4. In the schematic, a PMOS switch (ER-SW)
connects the transducer’s CFT top (VP) with the off-chip
storage capacitor (CS)’s top (VCS). The sources of transistors
MN2 and MP1 are tied together to 2VDDH. VP swings
between 2VDDH and 4VDDH, while VN swings between
2VDDH and 0. They are connected to the two terminals of
the bulk piezo transducer or can be connected to the outer
and inner electrodes of the PMUT transducer. In the triple-
terminal PMUT transducer, the top and bottom electrodes are
tied to the 2VDDH generated by the on-chip PMU.

Assuming that RON of ER-SW is zero and applying
the charge conservation law, the dynamic energy reduction

Fig. 5. Working principle of UERTX.

ratio (ERR) of UERTX driver compared with class-D
driver [19] is derived as

ERRUERTX = CS + CFT

2CS + CFT
. (2)

Equation (2) shows that the dynamic ERR can approach
50% as long as CS is much greater than CFT. As illustrated
in Fig. 5, during the energy collect period (t0 → t1), CLK2
and CLK4E turn on MP1 and ER-SW. Before charging up the
bottom plate of CFT, CS collects the charges to make up for the
energy loss in the energy reuse period. During the energy reuse
period (t2 → t3), CLK2 and CLK4E turn on MP1 and ER-SW
again to generate the energy flow loop. CFT is charged up first
by CS, then by 4VDDH supply. This significantly halves the
transient peak current. In practical cases, RON is non-zero, and
therefore the ERR will be lower than 50%.

Due to the in-phase transmission TXs, 16 TX drivers share a
single off-chip capacitor, CS, minimizing off-chip component
count. The simulation in Fig. 6 illustrates that at the same
driving strength (10 Vpp), frequency of 40 kHz, and a capac-
itive load of 1.9 nF per channel, the UERTX consumes 44%
less energy than the class-D driver, which uses the non-overlap
switching method in [19]. While the UERTX requires fewer
off-chip components, the current ASIC does not support out-
of-phase driving. Nevertheless, the UERTX scheme can still
be applied to out-of-phase driving (for TX beamforming) and
is left for our future implementation.

B. On-Chip Programmable PMU

The on-chip programmable PMU reduces the system
form factor, increases the power efficiency, and makes the
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Fig. 6. Simulated power consumption comparison of the proposed UERTX
and non-overlap switching-assisted class-D [19].

ultrasound ASIC system more cost-effective. The PMU dia-
gram consists of a bandgap (BG), low-dropout regulators
(LDO), and an LDO-charge pump cascade, as shown in
Fig. 7(a).

The single 5-V input supply allows for easy accessibility
from a portable power bank. Each of the three HV domains
(2VDDH, 3VDDH, and 4VDDH) has separate LDOs and
charge pump paths because the charge pump’s voltage dou-
bling property is not maintained when the output is greater
than the nominal voltage of the standard CMOS. The four
voltage domains (VDDH, 2VDDH, 3VDDH, and 4VDDH)
for UERTX are tunable by their corresponding select signals
(VSEL [3:0]). These DC supplies’ stability is essential for
the normal function of MOS transistors in the UERTX driver.
Two large 10-pF on-chip capacitors are implemented for each
voltage doubler, and nine charge pumps are connected in
parallel to provide sufficient large load current capability.
In the layout, they are placed on top of the large conducting
transistors for area-saving. In the output of each charge pump,
there is an off-chip capacitor (47 μF) to stabilize the outputs
further. The FPGA provides the clock input to the charge
pump. It determines the final driving capability of 4VDDH,
which provides the majority of the power to UERTX. The load
capacity is set as the target for sizing the LDO and charge
pump transistors during the design stage. At the clock speed
of 25 MHz, 4VDDH can generate up to 14 Vpp and supply
a maximum transient load current of 160 mA required by
16 bulk piezo transducers with CFT = 1.9 nF. The on-chip
PMU also provides the VDDQ for the 16 digital IOs, 2.5 V
compatible with the MAX10 FPGA IOs. It also outputs VDDD
1.8 V for the digital backend (DBE) and serializer (SER)
modules. In addition, it provides VDDA (1.5 V) for the analog
front-end (AFE) circuits.

The programmability of PMU makes the driving voltage of
TX tunable based on the object distance, as shown in Fig. 7(b).
For objects under the 7-m range, the driving voltage is below

Fig. 7. (a) Diagram of the on-chip programmable PMU and (b) measured
programmability of PMU.

Fig. 8. Schematic of LDO.

10 Vpp to save power while maintaining a high SNR. However,
for object detection beyond 7-m, the driving voltage can be set
above 10 Vpp. This feature significantly improves the overall
energy efficiency for a wide detection range.

The LDO circuit is shown in Fig. 8. It consists of BG, error
amplifier (EA), analog buffer (ABUF), and power transistor
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Fig. 9. (a) Schematic and (b) timing diagram of HV switch.

Fig. 10. Schematic of RX amplifiers.

(MPower). The BG provides the bias voltage VBP, VBN, and
reference voltage VREF. The feedback voltage (VFB) is sampled
from the resistor ladder and multiplexed by the analog multi-
plexer. All the LDOs leverage the same schematic and layout,
except for the different feedback voltage. It helps alleviate the
efforts for design and minimizes intra-chip variations among
all the LDOs.

C. Receiver (RX) Chain

The ultrasound ASIC’s RX path consists of the HV switch,
broadband amplifier, and a coarse-fine shared ADC. The HV
switch isolates the TX output high swings from 0 to 14 Vpp

from the RX path. The HV switch comprises four deep n-well
transistors, as shown in Fig. 9(a). The gate-to-source voltages
of the switches are confined to one VDDH in the RX ON

state, preventing the breakdown of the transistors, as shown
in Fig. 9(b). The reset transistors are turned on by RXINP#

and RXINN# signals during the RX OFF state to eliminate
the differential input noise. The ASIC uses the mixed-signal
1P6M process with deep n-well support. The HV T/R switch is
constructed using the thick oxide deep n-well NMOS. All the
MOS device gate-to-source tolerance voltage is 1VDDH. The
reverse-biased breakdown of P+/NW, N+/PSUB, NW/PSUB,
and DNW/PSUB is >10 V, >10 V, >14 V, and >14 V,
respectively. The maximum drive voltage is 14 Vpp, within
the maximum reverse-biased diode breakdown voltage of
NW/PSUB and DNW/PSUB. Also, the drain-to-source 7 Vpp

voltage difference is under the tolerance of the process rated
voltage.

As discussed in Fig. 3, the echo signal dynamic change is
around 20 dB from the 1 to 5 m. Therefore, the low-noise

Fig. 11. Measured frequency response of RX amplifier.

Fig. 12. Measured input-referred noise of LNA + TGC.

amplifier (LNA) is designed with a target gain of 20 dB. The
echo signal has additional attenuation beyond 7-m, so LNA
is cascaded by a time-compensation gain (TGC) amplifier.
The overall RX front-end schematic is shown in Fig. 10. The
on-chip bias circuit generates the bias voltages to eliminate
off-chip components. The bandpass filter is integrated into
the amplifiers to reduce the input noise. The high-pass corner
of the bandpass filter is composed of an input capacitor and
pseudo-resistor, RP. The pseudo resistor RP requires a much
smaller area than using on-chip resistors. The input capacitor
isolates the dc signal from the TX and helps eliminate the
offset for both LNA and TGC. The TGC tunable gain com-
pensates for the echo signal dynamics for distances above 7-m.

The cascaded amplifier is 2-bit tunable from 37 to 45.2 dB.
Fig. 11 shows the measured frequency response of the broad-
band amplifier covering 20 kHz–10 MHz which can corre-
spond to various transducers. This performance achievement
is promising for future transducer arrays with smaller pitches
and lower costs. The measured input-referred noise is shown
in Fig. 12. The noise over the bandwidth of 20 kHz–10 MHz
is 2.83 μVrms, which is around two orders of magnitude lower
than the echo signal strength at the amplifier’s input (225 μV)
from an object 7-m away under 10 Vpp driving.

The adjacent four channels of the ultrasound trans-
ducer array receive a similar echo signal, especially in
the 8 × 8 array scenario. Hence, the ADC coarse bits



3042 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 57, NO. 10, OCTOBER 2022

Fig. 13. ADC block diagram of four channels.

Fig. 14. ADC output power spectrum with echo at 7-m.

can be shared among four adjacent channels, significantly
reducing the ADC’s switching power per channel. There-
fore, ADCs adopt the dynamic-bit-shared (DBS) successive-
approximation-register (SAR) logic [22]. The coarse-fine
shared ADCs are arranged in four channels per group,
as shown in Fig. 13. Under the maximum bits sharing
(6 bits), the ADC power has a 1.5× reduction, which boosts
the energy efficiency for the ultrasound ASIC system with
smaller pitch-size transducer arrays. In addition, the SER
is implemented to reduce the PAD, which further reduces
the area. The ADC sampling rate is programmable between
0.2 and 20 MS/s by the DBE module to support various trans-
ducers. For example, the sampling rate can be programmed
to 10 MS/s and 520.8 kS/s for the 1-MHz and 40-kHz
transducers, respectively. For the 40-kHz transducer’s case,
as the bandwidth of the amplifier is much greater than the
ADC’s sampling rate, noise aliasing is inevitable; however,
as shown in the measured ADC’s output power spectrum (see
Fig. 14), even with the smallest echo from 7-m (under 10 Vpp

driving), the measured SNDR and SFDR are 13.7 and 34.8 dB,
respectively, showing the echo is still recoverable from noise.

D. DBE Processing

The ASIC requires a DBE to provide control signals to
the on-chip circuits. The DBE is programmable via FPGA.
In addition, DBE is also responsible for controlling the raw
data flow between FPGA and ultrasound ASIC. The block
diagram of the proposed ultrasound ASIC’s DBE is shown in
Fig. 15.

The DBE contains four main blocks, parameter block, clock
block, pulse generator, and SER. The parameter block stores
parameters that control all the other digital blocks and AFE

Fig. 15. DBE diagram.

Fig. 16. (a) Diagram of the ultrasound ASIC 3-D vision system and
(b) pipeline of ultrasound ASIC system data processing.

modules. The pulse generator block has enabled the program-
mability of the ultrasound ASIC to make the AFE capable of
driving transducers with various pulses and frequencies. The
clock block configures the ADC clock to adjust the sampling
rate. The 64-channel ADC outputs pass through SER and are
then streamed out through 16 pads.

E. 3-D Vision System Construction

As illustrated in Fig. 16(a), the serial data output from ASIC
are fed to FPGA at 25 Mb/s using 16 pads. The FPGA deseri-
alizes the data and concatenates 10-bit data into one sample for
each channel. The received data are stored in DRAM through a
ping-pong SRAM buffer. After an entire frame is stored in the
DRAM through the customized DRAM read and write (RW)
controller, the 64-channel data are reread and fed into the
IIR filter (sixth order with 35–45 kHz passband) sequentially.
Finally, the filtered data are written back to the DRAM again.
Then post beamforming algorithm starts calculating ToF and
fetching data from DRAM for 3-D image reconstruction. After
the focal point calculation of the entire volume within the
8-m range, the reconstructed image data are transmitted to
cell phone application through the WiFi module to display
at four frames per second (fps). The data processing pipeline
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Fig. 17. Measured UERTX waveform of the bulk piezo transducer and
PMUT at 14 Vpp.

is illustrated in Fig. 16(b). There is a gap in the ultrasound
ASIC data processing pipeline at the beginning of ASIC data
input. This is because TX transmission occupies approximately
0.64% of the frame. Therefore, the TX transmission portion
can be reduced for energy-saving or increased for longer range
object detection. Currently, the FPGA resource limits the four
frames/sample. Hence, the data stored on FPGA stop at 50 ms
of each frame. The data beyond the 8-m range are not stored
on FPGA.

IV. MEASUREMENT RESULTS

A. TX Measurement

To verify that the proposed UERTX can save energy for both
two-terminal and three-terminal transducers, the UERTX is
measured by driving the bulk piezo and PMUT to fit different
machine vision applications. The measured UERTX driver
waveform at 14 Vpp of a 40-kHz bulk piezo transducer with
1.9-nF CFT and the 192-kHz PMUT with 0.4-nF CFT are
shown in Fig. 17. Fig. 18 shows the zoomed-in view of the
UERTX waveform, including the energy collect and energy
reuse periods.

The measured energy recycling switch (ER-SW) turn-on
time is 45 ns, which corroborates the simulated turn-on time of
50 ns. Furthermore, the voltage variations of VP-VN in both
the periods are 6 Vpp, approaching 2VDDH. This measurement
proves that UERTX is universal for different transducers under
a broad spectrum of resonant frequencies and has a simple
control logic with negligible power overhead.

The power consumption of TX versus VDDH is shown in
Fig. 19. The power consumption of TX, including PMU_TX
and UERTX, is measured under 16 channels driving 64 pulses
at the 4 fps of the ASIC system. As the output voltage
increases from 6 to 14 Vpp, the TX power increases by 6.4×.
The curve shows that reducing the drive voltage is preferred
as long as the application requirement (enough sonic pressure
for object detection) is achieved. The TX driving voltage used

Fig. 18. Zoom-in measurement waveform of the UERTX driver including
energy collect (falling edge) and energy reuse (rising edge) periods.

Fig. 19. Power consumption of TX versus VDDH.

in the final ultrasound ASIC system for image reconstruction
is 10 Vpp. For the 7-m object measurement, the driver voltage
of TX is programmed to 10 Vpp to ensure that the echo signal
strength has a minimum SNR. To detect distances greater
than 7-m, ASIC can program the TX driving voltage to be
higher than 10 Vpp, which consumes more power. The TX
driving voltage can also be set to <10 Vpp for short-distance
detection (<7-m) to save power.

B. ASIC Power Breakdown

The ultrasound ASIC chip is fabricated in 0.18 μm 1P6M
standard CMOS, as shown in Fig. 20(a). The whole chip area
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Fig. 20. (a) Chip photograph of the proposed ultrasound ASIC system and
(b) micrograph of four channels.

Fig. 21. Power breakdown of ultrasound ASIC.

is 5 × 5 mm2. The integrated 64 channels are separated
into four groups, and each group has 16 channels. Under
the 16 channels, there are four subgroups. Fig. 20(b) shows
that each subgroup has four channels. Each channel consists
of ER-SW, UERTX, LNA, TGC, and dedicated coarse-fine
shared ADC. The area overhead of ER-SW is merely 1.1%,
which is negligible considering the significant 44% energy-
saving of the UERTX compared with the class-D driver, which
uses a non-overlap switching method [19].

Functioning as the metamorphic robot’s 3-D vision sensors,
the four sets of bulk piezo 4 × 4 arrays with 1-cm pitch
are connected to ASIC’s respective channels, one for each
direction. Each side drives four center channels (out of 16) at
four fps for its TX at 0.64% duty cycle during each frame to
enhance sound pressure. The TX power consumption at 10 Vpp

accounts for only 21% of the entire system, as shown in
Fig. 21. The TX power per channel is 0.9 mW. The complete
ASIC consumes 0.28 W, benefiting the metamorphic robot’s
power-constrained application. The digital IOs have become
the dominant power-consuming block due to 64-channel data
being continuously streamed out during each frame. The
digital IO can be applied with the CR technique using an
adequate on-chip storage capacitor for further energy-saving.
The system-on-chip can further reduce data processing and

Fig. 22. Power per channel of the proposed ASIC for three different
scenarios.

moving for energy-saving. Reducing the supply for RX chain
will contribute significantly to power reduction. In addition,
the ADC can be waked up by echoes rather than sampling
the entire RX duration to improve its energy efficiency
significantly.

Fig. 22 shows the measured power breakdown per chan-
nel for three different configurations, e.g., with non-overlap
class-D, with UERTX only, and with UERTX and coarse-
fine shared (6-bit sharing) ADC under the working load of
driving 16 transducers at 10 Vpp, four fps, and 0.64% duty
cycle. The power consumption of TX with non-overlap class-D
is the simulation value, and all the others are measured values.
The UERTX reduces the total power consumption of ASIC
by 27.3%, while the coarse-fine shared ADC contributes an
additional 5.4% power reduction.

C. Real-Time 3-D Vision

The ASIC board, connected with an FPGA, is mounted on
the robot [see Fig. 23(a)]. The ADC data are streamed out
from the chip and processed by FPGA. For a performance
comparison with the proposed system, a visible light camera
is mounted on the robot close to the ultrasound ASIC to
capture the night view [see Fig. 23(b)]. Objects A, B, C, and D
are placed from the robot at 1.7−, 3.6−, 5.4−, and 7.2-m
distances. The temperature is 27 ◦C, the humidity is 75%, and
the light is 5 lx. The B-mode is used for image reconstruction.
Center 4 transducers of each array excite 64 pulses every
250 ms. The driving voltage is 10 Vpp. Then all parallel RXs
receive and digitize the echo; meanwhile, the FPGA stores the
entire frame data for focal point calculation. The 3-D space
focal points are predefined in the latitude, longitude, and radius
directions with 52 steps, 52 steps, and 77 steps. After the entire
208 208 focal points’ calculation, the threshold is chosen to be
ten times the minimum value. After filtering the value below
the threshold, the calculated focal points are transmitted to the
mobile phone through the WiFi module to display at 4 fps.

The top view [see Fig. 23(c)] and the 3-D view [see
Fig. 23(d)] of the real-time reconstructed image shows that
the proposed system successfully generates the image at
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TABLE II

PERFORMANCE COMPARISON OF THE PROPOSED ULTRASOUND ASIC WITH RECENT WORKS

Fig. 23. (a) Photograph of the proposed ultrasound ASIC system mounted
on the metamorphic robot (top view), (b) measurement setup (at 00:30 AM),
(c) corresponding reconstructed image (at 4 fps) top view (XZ plane), and
(d) 3-D view for robotic vision.

four fps with crucial depth information for metamorphic
robots’ 3-D vision (moving at 0.1 m/s). Current visible light
camera implementations cannot achieve this under low-light

conditions. Object D has large dispersion because its geometry
is nine times larger than object A. Objects A, B, and C
are in the same geometry, 15 cm × 20 cm. A’s reflecting
surface is not perpendicular to the wavefront to emulate the
real navigation scenario. Therefore, its echo strength is weaker
than object B though its distance is nearer than B’s; such cases
are common while robots negotiate obstacles. The cone shape
in Fig. 23(c) indicates that the field of view is confined to 52

◦

due to the transducer array’s grating lobe effect, which can
be improved by replacing more miniature transducers with
smaller pitches. The bit-sharing technique is not applied to
this image because the bulk piezo transducer array’s pitch
size (1 cm) is close to the wavelength (8.6 mm); however, for
100-kHz PMUT with 1-mm pitch, it can benefit from ADC’s
bit-sharing.

To verify the proposed ultrasound ASIC system operation
under various weather conditions, additional experiments were
done under different temperatures (20 ◦C–35 ◦C), relative
humidity (50%–89%), indoor and outdoor scenarios, and
dry/rainy situations (including a heavy thunderstorm). ASIC
is able to reconstruct the image with negligible effect under
different challenging conditions.

Table II summarizes the performance of the proposed ASIC
along with state-of-the-art works. The proposed ultrasound
ASIC system achieves a >7-m detection range in the air
channel. The proposed ultrasound ASIC power consumption is
also competitively low at only 4.3 mW/channel when the TX
driving is 10 Vpp. In contrast, the design of [22] consumes
5.37 mW/channel when driving at 5 Vpp. In addition, this
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ultrasound ASIC system is the first to integrate an on-chip pro-
grammable PMU, thereby eliminating bulky, off-chip power
supply. Finally, UERTX has been verified to drive PMUT and
bulk piezo transducers.

V. CONCLUSION

This article presents an air-coupled ultrasound ASIC system
with a >7-m long detection range and consumes 0.28 W.
The 64-channel ASIC system weighing only 100 g mitigates
the limitation of the camera vision system under low-light
conditions or bad weather such as the rainy environment
by successfully reconstructing multiple objects with different
depth information, all on a metamorphic robot.
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