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Abstract— This article presents a high-speed receiver for next-
generation 8K ultra-high-definition TVs. The receiver supports
error-free communication between the timing controller and the
display driver integrated circuits (DDIs) across various channels.
Because the receiver must be co-integrated with pixel drivers in
the DDI, it must be implemented in a process with high-voltage
devices, which poses significant challenges in achieving beyond
5-Gb/s operation. We propose techniques for overcoming such
process-induced speed limitations. They include a level-shifting
passive continuous-time linear equalizer (CTLE), an active CTLE
with extended bandwidth using a negative capacitor, a speculative
decision feedback equalizer with a down-sampled edge-sampling
path, and a low-dropout regulator with parallel error amplifiers
to achieve all-band power supply rejection. A reference-less clock
and data recovery circuit with a new frequency detector is also
described. Fabricated in a 180-nm CMOS process, the prototype
receiver operates at 5.2 Gb/s and can compensate up to 29-dB
channel loss while consuming 120 mA from a 1.8-V supply.

Index Terms— Clock and data recovery (CDR), decision feed-
back equalizer (DFE), display drivers, low-dropout (LDO) reg-
ulator, passive continuous-time linear equalizer (CTLE), serial
links, wide-panel displays.

I. INTRODUCTION

MEETING the ever-increasing demand for higher res-
olution, color depth, and refresh rate TVs requires

high-throughput display driver integrated circuits (DDIs).
A DDI receives high-speed data from the timing con-
troller (TCON) and drives it to the pixel drivers [1]–[3]. In a
typical 4K (UHD) TV, the throughput for each DDI is 3 Gb/s
and is expected to increase to 5.2 Gb/s for the next-generation
8K (Quad-UHD) TVs. Designing a DDI that is capable of
receiving such high-speed data is very challenging for multi-
ple reasons. First, DDI must be implemented in a low-cost
technology with high-voltage devices, such as the 180-nm
CMOS process, to integrate high-voltage pixel drivers and the
high-speed receiver on the same IC. This constraint imposes
severe speed bottlenecks that make it highly challenging to
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Fig. 1. Signal distribution across a wide-screen TV.

achieve the target data rate of >5 Gb/s. Second, large display
panels require receivers that can operate with a wide range of
channels. For instance, to distribute the data across a 105-in
panel (see Fig. 1), the insertion loss (IL) could vary from
6 dB for the DDI located closest to the TCON to 29 dB for
the DDI farthest from the TCON. Finally, power consumption
must be low to avoid overheating, especially in the absence of
a dedicated cooling system in the display panel.

We presented design techniques in [2] for achieving a
high data rate by overcoming process speed limitations.
Using a five-stage continuous-time linear equalizer (CTLE)
and quarter-rate tap-tap decision feedback equalizer (QDFE),
we could compensate up to 24-dB channel loss and achieve an
excellent bit error rate (BER). However, the receiver consumed
considerable power consumption (138-mA current from a
1.8-V supply) and required a forwarded clock for data recov-
ery. This article supplements the information provided in [2]
and offers new design techniques that significantly improve
performance. Specifically, we present a power-efficient two-
stage CTLE that replaces the power-hungry five-stage CTLE
in [2] and a clock and data recovery (CDR) circuit to enable
embedded clocking. The prototype receiver, fabricated in a
180-nm CMOS process, achieves 5.2-Gb/s throughput subject
to an IL of up to 29 dB while drawing 120-mA current from
a 1.8-V supply. Compared to [2], the proposed receiver can
tolerate significantly more loss without TX pre-emphasis and
provide embedded clocking functionality without degrading
the power efficiency.

The rest of this article is organized as follows. The proposed
architecture, along with the equalizer details, is described in
Section II. CDR architecture and its key building blocks are
presented in Section III, and the experimental results obtained
from the receiver prototype are provided in Section IV.
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Fig. 2. Simplified block diagram of the proposed receiver.

II. PROPOSED ARCHITECTURE

A simplified block diagram of the proposed receiver is
shown in Fig. 2. Channel is terminated by an on-chip resistor
and dc-coupled to the input of a two-stage CTLE, which is
followed by a QDFE. QDFE outputs are deserialized by a
factor of 2 and then fed to the reference-less 2× oversampling
CDR circuit, which provides the sampling clocks to the QDFE.
While the architecture is rather conventional, the main contri-
butions, as described next, are in the circuit implementation
of key building blocks (CTLE, QDFE, and CDR) to achieve
>5-Gb/s data rate in a low-cost, low- fT 180-nm CMOS
process.

A. Continuous-Time Linear Equalizer

The CTLE must provide an adequate high-frequency
boost [4] to compensate for significant channel loss while
driving a relatively large load presented by the QDFE. In addi-
tion, unique to the DDI, CTLE must level shift the relatively
low transmitter output common-mode voltage (0.5 V) to
be within the relatively high input common-mode voltage
(1.35 V) of the receiver. The discrepancy in the common-mode
voltages stems from implementing the TCON in a relatively
newer technology with a 1-V supply and the receiver in a
1.8-V 180-nm process for reasons described earlier. This issue
can be addressed using a PMOS-based CTLE input stage [5] or
ac coupling [6]. However, PMOS transistors are significantly
slower than the already slow NMOS transistors, severely
limiting the achievable high-frequency boost. On the other
hand, ac coupling could not be employed without baseline
wander correction because the data are not guaranteed to
be dc-balanced. To this end, Hekmat et al. [2] employed an
NMOS common-gate (CG) amplifier. Unfortunately, the CG
amplifier was highly sensitive to process, voltage, and tem-
perature (PVT) variations and degraded the S11 performance.
Due to these challenges, we seek to perform level shifting
using a passive CTLE stage.

The proposed CTLE is shown in Fig. 3. It is composed of
a passive first stage (PCTLE) followed by an active second
stage (ACTLE). Referring to the PCTLE portion in Fig. 3,
the channel output common-mode voltage is shifted to about
1.35 V using resistors R1 and R2 (R1 = 2R2 = 2000 �). Due
to the relatively large R1/R2, the passive PCTLE has minimal
impact on the S11 performance. Note that the PCTLE does

Fig. 3. Proposed CTLE schematic.

not limit the bandwidth of the receiver due to the feed-forward
capacitor. The transfer function of PCTLE is studied in [7]
and made programmable by digitally switching a portion of
CF from the feed-forward path to the ground. Since the total
capacitance at the output of the PCTLE remains constant and
is independent of the CF setting, the output pole of the PCTLE
remains fixed. As shown in Fig. 4(a), the PCTLE can provide
up to 3-dB programmable peaking. Note the PCTLE has most
impact on the overall CTLE response at low frequencies.

The second stage of the CTLE (Fig. 3) is a con-
ventional RC-degenerated current-mode logic (CML)-based
active CTLE (ACTLE) stage [7], [8]. It converts the passive
CTLE output into a CML signal suitable for processing along
the rest of the signal path. The value of RS is made program-
mable to tune the amount of peaking from 3.8 to 9.2 dB in the
mid-band frequency range [Fig. 4(b)]. A major challenge in
the design of the CTLE in [2] was to drive a large load while
maintaining a sufficient bandwidth in low- fT technology. Five
stages were needed to meet these design requirements. The
five stages also behave like a chain of buffers, with each stage
larger than the previous stage. In this work, the loading is
reduced by down-sampling the edge-sampling path in DFE
and the use of negative capacitance to cancel the DFE input
capacitance partially, and it helped reduce the number of stages
while maintaining a sufficient bandwidth. The negative capac-
itor is implemented by degenerating a negative-Gm stage with
capacitor CN [9]. CTLE followed by negative capacitor was
employed in [10]. However, Pan et al. [10] did not consider
the impact of bandwidth limitation of the cross-coupled pair
on the negative capacitor’s behavior. Ideally, if the bandwidth
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Fig. 4. CTLE transfer function w/dc level normalized to 0 dB. (a) Passive
CTLE code sweep. (b) ACTLE RS sweep. (c) Negative capacitance sweep.
(d) Entire programmable space.

of the negative-Gm stage is larger than the CTLE’s output
pole frequency, the negative capacitor simply reduces the
effective output capacitance and shifts the output pole to
(1)/(RL(CL − CN )) [11]. However, in our design technology,
limitation caused the bandwidth of the negative-Gm stage to
be significantly lower than ACTLE’s output pole frequency.
Under this condition, CTLE’s output impedance, ZOUT(s), can
be calculated as

ZOUT(s) = RL(1 + s/ω1)

1 + s(1/ω1 + (CL − CN )/CLω2) + s2/ω1ω2
(1)

where ω1 = (gmN /CN ), ω2 = (1/RLCL ), and gmN is the
transconductance of the cross-coupled pair used to implement
the negative-Gm stage. Equation (1) shows that ZOUT exhibits
a second-order response with a damping factor ζ given by

ζ =
√

ω2
ω1

+ CL −CN
CL

√
ω1
ω2

2
. (2)

Because ζ plays a vital role in setting the magnitude response
of ZOUT, it has to be appropriately set to achieve the desired
response. To this end, CN is made digitally programmable, and
ζ is controlled by varying the number of negative capacitance
taps shown in Fig. 3. Each tap can be enabled/disabled by
turning on/off the current sources (IN /IP ). PMOS current
sources (IP ) are added to provide all the current drawn by
the NMOS tail current source in the negative capacitance
stage so that enabling more taps of the negative capacitance
stages does not result in drawing dc current from the ACTLE
stage. Note that including the negative-Gm stage in each of
the programmable taps keeps ω1 constant independent of the
number of selected taps. Simulations indicate that the tunable
negative capacitance can be used to adjust peaking in the
high-frequency band (≈2.2 GHz) by up to 3 dB [see Fig. 4(c)].
Due to the separate knobs available for tuning the frequency

Fig. 5. DFE architecture.

response, CTLE can be optimized to compensate for various
channel loss profiles. The entire programmable space of the
CTLE transfer functions is shown in Fig. 4(d), where only the
extreme codes (0 and 3) for each tuning knob are shown for
brevity.

B. Decision Feedback Equalizer

Fig. 5 shows the block diagram of the proposed QDFE [2].
The interleaving factor of four (quarter rate) is dictated by
the power consumption considerations in the clock distribution
network. The QDFE contains four lanes (DQ0, DQ1, DQ2, and
DQ3) for data sampling and one lane (DQX ) for edge sam-
pling. The data path in each lane consists of a speculative first
tap and four direct-feedback taps, while the edge path consists
of only the speculative first tap. The feedback coefficients are
annotated as αi in the figure, and their values are set using
registers that were written using a scan chain. To meet the
critical timing constraints associated with the first (h1) and
second post-cursor (h2) taps, a bulk-biased CML slicer and a
merged mux/latch (MuxL) are adopted in the data lanes, and
their details are discussed in the following.

The stringent timing constraint associated with DFE’s first
tap is alleviated using speculation [12]. Simulations indicate
that this constraint could not be met using a sense-amplifier
flip-flop (SAFF)-based slicer because its delay exceeds 1 UI
in our process. Thus, the slicers are implemented using an
active-inductor-loaded CML latch topology [see Fig. 6(a)].
The speed penalty incurred by the additional differential pair
used to set the slicer threshold (α1) [13] is mitigated by setting
the threshold using the bulk potential of the input NMOS
differential pair [14], [15]. Simulations show that bulk biasing
can set the slicer threshold voltage in a range of ±110 mV
and reduce the slicer delay by approximately 20%. While this
improvement is significant, the bulk bias poses the risk of
unintentional forward biasing of the body–source junction of
the input devices. In [14], such risk is avoided by carefully
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Fig. 6. Slicer implementation details. (a) CML latch with active inductor
loads and bulk biasing for setting threshold voltage equal to post-cursor ISI.
(b) Bulk bias voltage generation circuit.

sizing the devices. However, this is highly sensitive to PVT
variations. In this work, we ensured that the bulk voltage can
never exceed the source voltage, VTAIL, using the bulk-bias
generation circuit shown in Fig. 6(b). The bulk-bias generation
circuit employs a negative feedback loop to ensure VDUMMY =
VTAIL. Consequently, even if all the current is steered to one
side, the bulk-bias voltage remains below the source voltage.

The delay of the data-selection mux also turned out to be a
significant bottleneck in meeting the speculative DFE timing
constraint in our process. The delay of the mux, implemented
using a PMOS switch pair, is typically much smaller than
the latch delay and can often be ignored. However, the slow
PMOS transistors in our process significantly increase mux
delay, making it a significant fraction of the available delay
budget. To alleviate this issue, mux and the latch are merged to
form a MuxL [16], as shown in Fig. 7. When CKN is high, tail
current is steered to the input differential pair and when CKP is
high (CKN is low), the current is steered to the cross-coupled
pair, which regenerates the output to full swing. Because the
selection is accomplished by current steering, MuxL alleviates
the speed penalty of PMOS devices.

Ideally, edge samples must also be equalized to nearly the
same extent as data samples for low-jitter operation [17]. How-
ever, this requires a complex power-hungry multi-tap edge-
DFE (XDFE). Therefore, we employed two techniques that
simplify the design of XDFE and reduce its power consump-
tion: 1) XDFE was implemented with only one speculative
tap and 2) edge samples are taken only once every 4 UI. The
power savings compared to the full-rate edge-sampling scheme
is about 78.8 mW. If the power savings from reduced DFE

Fig. 7. Schematic of the merged MuxL.

Fig. 8. CDR architecture.

loading were to be included, the estimated power saving can
be as much as 91.8 mW. The impact of these design choices
on the CDR will be quantified in Section III.

III. CLOCK AND DATA RECOVERY

The block diagram of the CDR circuit is shown in Fig. 8.
Using the eight data samples (D0–D7) and two edge sam-
ples (X0/X4) provided by the DFE, the CDR performs
reference-less clock recovery. The mode-select signal controls
the CDR’s mode of operation between frequency-locking
loop (FLL) and phase-locking loop (PLL). In the FLL mode,
UP/DN signals generated by frequency detector (FD) drive the
charge-pump (CP)-based integrator whose output is buffered
by a low-dropout (LDO) regulator and used as the supply
voltage to the voltage-controlled oscillator (VCO). The FLL
brings VCO’s oscillation frequency within the PLL’s pull-in
range. In the PLL mode, UP/DN signals generated by the
phase detector (PD) drive the CP-based integrator and the
VCO, thus implementing integral and proportional control,
respectively. Driving the VCO directly with early/late (E/L)
signals minimizes loop latency and decreases dithering jitter.
The VCO is implemented using a four-stage CMOS inverter-
based ring oscillator whose frequency can be tuned through
its supply voltage and the varactors present at the delay stage
outputs. The design details of the important building blocks of
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Fig. 9. Illustration of the concept behind frequency detection logic.

the CDR, namely, the FD, PD, VCO, LDO, and the circuitry
that interfaces the CP with the LDO, are described next.
The impact of bang-bang phase detector (BBPD) quantization
error, mismatches in the proportional path, and CP current
leakage on the CDR’s CID performance were analyzed and
found to have no significant effect.

A. Frequency Detector

Frequency detection is performed by leveraging the 12-UI
clock pattern training sequence that is defined in the interface
protocol. Referring to Fig. 9, the FD’s operating principle is
based on detecting transitions between data samples [D0, D2],
[D2, D4], and [D4, D6]. The corresponding digital circuit is
shown in Fig. 10, and an absence of a transition indicates that
the VCO is running fast, while the presence of more than one
transition means that VCO is running slow. Theoretically, there
is no upper bound on the magnitude of the frequency error
that can be detected. On the other hand, the lower limit of the
detection range is fVCO,init > (Data rate/20), where fVCO,init is
the initial VCO frequency. When fVCO,init = (Data rate/20),
the clock will sample the data every 5 UI. Because the FD
takes every other bit as input (D0, D2, D4, and D6), the
effective sampling period of the FD is 10 UI. The sampled
data exhibit a repeating 000111 pattern at this sampling
period, which erroneously indicates that the frequency error
is zero. Ideally, FD output is zero when the frequency error is
zero. However, in practice, the slicers could make erroneous
data decisions when the sampling clock is close to the data
transition edge. Even though such errors would have close
to zero mean (i.e., statistically an equal number of slow/fast
decisions), the mismatch between the up and down current
sources in the CP can cause the FLL to lock with a residual
frequency offset. Therefore, it is important to minimize the
current mismatch in the CP to ensure that the recovered
frequency is within the pull-in range of the PLL. The “mode-
select” signal in Fig. 8 was provided externally using the scan
chain. In practice, lock-detect (LD) and loss-of-lock-detect
(LOLD) functions are needed to automatically switch between
the FLL and PLL modes [18].

B. Phase Detector

Phase detection is performed with a conventional Alexander
BBPD [19]. Using the eight data bits (D0–D7) and two

Fig. 10. Schematic of the FD.

edge samples (X0/X4) produced by the data-DFE and reduced
complexity XDFE, respectively, the PD produces two sets of
E/L signals every 8 UI. As described earlier, partial cancel-
lation of ISI and down-sampling helps lower the power and
hardware complexity associated with phase detection but could
detrimentally impact CDR’s jitter performance. Simulations
indicate that the residual ISI present in h2.5-to-h5.5 taps of
the edge sample amounts to only 20% of the total ISI
power, i.e.,

∑5.5
2.5 h2

i ≈ 0.2
∑∞

1.5 h2
i . Consequently, reducing

the number of post-cursor taps in XDFE from 5 to 1 resulted
in only a slight increase in the ISI-induced recovered clock
jitter.

We now quantify the impact of down-sampling the edge
samples by calculating its effect on the PD gain, KPD. Typ-
ically, a sub-rate BBPD performs phase detection using N
edge samples and the corresponding data samples. It outputs
N E/L decisions that are converted into a three-level PD output
(±1, 0) using majority voting. The number of edge samples
considered by the PD, N , is equal to 8 for the conventional
case and equals 2 when edge samples are down-sampled by
four. The BBPD output (PDOUT) can be represented as

PDOUT = sign

(
N∑

m=0

Tm

)
(3)

where Tm denotes the mth E/L decision and can take one
of the three values: +1, −1, and 0, indicating early, late,
and no transition with probabilities of P(Tm = 1) = 0.5 p,
P(Tm = −1) = 0.5(1 − p), and P(Tm = 0) = 0.5,
respectively, where p ranges from 0 to 1 and its value is
determined by the sampling phase. Assuming that Tm is an
independent identically distributed random variable, the mean
of the PD output is equal to

E[PDout]
= P

((
N−1∑
m=0

Tm

)
> 0

)
− P

((
N−1∑
m=0

Tm

)
< 0

)

=
N∑

i=1

P

((
N−1∑
m=0

Tm

)
= i

)
−

N∑
i=1

P

((
N−1∑
m=0

Tm

)
= −i

)
(4)

where P((
∑N−1

m=0 Tm) = i) can be calculated using the
multi-nominal distribution as shown in the following for the
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Fig. 11. MATLAB-simulated mean PD output versus input phase error.

case i = 6 and N = 8 (no down-sampling):

P

((
7∑

m=0

Tm

)
= 6

)

= 8!
7!1! P(Tm = 1)7 P(Tm = −1)1

+ 8!
6!2! P(Tm = 1)6 P(Tm = 0)2

= 8(0.5 p)7(0.5(1 − p)) + 28(0.5 p)60.52. (5)

The ratio of the PD gains without (KPD,1 UI) and with
(KPD,4 UI) down-sampling can be expressed as

KPD,1 UI

KPD,4 UI
= d E[PDout,1 UI]/dφ

d E[PDout,4 UI]/dφ

= d E[PDout,1 UI]/dp

d E[PDout,4 UI]/dp
= 2.1 when p = 0.5. (6)

Equation (6) indicates that down-sampling reduces PD gain
by a factor of 2.1 when CDR is locked (p = 0.5).

CDR’s time-domain model, which includes imperfections
such as phase noise of the VCO and clock distribution
network, and CDR loop latency, was developed to verify the
accuracy of the above analysis and understand the impact
of reduced PD gain on CDR jitter performance. Simulation
results obtained from the model and shown in Fig. 11 indicate
that the simulated KPD,1 UI-to-KPD,4 UI ratio is slightly higher
(2.3 compared to the calculated value of 2.1) because of the
unaccounted residual recovered clock jitter in the above analy-
sis. The simulated recovered clock jitter (Fig. 12) shows that
partial edge equalization and down-sampling of edge samples
increase recovered clock jitter by only 0.2% and 0.7%UI,
respectively. The overall increase in the recovered clock jitter
is 0.9%UI, which is small enough to make significant power
savings offered by the reduced complexity XDFE attractive.

C. Low-Dropout Regulator

The high supply sensitivity of the CMOS inverter-based
VCO significantly degrades the CDR’s jitter performance.
An LDO is typically used to shield the VCO from supply per-
turbations and improve the CDR’s immunity to supply noise.

Fig. 12. Simulated histograms of recovered clock jitter.

Due to the CDR’s performance being most sensitive to VCO’s
supply noise near its bandwidth, LDO must provide adequate
supply noise rejection in the vicinity of the CDR’s bandwidth
(∼2 MHz) [20]. However, achieving such wideband power
supply rejection (PSR) with conventional LDOs is challenging.
To elucidate this issue further, consider the traditional LDO
shown in Fig. 13(a). Typically, such an LDO is stabilized
by making the pole at the output of the error amplifier
(EA), ωp1, dominant, which results in poor PSR at high
frequencies [21]. On the other hand, making the pole at the
LDO output, ωpo, dominant results in superior high-frequency
PSR at the expense of increased power consumption and
area [21]. In this case, ωp1 must be several times higher than
the unity gain frequency (ωUGF) of the loop to ensure adequate
phase margin. Satisfying this stability criterion (ωUGF < ωp1)
requires significant reduction of the EA’s gain. Consequently,
low loop bandwidth and small EA gain combined with the
large gate capacitance of the pass transistor (MP ) limit the PSR
to about −30 dB even with a quiescent current of 10 mA and
100-pF output capacitance (COUT). Unfortunately, this level of
PSR is inadequate to sufficiently suppress the VCO’s supply
noise.

Given the above drawbacks, we propose the LDO shown
in Fig. 13(b) that significantly improves the PSR (−40 dB
at 2 MHz). The proposed EA is composed of two amplifiers,
a low-gain wide-bandwidth EA (EAORIG) and a high-gain low-
bandwidth EA (EAADD), that operate in parallel. EAORIG is
equivalent to the EA used in a conventional LDO, and EAADD

is the auxiliary amplifier that provides additional gain needed
to improve PSR. A unity-gain buffer is added to shield the
EAs from the large gate capacitance of the pass device (MP ).
Since the buffer’s output impedance is low, the pole at the gate
node of the pass transistor, ωp3, is pushed to high frequency
and will be ignored in the subsequent analysis. Output voltage
VSUP is level shifted by VSHFT before feeding it back to the EAs
to ensure that both the VCO and the CP are optimally biased.
Further details are provided later in Section III-D. Please note
that all the simulation results shown have included the level
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Fig. 13. (a) Conventional LDO. (b) Proposed LDO.

shifter. Modeling EAORIG and EAADD as single-pole stages,
the transfer function of the EA can be written as

AEA(s) = AORIG

1 + s
ωp1

+ AADD

1 + s
ωp2

= (AORIG + AADD) + s(AADD/ωp1 + AORIG/ωp2)(
1 + s

ωp1

)(
1 + s

ωp2

)
(7)

where AORIG/AADD and ωp1/ωp2 represent the dc gain and
pole frequencies of EAORIG/EAADD, respectively. The Bode
magnitude plot of the EAs, output pass-transistor stage, and
the complete LDO loop is shown in Fig. 14. At dc, the loop
gain is equal to (AORIG+ AADD)APASS ≈ AADD APASS, which is
significantly larger than the loop-gain of a conventional LDO.
For ω > ωp2, loop-gain rolls-off at 20 dB/decade until the
frequency ωz = (AADD/AORIG)ωp2 at which point the gain
of EAADD falls below EAORIG. As a result, the loop gain
stays fixed at AORIG APASS until ω > ωpo. For ω > ωpo,
the loop gain again exhibits a first-order roll-off and crosses
unity gain (0 dB) at ωUGF. Based on this discussion, the
stability of the proposed LDO can be guaranteed by ensuring
ωp2 < ωz < ωpo < ωUGF < ωp1. When ωz � ωUGF,
the phase margin of the proposed LDO is the same as the
conventional design, while the low-frequency PSR is greatly
improved. To ensure this, EAADD and EAORIG are designed for
small and large gain–bandwidth (GBW) products, respectively.
Consequently, EAADD can be designed with negligible power
penalty. The simulated PSR of the conventional and proposed
LDO is shown in Fig. 15. The proposed LDO achieves better
than −40 dB PSR at 2 MHz (≈ CDR bandwidth) while
consuming less than 10 mA and COUT < 100 pF.

Fig. 14. Gain Bode plot of error amplifiers, pass-transistor output stage, and
the complete LDO.

Fig. 15. Simulated PSR plots of the conventional and proposed LDOs.

EAORIG and EAADD are implemented using a conventional
five-transistor and folded-cascode amplifier stages, respec-
tively. A critical challenge in the circuit realization of the
proposed LDO is implementing the wide-bandwidth summer
that adds EAs’ outputs. We overcome this challenge using the
circuit shown in Fig. 16 in which the EAORIG/EAADD outputs
are summed implicitly by feeding the output of EAADD to the
gate of tail current source of EAORIG. Because gain from VTAIL

to VEA is AV,TAIL ≈ −(gm3/2gm4,5), by superposition, total
EA gain equals, AEA = AORIG + AADD AV,TAIL. Note that the
biasing of EAORIG is unconventional. The sizes of M3, M4/5,
and MP (passing device) must be chosen carefully to ensure
that M3 is biased in saturation. Because the gain of EAADD is
large, the LDO can be simplified to Fig. 17, where EAORIG is
represented by its half-circuit. M3 will operate in saturation if

VOV,3 < VDS,3 = VREF − VTHN − VOV,1/2. (8)

By choosing (W/L)M3 = 2(W/L)M1/2 and VOV,3 =
VOV,1/2, 8 can be written as

VOV,3 <
VREF − VTHN

2
. (9)

Because M4,5 and MP form a current mirror, LDO’s nega-
tive feedback forces VTAIL such that

IM3 = f (VOV,3) = IMP ∗
(

W
L

)
M4,5(

W
L

)
MP

. (10)
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Fig. 16. Schematic of the EA.

Fig. 17. LDO schematic simplified for dc biasing.

Using (9) and (10), choosing the dimensions as shown in
the following ensures that M3 is biased in saturation(

W

L

)
M3

> IMP ∗
(

W
L

)
M4,5(

W
L

)
MP

/(
1

2
μN COX

(
VREF−VTHN

2

)2
)

.

(11)

D. LDO–CP Interface

The integral control voltage, VCP, can be used as the
reference voltage of the LDO, as shown in Fig. 8. However,
the desired nominal supply voltage of the VCO of 1.4 V is
relatively high (i.e., VCP = 1.4 in steady state), which makes
it very difficult to match PMOS and NMOS current sources of
the CP. Dynamic changes in the VCO supply voltage needed
to compensate for noise- and temperature-induced frequency
variations exacerbate the CP mismatch issue. Another chal-
lenge (not directly related to LDO or CP design) is the large
capacitor needed to guarantee a decent CDR phase margin.
For instance, to achieve a CDR bandwidth of 2 MHz with a
phase margin of 70◦, CCP of 875 pF is required, even with
a relatively small CP current of 5 μA, KPD = 1.6/rad, and
KVCO = 1 GHz/V. Both the CP current mismatch and large
capacitor area issues are addressed using the circuit shown in
Fig. 18. The output voltage of the LDO, VSUP, is equal to

VSUP = VREF + ISHFT RSHFT

≈ VREF + (
IB + GMS(VCP − VREF,CP)

)
RSHFT (12)

where GMS is the transcondunctance of the differential pair.
The tail current (2IB), reference voltage (VREF,CP), and resistor

Fig. 18. Schematic of the LDO–CP interface.

(RSHFT) are chosen such that VCP is forced close to 0.5 VDD in
steady state, thus minimizing the dynamic current mismatch
in the CP. Because interface circuit also reduces the effective
VCO gain by approximately GMS RSHFT, the size of CCP

can also be accordingly reduced. In the prototype, CCP was
reduced by almost 40% by making GMS RSHFT = 0.6.

E. Voltage-Controlled Oscillator

Fig. 19(a) shows the schematic of the four-stage pseudo-
differential ring VCO. The delay cell is implemented using
two CMOS inverters that are coupled by feed-forward resistors
(RF ) as shown in Fig. 19(b), to reduce the common-mode
gain and ensure differential oscillation [22]. The delay is tuned
by varying the load capacitance of the inverters. To this end,
two sets of capacitors, CTUNE/CPROP, are implemented where
CTUNE is used to tune the VCO’s free-running frequency to
bring it within the pull-in range of the CDR. CPROP is switched
ON/OFF by the E/L signals of the PD, thus implementing the
proportional control portion of the proportional–integral loop
filter.

It is desirable to make proportional path gain program-
mable to adjust CDR bandwidth and optimize the jitter
performance [23]. Such bandwidth tuning can be achieved by
making CPROP digitally programmable. However, the minimum
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Fig. 19. (a) Four-stage pseudo-differential VCO. (b) Schematic of the delay
cell. (c) Load capacitor implementation.

Fig. 20. Die photograph of the receiver.

CPROP step size that can be achieved (due to minimum size
limitation) in our process resulted in a VCO frequency step
of � fOSC ≈ 1 MHz, which translates to a change in
CDR bandwidth of �BWCDR = 2π KPD� fosc ≈ 1.6 MHz.
This coarse bandwidth tuning resolution is not adequate
and had to be improved. To this end, a 5× capacitor is
added, as shown in Fig. 19(c), such that the load capac-
itance is switched between 1× and 5/6×, resulting in a
6× improvement in tuning resolution. The VCO consumes
10 mA, and the spot phase noise at 1-MHz frequency offset is
−102 dBc/Hz.

IV. EMPERIMENTAL RESULTS

The prototype receiver was fabricated in a 180-nm CMOS
process, and its micrograph is shown in Fig. 20. It occu-
pies an active area of 0.75 mm2 of which CTLE, DFE,
and CDR occupy 0.0875, 0.158, and 0.475 mm2, respec-
tively. The receiver was characterized using a four-layer
printed circuit board (PCB) and different channels with vary-
ing amounts of IL (see Fig. 21). All the reported results
were obtained at a data rate of 5.2 Gb/s unless otherwise
specified.

The most lossy channel (Fig. 22) measured is a close mimic
to the worst case channel in a real display panel, its IL at
Nyquist is 29 dB and consisted of two-source PCBs and three
flat-flexible connectors (FFCs). The total PCB length is 27 in

Fig. 21. IL of the least and most lossy channels.

Fig. 22. Setup of the channel.

Fig. 23. Spectra of the recovered clock.

and the connector length is 4.74 in. The least lossy channel
consists of only one FFC and its loss is 6 dB. The CDR starts
in the FLL mode and acquires frequency lock while operating
with 12-UI clock-like data pattern. The accuracy of the FLL is
quantified by the measured recovered clock spectrum shown
in Fig. 23, which indicates that the residual frequency error
is less than 1 MHz. Upon frequency acquisition, the CDR
is switched to the PLL mode and BER was measured with
different pseudo-random bit sequences (PRBSs) provided by
an external BER tester without any transmitter pre-emphasis.
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Fig. 24. Phase noise plot of the recovered clock.

Fig. 25. JTOL measured under different channel loss conditions.

Without pre-setting the DFE coefficients, the CDR locked with
a BER of 10−4. With proper DFE setting, the receiver achieves
error-free operation (BER < 10−12) under all conditions
(PRBS7, PRBS15, and PRBS31 data), where the DFE tap
weights are found by manually sweeping the code. Ideally,
we must determine the optimal setting by plotting BER versus
the tap coefficient. However, it is very time-consuming to
measure small BER. Thus, each DFE tap is set to the average
of the two codes that achieved BER = 10−10.

The measured phase noise plot of the recovered clock is
shown in Fig. 24, and the integrated jitter (10 kHz–30 MHz)
is 5.73 ps. The measured jitter tolerance (JTOL) curves (BER
threshold of <10−10, PRBS 31 data, 95% confidence level)
measured under different IL conditions are shown in Fig. 25.
The JTOL corner frequency is about 3 MHz, which is close
to the expected jitter transfer bandwidth. The measured total
receiver power consumption is 216 mW. Because the entire
receiver is under a single voltage supply, we do not have a
measured power breakdown. In post-layout simulations, the

TABLE I

PERFORMANCE SUMMARY OF THE RECEIVER

CTLE, DFE, and the CDR consume 21.6, 131.4, and 63 mW,
respectively. Table I summarizes the receiver performance.
Compared to [2], the prototype receiver can operate with a
higher loss channel and provides embedded clocking func-
tionality without degrading the power efficiency.
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