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Abstract— A technique to mitigate timing errors induced by
power supply droops is featured. We propose an inverter-based
droop detector as well as dual mode logic (DML) to achieve
a droop-resistant timing response. The droop detector is
based on capacitor ratios and is thus less sensitive to
process/voltage/temperature (PVT) and to random offset than
the prior art. The DML can alter its power/performance ratio
based on the droop level input it receives from the detector, such
that the critical timings are preserved. A prototype instantiating
a demo of the scheme was fabricated in a TSMC 65 nm
process, incorporating a simultaneous three-level detector and
a DML-based ripple carry adder (RCA). The droop detector
consumes 62 µW, has a response time of 2 ns, and an accuracy
of 0.9% of Vdd, making it one of the fastest, most accurate, and
lowest power droop detectors in its class. The RCA can maintain
timing for voltage droops up to 400 mV. A potential supply level
reduction of up to 12% was demonstrated for the RCA, and a
similar reduction could be achieved with larger-scale DML digital
circuits as well.

Index Terms— Adaptive circuits, droop detector, droop
mitigation, dual mode logic (DML).

I. INTRODUCTION

THE supply voltage (Vdd) level of systems-on-a-chip
(SoCs) is a critical parameter that determines their power

consumption and performance. Typically, decoupling capaci-
tors of varying sizes are placed along the power delivery net-
work (PDN) on the board, the package, and the die to stabilize
Vdd across a wide frequency range. However, the combination
of these capacitors with the parasitic inductance of the PDN
may introduce resonant frequencies to the network. Typically,
three such resonances are observed, due to the respective res-
onances of the board, the package, and the die, at frequencies
ranging between 0.5 and 100 MHz [1], [2]. During current
surges, these inductive resonances may result in Vdd droops
at the corresponding frequencies.
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Traditionally, these droops were treated by the addition
of a guardband to the supply voltage [1], such that even in
the presence of a droop, the Vdd level is still sufficient to
enable the digital circuits to withstand the timing constraints
of the system. This method, however, imposes significant
additional power consumption [3], which scales with Vdd2 and
therefore with the square of the added guardband. Recently,
more power-efficient solutions have been suggested to detect
and mitigate such droops.

Droop detection techniques can roughly be divided into
the two categories of digital and analog. Digital detectors
typically translate droops to delay variations of logic gates.
Some of these detectors utilize a delay line whose delay
is dependent on the ac Vdd level [4]–[8], while others use
a ring oscillator [9], [10] to modulate the Vdd droops on
its output frequency. These solutions are fully digital and
therefore simpler to design and implement, and provide a
high-resolution indication of the supply level. The delay or the
frequency of these detectors, however, is also highly dependent
on other parameters, such as the dc Vdd level, temperature,
and aging, and thus require extensive backend characterization
and calibration across a matrix of these three dimensions. The
accuracy of these solutions is highly dependent on this 3-D
calibration as well as noise, which limits their utility in real-
time applications.

Analog detectors [3], [11] utilize an analog circuit, such
as a comparator, to determine when the Vdd crosses a
predefined threshold, which indicates a droop. For example,
Floyd et al. [11] utilize a precise voltage reference and four
parallel comparators to generate a four-level detection signal.
The analog detectors may only require calibration at one or
two temperatures but do require a precision reference voltage.

To mitigate the detected droops, previously proposed
methods include adaptive clocking [8], [11], instruction throt-
tling [6], and charge injection [4], [5]. During adaptive clock-
ing, the clock frequency is temporarily reduced to withstand
the larger gate delays during a droop. Instruction throttling
achieves a similar effect by delaying the execution of instruc-
tions, and charge injection temporarily increases the supply
level, for example, by un-gating additional power gates. A dis-
advantage of adaptive clocking and instruction throttling is that
they also temporarily reduce the performance of the device.
If the droops occur very frequently, this performance loss
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Fig. 1. (a) Block diagram of the droop detector top-level, comprising a parallel three droop levels detector, a filter, and a phase generator. (b) Transistor-level
diagram of the VCDA instantiated in the filter. (c) Diagram of the clock phase generator, consisting of one MBB circuit and two BBM circuits. (d) Schematic
of the detector’s offset comparator.

could be significant. A disadvantage of charge injection is
that it requires the power supply to be regulated on-die, and
cannot support an externally generated supply, for example.
Additionally, all of these solutions require the mitigation
scheme to tune a circuit, such as the PLL or the regulator that
typically serves multiple clients within the SoC. This may have
undesired outcomes for some of these clients. It also renders
the integration of the mitigation system more complicated,
as multiple end-cases and cross-effects have to be considered.

In this article, a novel droop-induced timing errors
mitigation system is suggested, which outperforms these
previous works in a few important metrics. The proposed
system comprises an inverter-based droop detector and dual
mode logic (DML) [12]–[18]. Compared to the prior art,
the detector is more accurate, consumes less power, more
process/voltage/temperature (PVT) independent, and does not
require 3-D characterization or precise analog references.
To mitigate the timing errors caused by the droops, the critical
paths are identified. Upon detection of droops, they alter-
nate between the static and dynamic DML operating modes,
which alter their delay, such that the timing constraints are
maintained. Compared to the prior art, this solution does
not degrade the performance of the system, does not tune a
global system property, and does not require a specific power
regulator, which makes it easier to implement. Additionally,
as DML introduces an enhanced power/performance tradeoff
relative to conventional CMOS, this solution also enables the
integration of these DML advantages into the system. A TSMC
65 nm prototype was manufactured and measured, consisting
of a droop detector and a DML ripple carry adder (RCA). The
droop detector demonstrated a >500 MHz droop frequency
detection coupled with a ±0.9% accuracy, and the RCA was
shown to tolerate droops of >200 mV at Vdd = 1.2 V with
no performance degradation.

The remainder of this article is organized as follows.
In Section II, the droop detector architecture and its modes of

operation are introduced. In Section III, the DML architecture
and its operation to achieve droop mitigation are explained.
Section IV provides the details of the manufactured proof-of-
concept prototype. Section V presents the measurement results
and Section VI discusses these results and compares them to
the prior art. Finally, Section VII concludes the article.

II. DROOP DETECTION BY OFFSET COMPARATORS

A block diagram of the proposed droop detector is presented
in Fig. 1(a). The detector employs: 1) a supply filter and
buffer; 2) three pairs of parallel-clocked offset comparators;
and 3) a clock phase generator. The detector’s input is the
Noisy Digital Vdd (NDVdd) and it outputs a 3 bit thermometer
code indicating the droop size, where a “000” indicates a ‘no
droop’ state and a “111” indicates a droop that exceeds the
highest droop threshold.

A. Supply Filter

The supply filter provides the nominal Quiet Digital
Vdd (QDVdd) value as a reference for the offset compara-
tors. It comprises a low-pass RC filter with a 10 KHz pole
(R = 1.5 M�, C = 10 pF), a decade below the lowest
anticipated resonance frequency [1], [2], and a unity-gain
buffer which drives its output to the comparators and charges
their capacitors. The unity gain buffer is a very-wide-common-
mode-range differential amplifier [VCDA, Fig. 1(a)] [19] fol-
lowed by a PMOS source follower, which was required due to
the VCDA’s high output impedance. The VCDA was selected
for its bias-less architecture, its wide common mode range,
and its low power consumption. The source follower drives
the current required for charging the capacitors at the inputs
to the offset comparators. A PMOS follower was selected due
to the required high output voltages. A 4.5 pF capacitor was
instantiated at the output of the buffer to filter the switching
noises of the comparators and avoid errors due to the limited
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Fig. 2. Simplified comparator diagram for each of its operation phases,
integration, and evaluation.

slew rate of the buffer. The bandwidth of the buffer with the
4.5 pF capacitor at its output ranges (in simulations) between
150 KHz and 10 MHz across PVT.

B. Offset Comparator

For the offset comparator [Fig. 1(d)], we propose a new
inverter-based comparator architecture. This comparator is
auto-zeroed for offset suppression and utilizes the C1/C2

capacitance ratio to achieve the required offsets. During its
integration phase (Fig. 2), ϕ0, it is auto-zeroed, with C2

charged to QDVdd minus the inverter trip point Vtrip, and C1

charged to Vtrip. In its evaluation phase, ϕ1, C1 is connected to
QDVdd and C2 is connected to NDVdd, such that the charge is
redistributed between the capacitors. By charge conservation,
the inverter trips if the droop size, i.e., QDVdd–NDVdd, equals
QDVdd· C1/C2. A higher droop size yields a “0” at the
comparator output. In other words, the comparator offset is
given by

Vos = QDVdd · C1

C2
. (1)

Note that the desired outcome of (1) is that VOS scales with
QDVdd, such that the offsets are a percentage of NDVdd.
The thresholds are tuned by switching the capacitance legs
of C2. A second inverter is instantiated after the auto-zeroed
inverter to provide additional gain and amplify the signal to the
logic levels. Both the inverters are identically sized to about
X4 of the minimum, and their layout is matched to suppress
mismatch.

This offset comparator architecture is less PVT-dependent
than the prior art since: 1) the inverter structure provides
a high gain across operation conditions and 2) C1 and C2

are MOM capacitors, which have a negligible leakage, a low
offset, and a virtually PVT-independent ratio. In addition, its
random offset is nearly eliminated by auto-zeroing. While the
second inverter is not auto-zeroed, its design and layout match
the first, and it is assumed that due to that and to the high
gain provided by the first inverter, the error introduced by its
trip-point mismatch is negligible.

For each of the three parallel thresholds, two comparators
are instantiated in parallel such that when one evaluates (ϕ1),
the other integrates (ϕ0), and the output of the evaluating com-
parator is selected. In the prototype discussed in Section IV,

Fig. 3. Timing diagram of the four phases at the output of the clock phase
generator.

three comparator pairs are used, but a user could implement a
different number as a function of the system’s requirements.

C. Phase Generator

The clock phase generator, in Fig. 1(c), utilizes a 10 MHz
clock and instantiates a make-before-break (MBB) circuit
followed by two break-before-make (BBM) circuits to produce
the four clock phases, ϕ0A, ϕ1A, ϕ0B and ϕ1B, required for the
two comparators. As depicted in Fig. 3, the two evaluation
phases, ϕ1A and ϕ1B, overlap by about 2 ns to mask tran-
sition effects between the integration and evaluation phases
and prevent a dead-zone in the output. The evaluation and
integration phases are separated by about 0.1 ns to prevent
discharge of the capacitors upon transition. In addition to
the four phases, this block also generates a synchronized
selector for the output multiplexors of the comparator pairs,
such that the output of the evaluating comparator is driven
to the detector’s output. Note that if leakage of the floating
node at the input to the comparator is of concern, the clock
frequency could be increased with no performance penalty
besides additional power consumption.

The entire detector is supplied by a quiet Analog Vdd
(AVdd), which is generally present in most systems as the IO
or PLL supplies [20]. Such requirement is common to almost
every droop detector which is not delay-based [3], [9]–[11].
It is also possible to add a simple voltage regulator to the
circuit as was done, for example, in [21] where a similar
auto-zeroed inverter was used in a temperature sensor.

III. DROOP MITIGATION BY DML

DML is a logic family which can switch between a
low-power static mode, and a high-performance dynamic
mode [12]–[18]. At the gate level, a generic DML gate consists
of a conventional static CMOS gate with an additional clocked
transistor for dynamic operation [Fig. 4(a) and (b)]. To enable
an interface between static and dynamic domains, DML gates
may also be implemented with a footer [Fig. 4(c)] or a header
[Fig. 4(d)] clocked transistor [12]. In the first phase of the
dynamic mode, the output is pre-charged (or pre-discharged)
by the clocked transistor and in the evaluation phase it is either
unchanged or discharged (charged). The network parallel to
the clock transistor is usually sized for minimum capacitance,
while the sizing of the complementary network is optimized
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Fig. 4. Topologies of DML. (a) Type-A unfooted. (b) Type-B unheaded.
(c) Type-A footed. (d) Type-B headed DML gates.

for speed. Compared to a conventional CMOS, this sizing
method reduces the input capacitance of the gate, such that
higher speed in the dynamic mode and lower energy con-
sumption in static mode are achieved. The DML design can
be mixed, such that only the most critical paths are placed in
the dynamic mode, while the rest of the gates save power in
the static mode [13]. The paths can also be segmented, so that
parts of the design can be gradually accelerated as needed
from the static to dynamic modes to transition from low power
to higher performance states. A critical path replica should
be utilized during this segmentation to obtain optimal pre-
charge/evaluation phases [4], [18]. The replica is entirely in the
static mode and its inputs are configured to trigger the critical
path, such that a signal toggling is observed at the output of
the appropriate segment according to the DML setting. One
example of a DML implementation is the 28 nm FD-SOI
multiplier-accumulator (MAC) presented in [13]. Comparing
to CMOS, this circuit provided an energy reduction of 35%
at the expense of 34% frequency reduction in the static
mode, and a 25% area reduction. In the mixed DML mode,
it outperformed the CMOS speed by 46% and reduced its
energy per operation by 9%. Additionally, in this circuit, only
4% more area is required for a critical path replica.

In this work, the above DML advantages are utilized
to mitigate the timing errors resulting from supply voltage
droops. The core idea is that the dynamic mode under a lower,
or drooped, supply level, is at least as fast as the static mode
under a higher, or undrooped, supply level. This enables the
mitigation of droops by switching selected critical-path gates
to the dynamic mode during a droop, such that timing con-
straints are maintained, and the circuit output is uncorrupted.

To enable effective droop mitigation, only the required gates
are switched to the dynamic mode during the droop. This
is done by identifying the critical timing paths and only
accelerating the gates in these paths. Gradual acceleration
is enabled by adopting the DML segmentation above. The
identified paths are segmented, such that during a small droop,
only some of the gates are accelerated by switching to the
dynamic mode, but during a larger droop, more gates are
accelerated. These critical paths could be identified using
standard timing tools.

Fig. 5. Flowcharts describing (a) design of the DML droop mitigation and
(b) acceleration decision algorithm, executed in every clock cycle.

A flowchart of the overall proposed design process is
presented in Fig. 5(a). First, a digital block is designed with
DML gates and the requisite operation frequency is selected.
Then, the nominal operation (no droop) is configured. The
critical timing paths are identified and some of the DML
gates in these paths are switched to the dynamic mode to
enable operation at the required frequency. Finally, operation
in the droop condition is determined. For a given nominal
supply level (DVdd) and droop size, the critical paths are
identified, and the level of acceleration is determined, such
that during a droop, more gates in the critical paths are in
the dynamic mode than in the nominal condition. A lookup
table (LUT) is populated with the required acceleration levels
for each DVdd and droop size. A flowchart of the correction
algorithm is presented in Fig. 5(b). On every rising edge of the
system clock, the thermometric 3 bit output of the detector is
sampled. This input is considered together with the LUT data,
to determine a cycle-specific acceleration mode. This DML
acceleration mode is driven to two blocks: first, to the main
DML circuit where it controls the gates’ states, and second,
to the replica where it selects the correct DML clock.

In [13], a MAC was demonstrated which could be acceler-
ated in the dynamic mode to 46% faster than CMOS. If a
droop-aware approach had been implemented, part of this
acceleration could be used to match the performance of a
CMOS MAC, while the rest could have compensated for
droops.

IV. PROOF-OF-CONCEPT PROTOTYPE

A system-level block diagram of the prototype is shown
in Fig. 6(a). Droops are generated by an on-die droop inducer,
which is a design-for-test circuit. NDVdd feeds a DML 128 bit
RCA and is driven to a droop detector. The generated droops
are sensed by the detector, which drives its output, “odetector,”
to the DML control block, which also receives the LUT data,
“lut_data.” This block determines the level of acceleration
of the DML gates in the RCA, according to the droop size
and the corresponding LUT value. The acceleration setting,
“DML_mode,” is driven to the replica, where it selects the
replica-generated clock signal, and to the RCA device under
test (DUT) itself, where it controls the states of the individual
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Fig. 6. (a) Block diagram of the droop mitigation scheme. (b) Schematic
timing diagram depicting droop detection and mitigation.

TABLE I

DROOP DETECTOR CAPACITORS AND OFFSETS

DML gates. A〈127:0〉 and B〈127:0〉 are the inputs to the
RCA, driven by the test environment. They are sampled by
the system clock on each rising edge and driven to both the
replica and the RCA DUT. The output of the DUT is also
sampled on the rising edge, and the data is driven to the test
environment to verify its correctness.

The parallel three-level droop detector, as in Fig. 1(a),
detects the induced droops and outputs a 3 bit thermometer
code, indicating the droop size. The thresholds of the three
detectors are configurable, and set according to the value of C2,
as in (1). Table I depicts the capacitor sizes and the thresholds
for each comparator pair. The thresholds are the design targets,
calculated by substituting the capacitor values in (1). The trim

Fig. 7. (a) DML 128 bit RCA block diagram. The RCA comprises 128 DML
FAs which are segmented into four segments, to enable acceleration in steps
of 25%. (b) Transistor-level block diagram of a Type A DML single-bit
full adder.

value of each pair is independent of the other pairs. Overall,
the thresholds of the detector lie between 2.6% and 16.7% of
the QDVdd.

The logic DUT is a 128 bit DML RCA. The RCA is seg-
mented into four independent DML clock domains, such that
five different DML clock modes (fully static, 25% dynamic,
50% dynamic, 75% dynamic, and fully dynamic) can be
enabled, to achieve gradual acceleration. The 128 bit DML
RCA, depicted in Fig. 7(a), is composed of 128 DML Type-A
and Type-B interleaved full adders (FAs) propagating through
a carry signal. The critical path of the RCA is obtained when a
carry signal propagates through all the adders, thus, the Mirror
FA [22] implementation was used. A generic Mirror FA is
composed of two parts, the Sum, for summation, and the
Cout, for the carry out calculation, both of them inverted.
A transistor-level implementation of a single mirror DML
FA in Type-A is presented in Fig. 7(b). The DML FA is
based on the architecture of a CMOS mirror FA, with an
additional clock transistor in parallel to the pull-up (Type-A)
or pull-down (Type-B) networks of the Cout part, to boost
the critical path. This facilitates a precharge (for Type-A) or
pre-discharge (for Type B) of the carry signal during the clock
pre-charge phase, such that during the evaluation phase the
carry signal is changed, if needed, according to the inputs.
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Since this FA implementation delivers the inverted value of the
carry, for an RCA structure it reduces the critical path delay by
eliminating one inverter for each FA. However, the use of the
mirror adders requires inverting the inputs for even FAs and
inverting the outputs for odd FAs in the RCA implementation.

To allow for proper DML operation in the partially dynamic
modes, footed or headed DML gates [Fig. 4(c) and (d)] are
used at the interface of each DML clock domain. Additionally,
the partially dynamic modes are designed such that the static
gates precede the dynamic gates, so that the propagation
through the static gates occurs during the pre-charge of the
dynamic gates. Note that in this demo, the entire logic DUT
is a critical path and the phase-generating replica is a copy of
the DUT in the static mode, and therefore doubles its area.
In most systems, such as the MAC in [13], the replica would
only include critical paths, which are a small percentage of
the total system, and its area overhead should be considerably
smaller. For example, in [13] the area of the gates in the critical
paths is only 4% of the design’s area. The DML RCA lies
between registers, so that the result needs to be obtained within
a single tunable clock cycle.

The 3 bit thermometer code is driven from the detector to
a DML control circuit. The DML control utilizes this code,
together with the input from a LUT, to determine the required
DML clock mode, such that the RCA is accelerated based
on the droop detector’s output to preserve the circuit’s fre-
quency. Because the droop detector output is not synchronized,
the DML control is sampled every clock cycle, such that the
acceleration level of the DML remains constant throughout the
cycle. The correction is thus accomplished within a resolution
of one clock cycle. The LUT is preloaded with the acceleration
values for different droop sizes and DVdd values, based on
worst-case delay measurements across temperature.

The timing diagram in Fig. 6(b) depicts an operation
example of the prototype. It assumes that according to the
LUT, once odetector〈0〉 is “1,” the DML is accelerated to
25% and once odetector〈1〉 is “1,” the acceleration is 50%.
Upon a rising edge of sys_clock, the odetector is sampled
and DML_mode is set, which determines DML_clock. Note
how the precharge phase of DML_clock, in green, changes
due to the dynamic settings: for 25% dynamic it is longer,
since the precharge phase represents the delay of 3/4 of the
gates (which are in a static mode), while for 50% it is shorter
as it represents the delay of only 1/2 of the gates. For 0%
dynamic, a precharge phase is not required as no gates are in
dynamic mode. Eventually, this operation results in a correct
summation at Sum〈128:0〉.

A droop inducer was integrated to enable prototype test-
ing. The inducer is capable of generating square droops,
with controllable duration and size. For clarity, the duration
of the droop is denoted as its width, and its size is also
denoted as its depth. Fig. 8 presents a block diagram of the
inducer, which comprises an analog multiplexer that switches
between two external supplies and is controlled by one of
two controllable-width pulse generators. The supply with the
higher level, VddH, represents the nominal NDVdd and the
supply with the lower level, VddL, represents the drooped
NDVdd. During an induced droop, NDVdd switches from

Fig. 8. Droop inducer, comprising an analog mux which switches
between two external Vdds. The mux selector is a variable length pulse,
starting at 2 ns.

Fig. 9. Die micrograph and layout screenshots of the droop mitigation
prototype, fabricated in TSMC 65 nm process node.

VddH to VddL and back to the VddH. The mux selection
signal is a variable-width pulse generated by one of two
mechanisms. The first is based on a variable delay which can
apply pulses from 2 to 20 ns in steps of 2 ns, and the second is
a down counter, which counts the cycles of a 100 MHz clock
and can impose droops of 10 ns or longer in steps of 10 ns.
This structure makes it possible to control both the width of
the droop, by changing the selection pulse width and the depth
of the droop, by tuning the analog inputs of the mux. The fast
transition to droops, about 100 ps (simulated) enables accurate
testing of the delay of the detector. The mux structure enables
thorough characterization of the detector and the mitigation
system across a wide and controlled range of droops.

V. MEASUREMENT RESULTS

A demonstration of the droop mitigation system was
designed and manufactured in TSMC 65 nm. A die micrograph
and the layout of the prototype are shown in Fig. 9. Several
chips were measured across a temperature range of −10 ◦C to
90 ◦C, an AVdd range of 1–1.4 V, and a DVdd range of 0.6 V
to AVdd-0.1V. Since the filtered NDVdd is buffered by the
unity gain buffer which is fed by AVdd (Fig. 1), a 100 mV
difference must be maintained between AVdd and DVdd to
prevent an offset in the buffer output.
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Fig. 10. Measured droop detector thresholds (trip points) across three chips
relative to the design target.

Fig. 11. Measured droop detector thresholds (trip points) including the errors
from all error sources: A/DVdd, temperature, noise, and mismatch.

A. Stand-Alone Droop Detector

Fig. 10 presents the design target, given by the capacitance
ratio calculated by (1) and in Table I, relative to the measured
droop detector thresholds across the three chips, measured at
a nominal condition (40 ◦C, AVdd = 1.2 V and DVdd = 1 V).
It shows that the chip-to-chip and chip-to-target distributions
are tight. The maximal chip-to-chip difference is 1.4% of
DVdd, and the maximal chip-to-target difference is 1.1% of
DVdd. Since there are multiple thresholds per comparator, this
difference can be calibrated at a single temperature.

The sources of inaccuracy of the detector include charge
injection from the switches to the capacitors, thermal noise,
Vdd/temperature variations, and gain mismatch. For 0.8 V ≤
DVdd ≤ 1.1 V, these errors accumulate up to ∼0.9% (7 mV)
ambiguity of the comparator trip-point, i.e., its threshold. If the
DVdd range is extended down to 0.6 V, the error increases up
to ∼2.3% (14 mV), in part due to offsets in the buffer and
in part since when the DVdd is lower, a given error in mV
translates to a larger percentage error. The measured total error
of the detector is presented in Fig. 11, for step #2 of each of
the three sub-detectors in one of the measured chips. For each
DVdd value (x-axis), the error across all the measured range
of AVdds and temperatures is presented. The colored bands
around the curves represent the temperature-related error only,
which translates to an error of up to 0.43% in the worst case,
for DVdd = 0.6 V. The total error is given in Fig. 11 in
the error bars. The largest error contributor is the decreased

Fig. 12. Measured oscilloscope waveforms depicting the detection of a 2 ns
droop. Droop-inducing pulse (top). Detector (comparator) output (bottom).

Fig. 13. Measured minimum detectable droop width across AVdd and
temperature. For AVdd ≥ 1 V, the entire required droop frequency range
is covered.

comparator gain for AVdd = 1 V. In addition, simulations
of skewed Si, which was not available for us to measure,
demonstrate a low error of up to 2.2% across PVT. In the
worst-case PVT, the leakage-induced degradation at the input
to the comparator was about 1.5 mV during the 10 MHz clock
period. Monte Carlo simulations show an error with a standard
deviation of 0.35% of DVdd. Note that relative to the design
target, no favorable error direction, either positive error or
negative, could be observed in the measurements (Fig. 11).
This indicates that the contribution of deterministic offsets,
such as charge injection or parasitic capacitances, is minor.

In order to measure the speed of the detector, the delay
time and the minimum detectable droop width were tested.
As mentioned, the minimum droop width that the droop
inducer was capable of producing was 2 ns. This can char-
acterize the most important droops which are generally less
than 100 MHz [1], [2]. In Fig. 12, oscilloscope waveforms of
detection of a ∼2 ns droop are presented. The top waveform
is the pulse that generates the droop, i.e., the “select” signal
of the analog supply multiplexer in the droop inducer (Fig. 8).
The bottom waveform is the output of the droop detector.
Note that due to a limited probing functionality, the transient
waveform of NDVdd could not be captured. The minimum
detectable droop widths across AVdd and temperature are
charted in Fig. 13. For AVdd ≥ 1 V, the detector was capa-
ble of detecting the entire required droop frequency range.
The delay times of the detector are depicted in Fig. 14
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Fig. 14. Measured droop detector delay for varying droop sizes.

Fig. 15. Measured droop detector power break-up for AVdd = 1 and 1.2 V.

across AVdd and temperature and for varying droop depths.
Cross-PVT simulations for droop size of 20 mV above the
threshold show delay that varies between 1.1 and 2.7 ns for
AVdd = 1.3 V, where simulations of typical material show
a delay of 1.7 ns, very close to the measured delay at that
condition, about 2 ns. The measured power consumption of
the detector for typical material at 40 ◦C ranged from 22.7 μW
for AVdd = 1 to 62.6 μW for AVdd = 1.2 V, as in Fig. 15.
Simulated power consumption of skewed Si for the entire
detector (three comparators, filter, and clocking) across voltage
and temperature, ranged from 16.1 μW (SS, −10 ◦C, 1 V) to
116 μW (FF, 110 ◦C, 1.2 V). There is a clear tradeoff between
power and speed demonstrated here, where for AVdd = 1.4 V
the delay was less than 2 nS when the droop depth was more
than 15 mV above the threshold, whereas for AVdd = 1.2 V
the delay increased to about 2–3 nS and for AVdd = 1 the
delay was 5 nS (Fig. 14). This is a result of the improved
inverter–amplifier bandwidth.

B. DML RCA

To characterize the RCA, the adder was tested across the
applicable DVdd and temperature range. For each DVdd,
temperature, and DML acceleration setting, the delay time
of the RCA was measured. This was done by gradually
decreasing the clock cycle time until an erroneous response
was captured in the output FFs. The results for T = 40 ◦C
are depicted in Fig. 16. For each DVdd between 0.6 and
1.2 V, the delay decreased by roughly 10× between the 0%
and 100% dynamic mode. It should be noted that a target
delay could be obtained for different power supplies by an
application of different DML clock modes. This demonstrates

Fig. 16. Measured RCA delay time for varying DVdd and acceleration
settings.

TABLE II

PROTOTYPE LUT

Fig. 17. Measured maximal correctable droop size from the DML RCA
perspective. While these values exceed the detector’s threshold by up to X2,
the robustness of the DML as a droop mitigator is demonstrated.

the potential of DML gates in mitigating droops, as discussed
in Section III. To derive the LUT, for each DVdd, the reference
frequency was set to be the frequency in the fully static mode.
The cross-temperature measurements were considered, and the
worst-case required acceleration was utilized for each DVdd
and anticipated droop size. The LUT of the required DML
accelerations for different DVdd’s and anticipated droops is
presented in Table II. Note that the non-monotonicity is due
to the different trim levels of the three comparator pairs.

According to these measurements, the maximal correctable
droop was calculated for each DVdd level, as presented
in Fig. 17. Droops as high as 33% could be corrected for
DVdd = 1.2 V. While these droop sizes may exceed realistic
anticipated droops as well as the droop detector’s highest
threshold, they demonstrate the robustness of the DML droop
mitigation concept.



604 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 57, NO. 2, FEBRUARY 2022

Fig. 18. Simulated waveforms of the RCA and the mitigation system (Fig. 6)
when the mitigation is enabled and the correct sum is obtained, and when it
is disabled and incorrect sum is sampled.

C. Droop Mitigation System

In this prototype, it is assumed that the required operating
frequency is the fastest frequency that the fully static mode
can support. This selection provides the lowest energy con-
sumption for each additional operation. A simulated example
of the operation of the mitigation system is provided by the
waveforms presented in Fig. 18, which is a simulation of the
system in Fig. 6. In this example, a 150 mV droop was injected
and two scenarios were simulated. In the first, the mitigation
system was enabled and in the second it was disabled. The
clock period was set to 85 ns, the delay of the RCA when
no droop is present, such that if the mitigation was disabled,
the RCA’s delay exceeds the clock period and an incorrect sum
was sampled. Observe how when the mitigation was enabled,
DML_mode was switched from “000” to “010” while when
it was disabled, it remained “000.” The inputs to the RCA
are set to trigger the critical path, where “A〈127:0〉” is “all 1”
and “B〈127:0〉” is “00…001.” Fig. 18 presents the sampled
version of A and B, after the flip-flops. When the mitigation is
enabled, the correct summation result, “100…00” was sampled
on “sum〈128:0〉” (blue waveform), while when it is disabled,
an incorrect result is sampled (red waveform).

To measure the overall scheme performance, different droop
depths and LUT values were applied, and the fraction of
dynamic gates required to compensate for each given droop
was found across the range of correctable droops. The results
are presented in Fig. 19. Droop sizes larger than the maximal
detectable droop size are also correctable, at the expense
of larger power consumption during lower size droops. For

Fig. 19. Measured required LUT values of acceleration for % droop across
DVdd and temperature to stand given droop sizes.

example, assume that the threshold of the detector is set to its
maximum, 16.7% of the DVdd, and the required acceleration
to withstand this droop size is 75% dynamic, as is the case
for DVdd = 1.2 V. At this acceleration, droops of up to 25%
DVdd could be corrected. A user, however, may wish to correct
droops of 30% as well, and could set the LUT to accelerate to
100% dynamic when the 16.7% threshold is crossed, and his
target is thus achieved at a tradeoff of excessive acceleration
and power for droops of 16.7%–25% of DVdd.

To calculate the achievable power reduction of the DML
RCA, the operation frequency was assumed to be the maximal
frequency for DVdd = 1 V in the fully static mode. The
benchmark for power reduction is the RCA power consump-
tion when no mitigation is available. In this case, the minimal
required DVdd of 1 V is increased by the maximal anticipated
droop size, as well as 25 mV additional guardband. For
example, if droops of up to 100 mV are anticipated, the
required DVdd is 1.125 V. When a droop mitigation system is
available, the minimal DVdd is not increased by the maximal
droop size, but a larger guardband is required due to the
minimum detectable droop size, so the DVdd equals 1 V +
50 mV guardband. The power savings are the differences
between the power consumptions for the higher and lower
DVdd’s for the anticipated droops. The results are depicted
in Fig. 20. If the anticipated droops are 15% of the DVdd,
a 35% power reduction can be achieved.

Fig. 20 also depicts the potential power reduction if the RCA
is operated in 25% or 50% dynamic mode, to enable faster
operation frequency. Note that negligible power increases
occur in the dynamic mode because of the lower voltage
during the droops (e.g., an additional power of only 0.7% was
measured as a result of the transition of 50% of the gates to the
dynamic mode for NDVdd = 1.05 V and Droop = 150 mV).

VI. DISCUSSION

A performance summary and a comparison to the recent
prior art are presented in Table III. The DML mitigation
scheme does not degrade the digital logic’s performance, as do
adaptive clocking and instruction throttling, and the DVdd
and power reduction enabled by this scheme are the largest
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TABLE III

PERFORMANCE SUMMARY AND COMPARISON WITH PRIOR-ART. (A) DROOP MITIGATION SYSTEM. (B) DROOP DETECTOR

Fig. 20. Measured power savings of DML RCA versus the maximal antici-
pated droop size for various non-droop operation modes: static, 25% dynamic,
and 50% dynamic.

presented in the literature. The proposed scheme exhibits the
lowest detector area, the lowest detector power, and the highest
detector accuracy. The delay time is comparable to the prior

art, despite the fact that this work is in older technology. Prior
detectors that rely on delay measurements require complex
3-D characterization across the dc voltage, temperature, and
aging conditions. This droop detector is insensitive to these
factors and only requires a calibration point at a single tem-
perature to compensate for a random mismatch. In addition,
the detector does not require a precision external reference as
do other analog works, except for a quiet analog supply which
generally exists in any system.

Although the measured demo represents a simplified droop
mitigation system, the concept can be adapted to a complete
system. Note, first of all, that the droop detector was not
simplified, and a user could adjust the number of comparators
and the thresholds according to needs.

In a full system, implementation aspects of the replica
should be considered. First, in this demo, the replica doubled
the power consumption of the RCA in the static mode since the
entire RCA is a critical path. However, in a fully functional
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system, the replica will only be a small percentage of the
gates and will operate in the static mode alone. For example,
the MAC presented in [13] had only 4% of the gates in its
critical path. Therefore, it is assumed that critical path replicas
would add roughly 3%–5% to the power and area of the
primary DML circuit.

Additionally, the replica in this demo provided the same
delay of the original path as it was an exact copy of the
RCA. In more complex circuits, special care has to be taken
during the replica design. An insufficient precharge phase may
result in an increased overall path delay and an incorrect result,
while a too long precharge phase results in an increased delay
and reduced performance. The replica should comprise the
same logic gates as the original path with similar loading
gates, and interconnects as similar as possible for maximal
matching across PVT. To confirm an error-free operation, it is
recommended to slightly increase the replica’s delay such that
random mismatch may not result in an insufficient precharge
phase. An analysis of replicas designed for the three most
critical paths of [13] showed a delay difference of up to 2%
between the replicas and the paths (without interconnects) and
demonstrated the applicability of this method.

Clocking area and power are also overheads of DML. The
clock switch increases the output capacitance of the gates
and a distribution network must be implemented for the clock
signals. However, as was previously shown [13], the benefits
of the sizing reduction of the DML gates in terms of area and
power are greater than the price paid for the clock distribution.

In multi-core, large SoCs, droops are not only temporal
but also spatial. For example, one core could experience a
droop while others not. To address this, multiple mitigation
systems may have to be instantiated in a single SoC, where
each includes a detector, DML gates and replicas, and DML
control. This case would be similar for most prior-art solutions,
where multiple detectors would have to be instantiated. In this
respect, the proposed detector is advantageous over the prior
art, since it is the smallest, lowest power and requires a
relatively simple calibration compared to most of the prior
art (especially delay-based detectors). From the mitigation
standpoint, some of the other solutions may be globally imple-
mented at the circuit level. For example, adaptive clocking
may be able to adjust a single clock source, if it is applied
to the entire chip. The proposed mitigation may have to be
instantiated separately in each sensitive area. While this is
more complex to design at the circuit level, it may be simpler
to integrate at the global SoC level. When a global property,
such as a clock frequency, is changed, multiple implications
and end-cases have to be considered, whereas the integration
of the DML is seamless from that perspective.

VII. CONCLUSION

Supply droops may result in a major increase in the power
consumption of modern SoCs, since a voltage guardband is
required to maintain timing. Recently, droop detection and
mitigation schemes have been proposed which make it possible
to decrease this guardband and significantly reduce the power
consumption.

In this article, a droop detection and error mitigation scheme
was proposed that outperforms previous schemes. This scheme
comprises a droop detector and a mitigation system. The
core of the detector is a novel inverter-based, auto-zeroed
offset comparator, whose offset is determined by the ratio
of MOM capacitors and scales to the DVdd. The detector
filters the noisy Vdd to generate a clean reference, such that
an external accurate analog reference is not required. This
offset comparator architecture, to the best of our knowledge,
was never introduced before in droop detectors. Its advantages
over prior comparator-based droop detectors are the following:
1) it compares the noisy Vdd to its nominal value, which
is easy to achieve using a filter. It does not require any
external accurate reference; 2) it relies on the capacitors’ ratio,
which makes it less sensitive to PVT; and 3) it is compact,
mismatch resistant, and low power. An additional advantage
over digital, delay-based droop detectors is that it does not
require a complex 3-D calibration (across temperature, supply
voltage, and aging).

The mitigation system utilizes DML gates that can switch
either to static mode (slow) or to dynamic mode (fast) on the
fly. A digital design based on DML gates can maintain a given
performance target during droop events. During droop events,
the critical timing paths can adopt a proper configuration in
which segments of the critical timing paths switch from the
static to dynamic mode, to maintain delay time and avoid
timing errors. This mitigation approach directly modifies the
logic gates instead of modifying a global SoC property, making
it easier to integrate. In addition, it does not degrade the
performance of the system, even temporarily.

A prototype manufactured in TSMC 65 nm demonstrated
the applicability of the proposed scheme. This prototype
incorporated a detector capable of detecting three tunable
droop thresholds simultaneously, with a DML RCA. Accurate
and fast detection was shown, with a worst-case accuracy
of ±0.9% of DVdd and a delay time of 2 ns, better or similar
to the prior art. The power and area of the detector, 62 μW
and 2 M F2, respectively, were substantially lower than the
prior art. The manufactured mitigation scheme, comprising the
detector and the RCA, was shown to mitigate errors caused by
droops as high as 16% of the DVdd, with a potential DVdd
reduction of 12%. The mitigation concept demonstrated by
the RCA may be adopted to larger scale digital circuits and
still provide similar power improvement by following the same
design principles.
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