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Abstract— This article presents the implementation of a
novel 22-Gb/s energy-efficient optoelectronic receiver architecture
in 65-nm CMOS for short-reach optical communication. The
receiver incorporates four sub receivers with a two-bit integrating
resettable front-end in each sub receiver. The inputs to two of
the four sub receivers are optically delayed by one bit and two
complementary quarter-rate clock phases are used to completely
recover the data. The two-bit integrating low-bandwidth front
end replaces the full-bandwidth transimpedance amplifier used
in conventional optoelectronic receivers, resulting in improved
energy efficiency. The low-bandwidth operation is enabled by
using a capacitor at the input and by amplifying the two-bit
integrated voltage with low-bandwidth voltage gain stages that
require a bandwidth of only 35% of the operating data rate. The
receiver performs a 1:4 demultiplexing operation by only using
two quarter-rate clock phases instead of the four phases that
are conventionally used in a quarter-rate clocking system. This
clocking scheme reduces complexity while maintaining the same
timing margin of the quarter-rate systems. This two-clock phase
system is enabled by optical delay lines and splitters. The receiver
is experimentally validated with a 1550-nm photodetector array
wire bonded to the four inputs. The electronic part of the receiver
achieves error-free transmission (BER < 10−12) at 22 Gb/s with
an energy efficiency of 1.43 pJ/bit and an average sensitivity of
−7.8 dBm (or −6.2 dBm optically modulated amplitude) with a
1.09-V supply.

Index Terms— Demultiplexing, integrating-type receiver,
low-power electronics, optical interconnects, optical receiver.

I. INTRODUCTION

W ITH the explosive growth in data demand caused by
streaming and cloud services, the multiplication of

large data centers, reducing the power consumption and the
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cost of short-reach optical transceivers while increasing their
speed and scalability, has become critical. As CMOS technol-
ogy scaling is becoming more advanced, a larger number of
transistors can be placed in a given area. One challenge in
CMOS scaling is the analog front end on the receiver side,
where, conventionally, a transimpedance amplifier (TIA) is
used to convert the photocurrent into a voltage while providing
low input impedance to the photodetector (PD). Conventional
TIAs are bulky, power hungry, and do not scale well with
technology. This is because, at higher speeds, a high-gain
core amplifier (or a multistage amplifier) is needed, leading
to increased power consumption and resulting in TIAs with
large size. Consequently, there has been a recent interest in
developing optical receivers that do not require conventional
TIAs but instead use low-bandwidth techniques [1]–[13].
Those low-bandwidth receivers can be divided into three
categories: integrating front-end receivers [1]–[5], resettable
receivers [6]–[10], and decision feedback equalizer (DFE)-
based receivers [11]–[13].

In integrating front-end receivers, a capacitive front end is
used to integrate the photocurrent, and a decision is made
based on the value of the integrated voltage. The receiver
by Palermo et al. [1] employs a double sampling technique
in which the integrated voltage difference is used to resolve
the value of the bit. This approach suffers from consecutive
identical digits (CID) induced issues that cause the voltage
difference to decrease when identical bits are received. The
receiver by Nazari and Emami-Neyestanak [2] mitigates the
CID issue by introducing a dynamic offset modulation (DOM)
circuit. However, charge sharing between the sampling capac-
itors and the input capacitance degrades the sensitivity of the
receiver. Saeedi and Emami [3] resolved the issue of charge
sharing by introducing a low-bandwidth TIA at the input of
the chip, decoupling the sampling capacitor from the input
capacitance and thus improving sensitivity. The same group [4]
employed advanced packaging techniques to reduce parasitic
capacitance at the input, leading to further improvements in
sensitivity. The second receiver category is resettable receivers
employing a reset to discharge the capacitor before integrating
the next bit [6]–[10]. This technique resolves the issues
associated with CID at the cost of stricter timing require-
ments and an incomplete bit integration in [6]–[9], leading
to degraded sensitivity. The receiver in [10] addressed the
incomplete integration period by interleaving four data paths
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Fig. 1. Integrating front-end receiver. (a) Simplified receiver architecture with the four clock phases �1 to �4. (b) Voltage at the input of the sampling
circuit when the sequence 1110 is received. �vx (x = 1, 2, 3, 4) is the voltage difference between two consecutive samples. (c) Basic operation of the DOM
in the receiver to compensate for CID. The red arrows indicate the offset generated by the DOM circuit to compensate the �v shown in part b and clamp
the voltage difference to ±�vmax/2.

but requires a wideband input stage, a common-mode feedback
(CMFB) circuit, and four clock phases for proper operation.
The third approach in [11]–[13] uses DFE or speculative DFE
to compensate for bandwidth reduction at the input. These
approaches have either a critical timing requirement for the
feedback or increased complexity with the number of taps in
the speculative DFE implementation.

In this work, a resettable two-bit integrating front-end
receiver is demonstrated in order to resolve issues associated
with CID and charge sharing present in integrating front-end
receivers. The proposed architecture also relaxes the timing
requirements of the reset signal in resettable receivers, and
requires, as a result of the use of optically interleaved inputs,
only two quarter data rate clock phases (provided externally
in this work). Thus, there is no need for complex circuits to
correct duty cycle and phase, which are critical for quarter-rate
operation at high-speeds relying on quadrature clock genera-
tion [14]. Therefore, the proposed quarter clocking scheme is
more energy efficient and has a wider time margin compared
with full-rate and half-rate clocking schemes [15].

This article is organized as follows: in Section II, integrating
type front-end receivers and resettable receivers’ architectures
and their limitations are discussed. Section III details the
proposed time-interleaved optical receiver with a two-bit inte-
grating front end. More specifically, the receiver architecture,
operation, analysis of the front end, noise analysis, and tran-
sistor implementation are presented. Section IV discusses the
experimental validation of the receiver. Finally, Section V
summarizes the work and compares it to other published
receivers.

II. LOW-BANDWIDTH RECEIVER ARCHITECTURE

A. Integrating Receiver Front-End

The front end of the integrating receiver is shown
in Fig. 1(a). The junction capacitance of the PD and input
capacitance, CIN, and a resistor, R, form a low-frequency pole
at the input that integrates the photocurrent into a voltage
signal. The voltage signal is then sampled every unit interval
(UI) using four clock phases and sampling capacitors, CS ,
as shown in Fig. 1(b). The voltage difference, �vx (x =
1, 2, 3, 4), between samples is used to resolve the bit. If �vx >
0, the bit is determined to be a binary “1” and is considered as

a binary “0” for �vx ≤ 0. Assuming that the capacitor is fully
discharged at the beginning of the process (i.e., t = 0), �v1,
�v2, and �v3 can be written as the following for a sequence
of three consecutive binary ones (i.e., 111).

�v1 = RIpd

�
1 − e− Tb

RCIN

�
(1)

�v2 = RIpd

�
1 − e− Tb

RCIN

�
· e− Tb

RCIN = �v1 · e− Tb
RCIN (2)

�v3 = �v2 · e− Tb
RCIN (3)

where Ipd is the peak PD current and Tb is the bit period.
Note that ±�v1 is the largest possible difference between the
two samples (i.e., �vmax) when a binary 1 is received when
the capacitor is discharged. The voltage difference becomes
smaller as more identical bits are received, challenging the
receiver as the comparator will need to make a decision based
on this smaller voltage difference. It is possible to mitigate this
issue by introducing a DOM [2] circuit. The DOM modifies
the sense amplifier offset such that the inputs of the comparator
are maintained to a constant voltage difference, as shown in
Fig. 1(c). The offset is indicated by the red arrows in Fig. 1(c).
It can be shown that the voltage difference when DOM is
employed is [2]

�vDOM = 1

2
RIpd

�
1 − e

−T b
RCIN

�
= 1

2
�vmax. (4)

The achievable �vDOM is half of the maximum possible
voltage difference, �vmax. Thus, the comparators need to be
able to resolve this reduced voltage difference at all times.

Charge sharing at the input is an issue in integrating front-
end receivers. The total charge is shared between CIN and
four of the eight sampling capacitors, CS . This degrades
the receiver sensitivity. A photodiode with a junction (input)
capacitance larger than the sampling capacitance can be used
to mitigate this. This way, most of the charge is stored in the
junction capacitance for subsequent sampling as expressed by

QIN = CIN

CIN + 4Cs
Qtotal (5)

where QIN is the charge stored in the input capacitance,
CIN, and Qs is the charge stored in the sampling capacitors,
Cs . Qtotal is the total charge at the input. Based on (5),
there is a minimum required size for the photodiode for
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Fig. 2. (a) Resettable receiver architecture operation and timing diagram showing the integration for 0.5 UI and reset for 0.5 UI. (b) Current-amplifier-based
receiver architecture showing two interleaved paths and sampling using two phases (� and �̄) and a delayed version of the two phases (�d and �̄d). (c) Timing
and operation of the current-amplifier-based receiver showing the reset (0.25 UI), sample (0.75 UI), and hold phases (1 UI). (d) Integrate-and-dump receiver
showing four interleaved paths. It utilizes four clock phases (�1,�2, �̄1, and �̄2). (e) Timing and operation of the integrate-and-dump receiver showing the
four phases: internal reset, external reset, integrate, and hold.

proper operation. However, the signal-to-noise ratio (SNR) is
inversely proportional to the size of the junction capacitance,
and a large junction capacitance degrades the sensitivity of the
receiver. The SNR is approximated by

√
SNR ≈ �

IpdTb/CIN
�
/
��

kT/CIN

�
= IpdTb√

CINkT
(6)

where k is the Boltzmann constant, T is the temperature,
and Ipd is the peak photocurrent. A solution to the charge
sharing issue is to use a low-bandwidth TIA that decouples
the junction capacitance from the sampling capacitance [3].
However, this requires an additional circuit at the input of the
receiver.

The third challenge for this approach is the possible over-
loading of the integrator with long-running CIDs. A possible
solution is adding a shunt resistor at the input to prevent
this overloading at the cost of thermal noise injection at the
input.

B. Resettable Receiver, Current-Amplifier-Based Receivers,
and Integrate-and-Dump Receiver

Resettable front-end receivers [6] and current-amplifier-
based optical receivers resolve the processing issue related
to CID and charge sharing. These design approaches also

mitigate the potential issue of overloading of the integra-
tor present in integrating front-end receivers by periodically
resetting the input capacitance. The operation of a resettable
receiver is shown in Fig. 2(a). This implementation uses a
full-rate clock letting the input capacitor charge for 0.5 UI
and then discharges for 0.5 UI. Only half of the maximum
charge is stored across the capacitor affecting sensitivity.
This implementation requires fast sample and hold and slicer
circuits to sample and resolve the half-integrated bit before
the capacitor is reset.

Current-amplifier-based optical receivers, shown in
Fig. 2(b), alleviate these issues by introducing a dual-path
current amplifier [7]–[9]. The cycle of operation lasts two
UIs, as shown in Fig. 2(c). This allows for more time for
the latch to regenerate the output. Moreover, this type of
receiver improves the integration time by allocating 0.75 UI
for bit integration time instead of 0.5 UI. Only 25% of the
bit charge is lost due to the 0.25 UI reset pulse. The duration
of the reset pulse is 10 ps at 25 Gb/s requiring careful design
and proper phase alignment. Longer reset pulses degrade
sensitivity, while shorter ones are more difficult to achieve
and may result in an excess residual charge. Moreover,
process variations can adversely impact such short pulses.

To address the incomplete integration period, the integrate-
and-dump receiver, shown in Fig. 2(d), was proposed in [10].
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Fig. 3. Proposed receiver architecture and operation. (a) Block diagram of the four sub receivers and connection to the optical blocks with the delayed scheme
used. Inset: Single-pole PD model [7]. (b) Timing diagram showing the operation of the receiver and the two phases of operation. (c) Voltage integration
(�v) at the front end for all possible input values when the bandwidth of the PD is higher than 0.7 of the data rate. The rightmost part shows an overlay of
all �v possibilities. (d) �v when the bandwidth of the PD is lower than 0.7 of the data rate.

The receiver has a wideband current amplifier at the input
followed by four low-bandwidth transimpedance amplifiers,
one in each of the four data paths. The four data paths are
time interleaved and have four phases of operation, shown
in Fig. 2(e), described next for one of the data paths. The
first phase is the internal reset that begins when �1 = 1 and
�2 = 0. In this phase, the input and the output of the amplifier
are connected through a switch resetting those nodes. The next
phase is the external reset phase when both switches are high.
The integrated phase is next and starts when �1 = 0 and
�2 = 1. In this phase, the current from the current amplifier
is integrated. Finally, in the hold phase when �1 = 0 and
�2 = 0, the integrated voltage is held for sampling by the
latch.

This approach addresses the short reset pulse issue of the
current-based-amplifier but requires wideband input stages and
four clock phases to achieve a 1:4 demultiplexing operation.
The receiver also requires the CMFB circuit to ensure that the
input and the outputs of the low bandwidth TIAs are properly
reset. Moreover, the hold period is 1 UI, which may limit the
speed at high-data rates.

III. PROPOSED TIME-INTERLEAVED RECEIVER

A. Architecture and Operation

The time-interleaved two-bit integrating receiver proposed
in this work is shown in Fig. 3(a) along with the timing
diagram of operation in Fig. 3(b). On the transmitter side,
the bit pattern B = [B1 B2 B3 . . . .BN ] is precoded into the
data pattern D = [D1 D2 D3 . . . .DN ] using the following
relationship:

Dk = Bk ⊕ Dk−1. (7)

This precoding is derived from the five-level polybinary
signaling for spectral efficient data links and adapted here for
two-level signaling [16]. On the receiver side, bit pattern B can
be recovered from received data pattern D using the following
equation:

Bk = (Dk + Dk−1)modulo 2 = Dk ⊕ Dk−1. (8)

Thus, the decoder on the receiver side is simply an XOR

logic gate. The benefit of employing this algorithm is that the
bit pattern B is recovered from the received signal D without
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considering bits from previous operation cycles. This coding
prevents error propagation between cycles.

The optical input signal is divided using a passive optical
splitter and interleaved in time using optical delay lines. The
inputs of sub receivers 2 and 3 are delayed by a one-bit
period, Tb, relative to sub receivers 1 and 4. This passive
operation of splitting and delaying the light can be performed
using silicon photonic (SiP) technologies, as described in the
Appendix. The light is then coupled to a PD array of four
PDs, which are wire bonded to the four sub receivers. At the
front end, to maximize the sensitivity of the receiver, the input
capacitance, CIN, is used as the integration capacitor without
adding a capacitor on-chip. Only the top metal layer is used for
the pads to reduce the input capacitance. The input capacitance
is used simultaneously as both the integrating and sampling
capacitor in order to resolve the charge sharing issue.

The operation of the receiver starts by integrating the
photocurrent for two UIs over an initial fully discharged input
capacitance. At the end of the integration phase, a switch is
used to discharge this capacitor. The duration of the reset
phase is two UIs. There are four possible waveforms over
the integration period corresponding to the four possible
combinations of the integrated bits: 00, 01, 10, and 11. These
four waveforms are shown in Fig. 3(c) when the bandwidth
of the PD is high and in Fig. 3(d) when the bandwidth if
the PD is limited and well below the data rate. The resulting
triangular overlay of all possibilities (i.e., eye diagram) at
the input is shown on the rightmost side of both Fig. 3(c)
and (d). This triangular waveform represents the symbols at
the input of the front end. Since the symbol rate is at half
the data rate, all of the following stages can halve their
bandwidth requirements compared to full-bandwidth systems.
Conventionally, an analog front end requires a bandwidth of
at least 70% of the data rate. In the proposed low-bandwidth
receiver, the bandwidth requirement can be relaxed down to
35% of the data rate. The two-bit symbol is amplified using
two voltage gain stages. While there are four front-ends in the
proposed receiver as opposed to one in a conventional receiver,
the power consumption of the front ends remains similar to
that of a single-front-end operating at full-rate. This is because
the bandwidth required is halved. The first order voltage gain,
AV , of a single stage is given by

AV = gm × Rd

1 + s Rd CL
(9)

where gm is the small-signal transconductance, Rd is the
drain resistance, and CL is the load capacitance. Meanwhile,
the bandwidth, ωs , is given by

ωs = 1

2π Rd CL
. (10)

For a given gain, if the bandwidth is halved from 0.7×
data rate to 0.35× data rate, then Rd can be doubled and
gm can be halved. Since gm ∝ √

I d , the power is reduced
to 1/4 of that of a conventional receiver in the 0.35×
data rate case compared with a full-rate front end. It should
be noted, however, that this scaling reduces the overdrive
voltage, Vod ≈ 2Id/gm , of the amplifiers. This creates a power

consumption-linearity tradeoff. While the receiver in this
demonstration still operates in the linear region, as described in
Section III-D, care should be taken if this approach is scaled
further to ensure that the amplifiers remain in the linear region
of operation. It should also be noted that since the clock
generation circuitry power consumption is expected to be
lower in the proposed architecture due to the reduced number
of clock phases required, this scaling can be beneficial in
terms of power consumption compared with conventional front
ends.

The integrated symbol is fed to two current-mode logic
(CML) flip-flops consisting of two CML latches. Each latch
is clocked with two complementary quarter-rate clocks (�
and �̄), providing a 1:4 demultiplexing operation. Only two
quarter-rate clock phases are needed as opposed to four in
conventional receivers to carry out the 1:4 demultiplexing
operation. This eliminates the need for duty cycle and quadra-
ture detection/correction circuits found in quarter-rate clock
generation circuits while still benefiting from the wide timing
margin offered by the quarter-rate operation. The two outputs
of the two CML flip-flops are then fed to two differential pairs
used as CML-to-CMOS converters, followed by two D flip-
flops. Finally, the two outputs are fed to an XOR logic gate
for decoding, as described by (8). The output of the XOR gate
is then buffered to drive the measurement equipment, which
represents a load RL of 50 �.

B. Analysis of the Integration

The front end of the receiver integrates two bits leading to
four possible waveforms [Fig. 3(d)]. We derive the expression
for these waveforms while considering the PD as a first-order
single-pole low-pass filter with a bandwidth given by ω. The
model of the PD is shown in the inset of Fig. 3(a) [7]. The
integrated voltage is given by

�v = 1

CP

� 2Tb

0
ipd(t)dt . (11)

The photocurrent for the case of D1 D2 = [00] is zero. For
D1 D2 = [01] the photocurrent is given by

i01(t) = Ipd
�
1 − e−ω(t−Tb)

�
, t ∈ [Tb, 2T b] (12)

where Ipd is the PD peak current. The expression for the
photocurrent for the case of D1 D2 = [10]

i10(t) = Ipd
�
1 − e−ωt

�
, t ∈ [0, Tb]

i10(t) = Ipd
�
1 − e−ωTb

�
e−ω(t−Tb), t ∈ [Tb, 2Tb]. (13)

Finally, for the case of D1 D2 = [11], the photocurrent is
given by

i11(t) = Ipd
�
1 − e−ωt

�
, t ∈ [0, 2T b]. (14)

Assuming an infinite extinction ratio, the average optical
power, Pavg, is related to the peak current through the respon-
sivity, Rpd, as

Ipd = 2Rpd Pavg. (15)
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At t = 2Tb, �v00 = 0 for D2 D1 = [00]. For
D1 D2 = [01]�v01 is given by

�v01 = 2Rpd Pavg

CIN

�
Tb − 1

ω

�
1 − e−ωTb

�	
. (16)

For D1 D2 = [10], �v10 is given by

�v10 = 2Rpd Pavg

CIN

�
Tb − 1

ω

�
1 − e−ωTb

� × e−ωTb

	
. (17)

This equation takes into account the exponential decay
of the current when transitioning from one to zero during
the second bit period.

Finally, for D2 D1 = [11], �v is

�v11 = 2Rpd Pavg

CIN

�
2Tb − 1

ω

�
1 − e−2ωTb

�	
. (18)

From (15), a PD with high responsivity and small junction
capacitance is desirable for optimal sensitivity. Moreover,
the current is integrated over a full UI (Tb) in (16) or two full
UIs (2Tb) in (17) and (18), as opposed to the 0.5 Tb and 0.75
Tb used in resettable receiver front ends and current-amplifier-
based receivers, respectively. It can also be shown that �v01 is
equal to �v11 −�v10 from the three �v equations, (16)–(18).

For the cases where the integration period is 0.75 Tb, �v is

�v0.75T b = 2Rpd Pavg

CP

�
0.75Tb − 1

ω

�
1 − e−0.75ωTb

�	
. (19)

For a quantitative assessment of the improvement in �v, the
ratio of the �v(�v01 or �v11 − �v10) of the proposed over
v0.75T b is plotted versus different PD bandwidths (in terms of
data rate) in Fig. 4. This ratio is given by

�v01

�v0.75Tb

= ωTb − �
1 − e−ωTb

�
0.75·ωTb − �

1 − e−0.75ωTb
� . (20)

This analysis is verified through simulations using the
single-pole PD model shown in the inset of Fig. 3(a). This
model is used to compute the simulation points presented
in Fig. 4. Fig. 4 indicates that there is an improvement
factor of 1.55 at a frequency (ω/2π) f = 0.35/Tb (half the
conventional bandwidth), corresponding to an improvement
of 3.8 dB in receiver sensitivity. As expected, with higher PD
bandwidth, the improvement factor decreases until it reaches
the final value of 1.33, corresponding to the ratio of the
integration periods (1 UI/0.75 UI). As lower bandwidth PDs
tend to be more cost effective, the proposed receiver shows
an improvement in sensitivity with those PDs, as indicated
by Fig. 4. Moreover, there is a factor of two improvements
over the DOM integrating front-end receiver corresponding to
a 3-dB optical sensitivity improvement as indicated by (3),
excluding splitting and delay line losses. This is because the
front end always resets before integrating.

C. Noise in the Two-Bit Integrating Front-End Receiver and
Input Capacitance Impact on SNR

The SNR ratio at the input, taking into account the noise
variances of the two voltage gain stages (σA1 and σA2) and the

Fig. 4. Ratio of �v01/�v0.75Tb versus PD bandwidth (in terms of bit duration)
in the case of the proposed receiver over that of the current-amplifier-based
receiver.

Fig. 5. Simulated SNR versus CIN showing improvement with a smaller
capacitance.

comparator (σC), which were ignored in (6), is given by

SNR =
⎛
⎝ �v01�

kT
CIN

+ σ 2
A1 + σ 2

A2 + σ 2
c

⎞
⎠

2

. (21)

In the proposed approach, the gain of the first two gain
stages is increased at the expense of bandwidth. The main
noise contributions come from the two voltage gain stages and
the input capacitance at the input. The noise of the comparator
is attenuated by the gain of the two voltage gain stages,
as indicated by Friis formula for noise, and, thus, can be
ignored. Consequently, (18) can be approximated by

SNR ≈
⎛
⎝ �v01�

kT
CIN

+ σ 2
A1 + σ 2

A2

⎞
⎠

2

. (22)

The value of kT/CIN + σ 2
A1 + σ 2

A2 was simulated within
the bandwidth of the receiver and for different CIN. Moreover,
�v01 is simulated with a peak photocurrent of 100 μA at
20 Gb/s. The simulated SNR is plotted in Fig. 5. As expected,
smaller junction and parasitic capacitances result in a better
SNR, which enhances sensitivity. To reduce the capacitance,
the parasitic capacitance at the input is reduced by removing
the intermediate metal layers in the bond pads and reducing
their size. Indeed, packaging can have a significant impact on
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Fig. 6. Detailed circuit implementation of one of the four sub receivers in the proposed receiver. The input is wire bonded to a PD.

sensitivity. Wire bonding is the most common optoelectronic
packaging technique, and we use it here. Flip-chip of the
electronic receiver onto the photonic chip can be used with thin
copper pillars to significantly improve the sensitivity [3], [4].

D. Detailed Circuit Implementation

A detailed circuit implementation of one of the sub receivers
is shown in Fig. 6. An nMOS switch is used to discharge the
input capacitance at the end of the integration cycle. A shorted
pMOS transistor is used for carrier injection cancellation of
the nMOS transistor. This is done to avoid having a residual
charge in the integration capacitor. The size of the pMOS is
half the size of the nMOS. The size of the nMOS switch is
minimized to reduce its contribution to the input capacitance
while being kept large enough to reliably discharge the input
parasitic capacitance. The nMOS and the pMOS switches are
clocked by the two complementary clock phases. The two-bit
integrated voltage is then amplified by two inductively peaked
cascode voltage gain stages. Inductive peaking increases the
gain-bandwidth product of the receiver. This enables the
receiver to provide more gain for a given bandwidth as
compared with when inductive peaking is not used, and thus,
improves the sensitivity of the receiver. The two stages are AC
coupled to allow for optimal biasing. The low cutoff frequency
of the AC coupling capacitor is designed carefully to allow
for PRBS 7 and PRBS 15 measurements. The value of the
coupling capacitor is kept small (80 fF) to reduce capacitive
parasitic loading at the output of the gain stages. To compen-
sate for the small value of the coupling capacitor CC , the value
of R is increased, and a low-cutoff frequency of 750 kHz is
maintained. It can be shown that a large value of R and a
small value of CC results in a negligible noise contribution
to the input-referred noise and does not affect the sensitivity
of the receiver [17]. The low cutoff frequency ensures that
the bit patterns [01] and [10] completely overlap, as shown
in Fig. 3(c), even at data rates as low as 5 Gb/s, assuming that
the PD bandwidth is high enough. In addition, AC coupling
prevents low-frequency supply noise injected at the output
node of the first amplifier stage to be injected into the second
stage. Moreover, any in-band noise injected at the output of
the second stage is divided by the gain of the two stages
when referred to the input. Fig. 7(a) shows the simulation
results for the small-signal voltage gain of the two gain stages.

The gain stages have a bandwidth of 12 GHz with a peak
gain of 11 dB. The bandwidth is overdesigned to be 0.4 of
30 Gb/s. In practice, the receiver is limited to 22 Gb/s because
of the limited switching speed of the CML latches due to the
technology node. The bandwidth can be relaxed to 7.7 GHz
(0.35 × 22 Gb/s) without impacting the functionality of the
receiver. An important design consideration is the linearity
of the gain stages as the receiver needs to process multilevel
signals. Fig. 7(b) shows the simulated signal power at the
output of the two amplifier stages versus the power at the input.
The input-referred 1-dB compression point is at −13.4 dBm.
It should be noted that the x-axis shows the RF power at
the input of the amplifier stages, not the optical power. The
optical power corresponding to the 1-dB compression point is
estimated to be of −7.66 dBm using (18). Thus, the receiver
operates in the linear region since the optical power at its
input is limited to −7.8 dBm (sensitivity) at 22 Gb/s, which is
below the optical power required to drive the receiver into the
nonlinear region of operation. The input-referred third-order
intercept point (IIP3) is simulated using the two-tone test and
is −4.15 dBm, as shown in Fig. 7(c). The IIP3 corresponds
to a peak voltage of 200 mV (138 mVrms) at the input. The
calculated optical power required to generate this voltage is
−3.4 dBm assuming a PD responsivity of 0.7 A/W, a total
input capacitance of 160 fF, and that a pair of “1”s is received
at 20 Gb/s. Considering that this optical power is relatively
high, the receiver is considered to have good linearity, espe-
cially since it needs to process only two integrated bits. With
a simulated input-referred voltage noise of 0.9 mVrms and
an IIP3 of 138 mVrms, the spurious-free dynamic range is
calculated to be 29 dB using (23).

SFDR = 2

3
(IIP3(dBm) − Noise power(dBm)). (23)

The amplified voltage is fed to two CML flip-flops. Each
flip-flop consists of a master CML latch followed by a slave
CML latch. A CML topology minimizes kickback noise in
comparison to CMOS latches. The two voltage gain stages fur-
ther reduce residual kickback noise from the latches. The CML
latches used here are clocked with quarter-rate clocks allowing
more time for the latches to fully regenerate. In this prototype,
each of the two CML flip-flops is fed with two externally
applied reference voltages, Vref1 and Vref2, for comparison with
the signal. This allows the tuning of the comparators in each
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Fig. 7. Simulations of the two amplifier gain stages. (a) AC simulation gain of the amplifier stages. (b). Output power of the two amplifier stages versus
the input power. The input-referred 1-dB compression point is −13.4 dBm. (c) Two-tone test showing the fundamental and the third-order harmonic powers.
The IIP3 is at −4.15 dBm.

Fig. 8. Micrograph of the fabricated chip occupying 1.5 mm × 1.5 mm and
wire bonded to a 1 × 4 PD array with a 250-μm pitch.

of the sub receivers to account for process variations. Two
differential pairs are used at the outputs of the slave CML
latch to further boost the output voltages and interface with
two digital D flip-flops.

The differential pairs operate at a quarter data rate and are
designed to have a high gain at this low speed, consuming
less power. One output of each of the two differential pairs is
connected to a D flip-flop. The two outputs of the D flip-flops
are connected to an XOR gate for decoding, according to (8).
Finally, the output of the XOR gate is connected to a buffer to
drive the measurement equipment.

IV. EXPERIMENTAL RESULTS

The receiver is implemented in 65-nm CMOS technology.
Fig. 8 shows a micrograph of the receiver along with the
wire-bonded 1 × 4 PD array. The receiver is measured in two
steps: 1) a single sub receiver measurement shown in Fig. 9 (a)
and 2) a full system measurement shown in Fig. 9(b). The
continuous light (CW) from a 1550-nm laser is connected to
a polarization controller and then modulated using a Mach–
Zehnder modulator (MZM) at 10, 16, and 22 Gb/s with a
PRBS 7 or PRBS 15 sequence from a pulse pattern generator.
The output power of the modulator is controlled using a
variable optical attenuator (VOA). A mechanically tunable
optical delay line (ODL-330 by Santec Corporation, Komaki,
Japan) is used to align the system clock and the data. This
delay line has a delay tuning range of 400 ps with a reso-
lution of 0.2 ps. Thus, it was possible to have exactly one
unit-interval delay in these measurements. The delay line is

followed by a 90:10 power splitter, where 10% of the output
is connected to a power meter for monitoring, while 90%
of the signal is connected to one of the PDs in the 1 × 4
PD array (DO309_20um_C3_1 × 4 by Global Communica-
tion Semiconductors, LLC, Torrance, CA, USA). A bit error
rate (BER) measurement is done by changing the optical
power applied to the chip through the VOA and recording
the BER for each input power. The eye diagram is recorded
with a digital communication analyzer (DCA). The measured
BER curves are shown in Fig. 10(a) and (b) for PRBS 7
and PRBS 15 inputs, respectively. The electronic receiver
achieves an average sensitivity of −7.8 dBm at 22 Gb/s with
a PRBS 7 sequence and −6.7 dBm with a PRBS 15 sequence
for a BER less than 10−12. The extinction ratio is measured
to be 8 dB, and thus, the corresponding optical modulation
amplitude (OMA) is calculated to be −6.2 dBm OMA for
a PRBS 7 sequence. The measured quarter-rate eye output
diagram at 5.5 Gb/s is shown in Fig. 10(c).

To validate the tolerance of the receiver to timing variations
in the optical delay lines, the bathtub curve is measured at
22 Gb/s, as shown in Fig. 10(d). The receiver shows a timing
error tolerance of approximately 0.1 UI (i.e., 4.5 ps) at 22 Gb/s.
Note that it is possible to reliably design integrated optical
delay lines with a delay error of fewer than 3 ps, as outlined
in the Appendix.

The proper operation of the complete system is confirmed
by verifying correct deserialization, crosstalk levels, and mea-
suring power consumption. In the setup shown in Fig. 9(b),
the modulated light of the MZM is amplified using an
erbium-doped fiber amplifier (EDFA). The output of the
EDFA is then filtered using a bandpass optical filter centered
around 1550 nm, followed by a VOA. The output of the
VOA is connected to a 10:90 coupler for monitoring, after
which the 90% output is sent to a 1:4 optical splitter with a
6.5-dB insertion loss. Each of the four outputs of the splitter is
connected to a mechanically optical delay line (ODL-330 by
Santec Corporation) with a reported insertion loss of 1.5 dB.
The delays are adjusted to Tb according to the scheme shown
in Fig. 3. In a final implementation, these delay lines are
replaced with silicon-photonic delay lines, as described in
the Appendix. A fiber array couples the light to the 1 × 4
PD array. The BER is measured at 22 Gb/s with a PRBS 7
input and shown in Fig. 10(e) in comparison with single-
channel measurements. There is a degradation of 1.3 dB
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Fig. 9. Measurements setups. (a) Single-sub receiver measurements setup. (b) Full-system measurement setup.

Fig. 10. Measurements results. (a) BER curve for PRBS 7 input. (b) BER curve for PRBS 15 input. (c) Quarter-rate eye diagram of 5.5-Gb/s output.
(d) Bathtub curve at 22 Gb/s. (e) BER curve comparing single-channel operation with full-system operation and crosstalk penalty at 22 Gb/s and with a
PRBS 7 sequence.

due to crosstalk between the PDs. To mitigate this, the on-
chip spacing between the PDs could be increased, or ground
bond wires acting as shields could be placed between the
PDs. The speed of the receiver is limited to 22 Gb/s by the
switching speed of the CML latches as opposed to the front
end. With an implementation in a more advanced technology
node or a monolithic process, the operating speed is expected
to improve.

The circuit dissipates 87.6 mW from a 1.09-V power supply.
The core of the receiver consumed 31.6 mW or 36% of
the power and both clock phase buffers. The output buffer
dissipated 56 mW (64%) and required to drive the 50-�
terminated measurement equipment. The resulting energy-
efficiency, excluding the output buffer, is 1.43 pJ/bit.

V. DISCUSSION

The proposed technique successfully eliminates charge shar-
ing and CID issues associated with integrating-type receivers
and the need for short reset pulses present in current
amplifier-based receivers. It also allows for an integration
period of more than 1 UI as opposed to 0.75 UI in reset-
table receivers. It also uses only two clock phases to per-
form a demux-by-four as opposed to four required in other

architectures. There are, however, some tradeoffs present in
the proposed technique. The first tradeoff is in the system-level
additional optical insertion loss. In this initial demonstration,
the excess optical losses are 8 dB with 6.5 dB associated
with the splitting of the optical signal and 1.5 dB from
the optical delay lines. It is possible to reduce these losses
by implementing the splitter and the delay lines using SiP
technology. As explained in the Appendix, the delay line loss
can be as low as 0.07 dB, and the optical couplers can be
designed to balance the power at the PDs. Thus, the total
optical loss could be reduced to 6 dB.

A full-bandwidth system utilizes twice the bandwidth
required by the proposed system, and thus, has twice the
integrated noise. The sensitivity of the proposed system is,
theoretically, 3 dB below a full-bandwidth system operating at
the same data rate due to the excess insertion loss of the delay
lines. Moreover, as indicated by (17), the front end boosts the
sensitivity of the electronic part of the receiver by 3.8 dB when
the bandwidth is 0.35× data rate in comparison with a current
amplifier-based receiver and by 3 dB in comparison with
the integrating front-end receiver. As a result, the sensitivity
of the proposed receiver is only 2.2 and 3 dB below these
systems, respectively, considering the 6-dB optical losses.
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TABLE I

COMPARISON WITH THE STATE-OF-THE-ART

To compensate for this degradation in sensitivity, advanced
forward error correction codes can be used [18], [19]. Alterna-
tively, as indicated by (19), reducing the junction capacitance
of the PD and the parasitic capacitance at the input can have
a significant impact on the sensitivity. It is estimated that
the front end here has a total input capacitance (junction +
parasitic) of 160 fF. Flip-chip packaging with thin copper pil-
lars [3], [4] provides a total input capacitance of 33 fF and can
be used for better sensitivity. Finally, if the receiver is imple-
mented in a monolithic process, the capacitance associated
with the bond pad is removed, improving the SNR and signal
power, as indicated by Fig. 5. This mitigates the sensitivity
tradeoff. The improvement in signal power, in this case, means
that the voltage amplifiers could be designed with relaxed gain,
leading to improved power consumption and better energy
efficiency. To summarize this tradeoff, the receiver offers a
reduced complexity by removing the clock generation circuits,
which also leads to reduced power consumption, at the expense
of degraded sensitivity.

A second tradeoff is the fixed speed of the operation set by
the optical delay of the delay lines. This can be mitigated by
implementing electronically tunable delay lines in SiP [20].

A third tradeoff is an additional area on the chip required
for the bond pads needed to connect to the four PDs. This can
be mitigated by implementing the receiver in a monolithic
process, such as the one offered by GlobalFoundries, Santa
Clara, CA, USA [21], where bond pads are not needed,
similar to the work presented in [5]. The reported area of

PDs in SiP is 25 μm × 8 μm in [22], which is negligible
in this case. Another aspect related to this is the increased
physical distance between sub receivers and the number of
data paths. This may lead to a power penalty due to clock
buffering and distribution. However, since the number of clock
phases is only two compared with four used in conventional
demultiplex-by-four receivers, requiring half the number of
buffers, the proposed receiver could ultimately prove more
energy efficient. Moreover, to mitigate this issue, it is possible
to reduce the physical distance between sub receivers at the
cost of increased parasitic capacitance at the input due to
longer connections and increased crosstalk between the sub
receivers. If a monolithic process is used, then it is possible
to reduce the physical distance between receivers with minimal
impact on the crosstalk or the parasitic capacitance at the
input.

The proposed receiver, which is designed to be used as
a source synchronous receiver, can also be adapted for use
alongside a clock and data recovery (CDR) circuit, such as
the one proposed in [8]. The delay lines simplify the design
of the oscillator in the CDR because only one clock phase
needs to be recovered.

Table I shows a performance comparison with the state-of-
the-art. The electronic front end of the receiver achieves better
sensitivity than [1], [2] it needs to maintain a large capacitance
at the input to mitigate the issue of charge sharing. Moreover,
the receiver in [1] uses 8 B/10 B encoding to bypass the CID
issue as opposed to PRBS sequences. The sensitivity of the
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proposed receiver is worse than [3], [4], which uses advanced
packaging techniques for better SNR and sensitivity.

The receiver in [7] achieves better energy efficiency and
sensitivity but includes a delay circuit that needs to be
carefully designed and tuned across different process corners
to achieve the required delay of 10 ps. Reference [8] is
the same receiver as in [7] but includes a CDR circuit that
consumes more power, and this reduces the energy efficiency
and sensitivity. From this comparison, it can be seen that
source-synchronous receivers offer better receiver energy effi-
ciency, at the cost of the extra clock receiver circuit and clock
connection.

The infinite impulse response (IIR) decision DFE receiver
in [11] employs a low-bandwidth TIA followed by an IIR DFE
to compensate for the bandwidth reduction. IIR DFE receivers,
however, are challenged by the critical timing requirements
of the feedback loop that needs to settle within 1 UI, which
could limit their use at higher speeds. In addition, the IIR
nature of the feedback could result in an error propagation
issue in the case of incorrect error detection, especially if
the magnitude of feedback is increased, resulting in a burst
of errors. This limitation is also applied to finite impulse
response (FIR) receivers with many taps. To address both
the critical timing requirements and the error propagation
challenges, the receiver in [12] uses a low-bandwidth TIA with
a bandwidth of 0.22 × data rate and a one-tap speculative DFE
to compensate for bandwidth reduction to achieve 32 Gb/s.
Speculative DFE allows for the critical timing required to be
relaxed to 4 UI as opposed to 1 UI in conventional DFE.
The work reported in [13] is similar to [12] but designed
for 64 Gb/s, consumes more power and has lower sensitivity
due to the increased data rate but maintains the same energy
efficiency. The receiver in [13] was tested with PRBS 7 as
opposed to PRBS 31 as in [12]. By using one speculative
DFE, the error propagation issue of the IIR DFE receivers
is mitigated. However, the speculative DFE taps complexity
increases exponentially with the number of taps. Both [12]
and [13] are implemented in 14-nm FinFET technology to
achieve higher data rates. The critical timing requirement and
increased complexity are avoided in the proposed receiver
as the integrating nodes are reset to the ground after each
cycle. The energy efficiency is similar to the proposed receiver
despite the technology node gap.

The integrate-and-dump receiver in [10] removes the feed-
back used in [11] and replaces it with a reset operation,
effectively addressing the critical timing requirement and the
potential error propagation. However, it requires a wideband
current amplifier in the front end and four clock phases. Since
the proposed system uses optical blocks to replace clock
phase generation, further power saving in clock generation
is possible at the cost of extra optical insertion loss. The
receiver in [10] is implemented in CMOS 28 nm and achieves
an energy efficiency of 0.7 pJ/bit at 20 Gb/s. The proposed
receiver is implemented in CMOS 65 nm, yet has a higher
speed of operation of 22 Gb/s, which outlines the benefit of
the proposed architecture, potentially due to the reset duration
of two UI. The gap in energy efficiency could be attributed in
part to the technology node difference.

The receiver in [23] is a conventional full-bandwidth
receiver implemented in a 16-nm CMOS FinFET technology
node and exploits T-coils to improve the bandwidth and
achieve a superior speed of 50 Gb/s. The inductors occupy
a large area on the IC chip, increasing the cost of the design.
While the proposed receiver also employs peaking inductors to
improve the gain-bandwidth product in the 65-nm technology
node used, the low-bandwidth front end lends itself well
to an inductor-less implementation, potentially saving area
and cost in a more advanced node. In addition, as this is a
conventional front-end receiver, the energy efficiency of the
receiver, including clock generation, is the lowest.

Finally, the receiver in [17] is a 12.5 Gb/s 1.93 pJ/bit
conventional full-bandwidth receiver with a sensitivity of
−3.4 dBm OMA. This receiver uses a conventional common-
gate input stage and optical delay lines to replace clock gen-
eration. The proposed receiver achieves an all-around better
performance than [17] thanks to the two-bit low-bandwidth
integrating front-end.

Overall, the proposed receiver is a robust, low-complexity
alternative that is capable of sustaining long-running identical
digits while maintaining a relatively high voltage difference
without introducing an open-loop delay for the reset pulse.
Such delay is susceptible to process variations. Moreover,
the proposed receiver not only has better sensitivity compared
with other receivers in similar technology nodes but can also
benefit from scaling and more advanced technology nodes
where the smaller input capacitance enhances sensitivity.

VI. CONCLUSION

This work presents a 22 Gb/s receiver with an average
−7.8 dBm sensitivity and an energy efficiency of 1.43 pJ/bit.
The receiver exploits photonic blocks to remove clock phase
generation circuits for reduced power consumption. The
receiver aims to address some of the issues present in inte-
grating receiver and current-amplifier-based receivers, mainly
charge sharing and short reset pulses, without introducing a
TIA circuit while avoiding the critical timing and complexity
associated with DFE and speculative DFE-based receivers.

The proposed receiver shows great potential at higher speeds
of operation when the clock is becoming more demanding and
requires a duty cycle and quadrature error detection circuits.
Such circuits are not needed in this system. The receiver,
thus, provides a compelling advantage in terms of robustness
and reduced complexity. With technology scaling and more
expensive technology nodes, low-bandwidth receivers, such
as the one proposed, are desirable as they remove the bulky,
power-hungry TIAs. Thus, the proposed receiver is suited for
applications, such as high-density data center interconnects.

APPENDIX

This appendix describes a proposed silicon photonic (SiP)
structure that integrates the functionality of the 1 × 4 photonic
splitter, the optical delay lines, and the photodetectors (PDs)
array onto a single compact chip for integration with the
receiver presented. This architecture is based on the designs
introduced in [24] and [25].
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Fig. 11. Layout of a proposed split-delay SiP structure, including a grating
coupler, three directional couplers acting as power splitters, two one-bit delay
lines, and four PDs.

Fig. 12. Electronically tunable delay lines consisting of a ring resonator and
an MZI delay elements [20].

The layout of the proposed structure is shown in Fig. 11.
The proposed SiP chip consists of a single-input grating
coupler used to couple the light to the chip, followed by
a 50:50 splitter. Each of the two outputs of the splitter is
followed by two directional-couplers, each with a coupling
ratio of 49:51 to compensate for the propagation loss in the
delay lines. Two of the outputs, labeled Out 1 and Out 4, are
directly routed to two PDs, while the other two, labeled Out
2 and Out 3, are routed through an optical delay line with a
delay corresponding to the period of one bit (Tb). The delay
lines are made of low-loss silicon waveguides with a core cross
section of 220 nm × 3 μm and have a length of 3.63 mm that
provides a delay of approximately 45 ps, which corresponds
to one bit at 22 Gb/s. The reported loss for the 220 nm ×
3 μm optical waveguide is 0.2 dB/cm, and therefore, the total
insertion loss of the delay line is approximately 0.07 dB.
This additional loss for Out 2 and Out 3 is compensated by
adjusting the coupling ratio of the two directional couplers
to 49:51. Thus, the optical power reaching each of the four
PDs is the same. The delay lines have a rectangular layout to
minimize the area of the chip. In a final integrated system, each
of the four detectors can be wire bonded (or flip-chipped) onto
the receiver. A monolithically integrated SiP with CMOS can
also be considered [5], [26], [27]. Such SiP delay lines provide
accurate and reliable delay with an error below 3 ps, and their
size conveniently decreases at higher data rates of operation.
This makes this approach less complex to implement [24].
It is also possible to replace the fixed delay lines in the
proposed structure with electronically tunable lines to support
various data rates [20]. The delay line in [20], shown in Fig.
12, consists of a ring resonator delay element for fine delay
tuning with a continuous delay of 23 ps and Mach–Zehnder

Fig. 13. Layout of a proposed split-delay SiP with directional couplers to
ensure equal power at the output.

switches to select the delay path. There are eight Mach–
Zehnder interferometer (MZI) switches followed by seven
binary delay stages. This delay line has a continuous delay
of up to 1 ns.

The insertion loss of the delay lines ranges from 8.5 dB
at 10 ps to 11.3 dB at 1 ns. This is compared with 0.1 dB
for fixed delay lines. A more reasonable approach to reduce
insertion loss is to use only the ring resonator, which has an
insertion loss of 1.1 dB when the delay is 10 ps. This will
allow the receiver to operate from 22 Gb/s down to around
18.2 Gb/s with reasonable insertion losses.

If electronically tunable delay lines are employed, then the
insertion loss may vary for different data rates. It may then
be necessary to use electronically tunable directional couplers,
such as the two shown in Fig. 13, to adjust the coupling ratio
such that the received power is the same at the outputs of both
the no-delay and one-bit delay lines.
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