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Abstract— Resilient circuits based on in situ timing monitoring
adaptive voltage–frequency scaling (AVFS) eliminate excess time
margins caused by process, voltage, and temperature (PVT)
variations but suffer from 50% throughput loss during error
recovery when operating at a half frequency. We propose a
bi-directional adaptive clocking circuit to provide fine frequency
tuning with zero latency for AVFS system. It can either stretch
the clock cycle when there are timing errors to ensure correct
function or compress the cycle when there are excess timing
margins. To support a wide frequency range, we generate
multiple phase clocks based on two delay lines and select one
appropriate phase clock to obtain a stretched output clock, where
balanced clock paths are obtained by a time-to-digital converter
and dynamic-OR gates. Applied to a wide-operating-range AVFS
system of an SHA-256 accelerator with transition detector (TD)
latches, the whole AVFS system is able to respond to errors in
one clock cycle, with dynamic-OR gates collecting all the errors in
half a cycle and adaptive clocking circuit stretching at the current
cycle. Fabricated in 28-nm CMOS, chip measurement shows that
it achieves 38.6%–69.4% power gains at near threshold while
reducing throughput loss during error recovery.

Index Terms— Adaptive clocking, adaptive voltage–frequency
scaling (AVFS), error detection, wide operating range.

I. INTRODUCTION

IN TODAY’S nano-scale digital VLSI circuits, variations
become severe, especially for low-voltage applications.

As shown in Fig. 1(a), variations including process, volt-
age, and temperature (PVT) and skew, cause excess timing
margins in design time in order to ensure correct timing
across various operating conditions, including the worst case
PVT condition. However, this leads to a waste of power and
performance because the worst case condition rarely happens.
To make it worse, PVT variations become even worse at
low voltages, especially at the sub-threshold or near-threshold
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Fig. 1. (a) Worst case timing margins due to PVT variations. (b) AVFS error
recovery with 50% throughput loss (Razor lite [1]). (c) Adaptive clocking in
reducing the throughput.

voltage (NTV) region, where the delay distributions are more
dispersed across typical, slow, and fast conditions. Adaptive
voltage–frequency scaling (AVFS) techniques based on in
situ timing error monitoring are able to reduce or eliminate
the excess margins [1], [2], [7]–[9], [21]–[28], [32]–[35].
Typical representative work includes Razor-lite [1], iRazor [2],
Razor II [9], HEPP [21], Bubble Razor [35], and
R-Processor [8].

In the resilient circuits, timing errors are detected and
then corrected by replaying erroneous operations (such as
instruction replay), usually at a half frequency by clock gating.
Thus, they suffer from a large throughput loss during recovery.
As the error recovery of Razor-lite [1] shown in Fig. 1(b),
it used 11 clock cycles for error correction, causing 50%
throughput rate loss during correction. Although this overhead
is relatively low in the long time since the recovery rate is
usually low, it is still a severe throughput loss during the error
correction period. On the other hand, local voltage boosting
was employed to correct errors within a cycle [8]. However,
it needed an extra boosted voltage with modified power grid
design, causing complex design and verification.

Recently proposed adaptive clock stretching circuits [3]–[6],
[10]–[20] provide a fast stretched clock in one or a few clock
cycles in a fine-grained scale. If used for error recovery, 10%
clock stretching only induces 9% throughput loss, as shown
in Fig. 1(c), which shows the prospect in AVFS systems. Adap-
tive clocking techniques generated multi-phase clocks through
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a delay-locked loop (DLL) or a phase-locked loop (PLL) or a
digital PLL, and then choose a different phase clock in each
cycle to stretch the clock cycle continuously [3]–[6]. Thus,
they were able to provide a fast clocking for the supply droop
mitigation [5], [6], [10]–[12], [39]–[41], by increasing clock
cycle quickly to accommodate the worst case droop voltage.
Besides these droop detection-based adaptive clock stretching
circuits, there are adaptive frequency/voltage tracking circuits
[36]–[38], which may either decrease or increase the frequency
in response to the supply droop. Recently, unified voltage and
frequency regulators were proposed to let the supply voltage
recover from the droop besides tuning the frequency [42], [43].

The existing adaptive clocking circuits are fast enough for
droop detection/mitigation, because the first droop resonant
frequency is usually quite slow compared to the circuit’s
working frequency. However, there are some obstacles to
applying adaptive clocking circuits in an AVFS system. First,
the response time to fast variations was not short enough
for the AVFS system. For example, the adaptive clocking
circuit with 1–3 cycles response time (depending on the
configuration) [3] needs to budget the time required to avoid
metastability, which is a universal way for production design.
Second, some previous work supported only a limited range
of clock frequency. An adaptive clock with fast response time
as short as 1 cycle and supporting a wide frequency range is
preferable for the wide-voltage-range AVFS system.

Therefore, we propose a bi-directional adaptive clock circuit
that responds at the current cycle and apply it in an AVFS
system. Based on our previous work of using a series of delay
cells to replace the DLL in phase clock generator (PCG) [17],
here we replace its PVT monitor by using a time-to-digital
converter (TDC) to help choose the optimal phase clock.
We also make it be able to shorten the clock cycle. Imple-
mented on a resilient circuit in a 28-nm CMOS process, our
proposed adaptive clock stretching circuit works together with
timing error detection that when timing violations are detected,
the clock is stretched immediately at the same cycle to prevent
the potential functional error. Bi-directional clocking scheme
is useful that besides slowing down the frequency when there
is timing violation due to fast variations (i.e., droop), it is also
able to increase its frequency rapidly in case when the timing
turns better. Our main contributions include the following.

1) Having a zero latency to achieve clock stretch-
ing/compression at the current cycle, it is suitable for
in situ timing monitor-based AVFS system. It is able
to eliminate timing margins at run time, with little
throughput loss during error recovery.

2) It supports a wide range of clock frequency down to
tens of megahertz while being able to adaptively tune
the stretching/compression value for maximum energy
efficiency.

Fabricated in a 28-nm CMOS process, the measurement
results of the prototype resilient chip demonstrate that our
adaptive clocking circuit is able to tune the clock cycle in a
fine-grain way with a response time of one clock cycle, whose
tuning range is from 1/40 Tclk ∼ 1Tclk. Its minimum tuning
step is 1/40, but its tuning step is variable with the operating

Fig. 2. Circuit architecture of the adaptive clocking, mainly composed of
(a) PCG with dual delay lines, (b) PCD, and (c) PCS.

frequency that becomes coarser when working at a higher
frequency in a certain range. With the proposed technique and
timing monitoring AVFS, the chip achieves up to 69.4% power
gain compared to the baseline with a constant 0.55-V supply
voltage. Applied to error recovery in AVFS tuning, it incurs
only 9% throughput loss when 10% clock stretching is applied,
which is much less than the 50% throughput loss of the clock-
gating way.

The remainder of this article is organized as follows.
Section II describes the adaptive clocking circuit for either
clock stretching or clock compression. Section III shows its
application on an AVFS system, including the design of a
holosymmetrical transition detector (HTD) and the AVFS
system. Next, we show the measurement results in Section
IV. Finally, Section V concludes this article.

II. ADAPTIVE CLOCKING CIRCUIT DESIGN

A. Clock Stretching/Compression Architecture and Principle

The function of the fast adaptive clocking circuit is realized
by selecting only one particular phase clock successively from
the generated multi-phase clocks to tune the clock cycle.
Therefore, it needs to fulfill the following requirements: 1) to
generate multi-phase clocks (�0,�1, . . ., and �N) in a wide
frequency range; 2) to select one of the appropriate clocks
according to the AVFS requirement; and 3) to continuously cir-
culate among the limited phase clocks when reaching the last
available clock until clock stretching/compression is disabled.

We propose an adaptive clocking circuit supporting all the
above-mentioned requirements, plus the bi-directional tuning
ability. As the architecture shown in Fig. 2, it is mainly
composed of: 1) a PCG to generate multiple phase clocks;
2) a phase clock detector (PCD) to detect the timing of the
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Fig. 3. Illustrated timing diagrams of clock stretching/compression. (a) Clock
stretching. (b) Clock compression (�T is the delay of a delay cell).

last available phase clock; and 3) a phase clock selector (PCS)
to select one of the phase clocks as the output, with control sig-
nals coming from an adaptive clock controller (ACC). Design
details of each component are shown in Sections II-B–II-E.

The timing diagram of clock stretching is shown in Fig. 3(a),
and the timing diagram of clock compression is shown
in Fig. 3(b). Here, �1,�2, . . ., and �N are the generated
phase clocks from a system clock “Clk.” They have an equal
phase difference between two successive phase clocks. Take
the clock stretching of 1�T (�T is the delay between two
successive phase clocks) as an example, as shown in Fig. 3(a),
and the key point is to switch from the current phase clock
to a lagged phase clock in each cycle. Once the output clock
switches from “Clk” to �1 in the first cycle, the negative phase
of output clock “Clk_out” is stretched immediately because of
the phase difference between Clk and �1. In the next cycle, the
system switches from �1 to �2 to keep its stretching status.
Repeating this operation, a continuously stretched output clock
is realized.

On the other hand, the clock compression is obtained by
switching reversely from the current phase clock to a previous
one. As shown in Fig. 3(b), starting from �N , �(N − 1) is
selected whose phase is ahead of �N , making the clock cycle
compressed. The other parts are the same as clock stretching.

Different stretching/compression values can also be
achieved. For example, in order to stretch 3�T in a cycle,
we choose �(i + 3) in each cycle until reaching the last
available phase clock, and here, �(i) is the previous phase
clock.

B. PCG

The function of PCG is to generate multi-phase clocks
of the same frequency but different phases with an equal
phase difference. Instead of using DLL to provide multiple
phase clocks, we use a series of delay cells for a compact
design. In this article, to support a wide frequency range
from megahertz to gigahertz, one delay line is not enough.
We propose using two delay lines (one fast line and one slow
line) to generate multiple phase clocks, as shown in Fig. 2(a).
Each delay line is composed of a series of identical delay cells.

Fig. 4. Post-simulation results of the delay line. (a) Generated phase clocks
at (SS corner, 0.95 V and 125 ◦). (b) TDC output to locate the 2π phase shift
position.

Here, the CLKBUFV4 buffer is chosen as the basic component
in the delay cell because it has a small difference between the
rising delay and the falling delay. The slow or the fast delay
line contains delay cells with 30 or 5 buffers in each cell,
respectively. To make one delay line responsible for a certain
frequency range, N = 40 delay cells are placed in each delay
line.

By the way, the delay lines seem to be open loop, but it is
controlled by the PCD and PCS modules. Although they are
subject to PVT, it is acceptable for the AVFS system since the
critical path’s timing is also subject to PVT. The delay line
being affected by PVT makes tuning value of the clock cycle
also changing at the same time as the main circuit.

To save some area, each delay line is shortened to generates
only half of the clock cycle’s delay from �1 to �(N/2), and
the other half cycle of phase clocks from �(N/2+1) to �N is
generated by adding inverters after the preceding (N/2) phase
clocks. The delay of the inverter is quite small compared to
that of delay cells and thus can be neglected. Therefore, N
phase clocks (�1,�2, . . ., and �N) are generated.

Among these two delay lines, only one is activated each
time, while the other delay line is not activated. Initially,
the fast delay line is selected by default during the power-
ON time. Once the working frequency decreases slow enough
to exceed the range of the fast delay line, the slow delay line is
activated instead. The monitoring and switching of the delay
lines are realized by the TDC, which measures the delay time
and controls the configuration bits of two delay lines. When
the delay time exceeds the range of the fast delay line, TDC
will generate an output signal with all bits to be 1, and the
slow delay line is activated accordingly with its configuration
signal set to high. This delay lines’ transition time needs
one clock cycle, but it will not influence the whole chips’
performance since it usually happens during the initialization
phase.

The functions and design details of each functional blocks
are verified by post-simulation after layout with back annota-
tion of timing at the worst case (SS corner, 0.95 V and 125 ◦),
using the 28-nm CMOS process. Fig. 4(a) shows the generated
phase clocks, and each phase increases equally.
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C. PCD

During clock stretching, the clock cycle needs to be kept
being stretched continuously. Since there are only a limited
number of phase clocks, the selection of a new phase clock
cannot continue when it reaches the last available phase clock.
To solve this problem, when the accumulated clock phase
reaches a 360◦ (2π) phase shift, we restart the whole clock
picking process to let it start from the beginning phase clock
again. In a word, a new phase clock is picked regularly in
each cycle until (1) the stretch is disabled or (2) it reaches a
2π phase shift (called loop_end) so that one loop is finished
and then it restarts from the beginning again.

Detecting this 2π phase-shifting timing is fulfilled by PCD,
which is mainly composed of a TDC and some control logic,
as shown in Fig. 2(b). Here, the TDC is composed of a series
of FFs to measure the delay of the delay line in the PCG
module to a digital signal. It is then sent to the ACC module
to help locate the last available phase clock when reaching 2π
phase shifting.

In order to use fewer resources, we only monitor the last
half of the delayed phase clocks (�(N/2) to �N) in PCG.
To be clear, if the actual 2π phase shift is less than �(N/2),
the loop_end will be the 4π phase shift point, which also
works. The output bits of DFFs are a series of “0s” and
“1s,” where the location of the first “0” is the loop_end.
For example, if the outputs of the DFFs in TDC are 20’b
X0_1111_1111, it means that the location of the 2π phase shift
is the 9th FF and the phase clock should be �29 (29 = 20+9
because detection is in the last half of the delay line).

The post-simulation result of PCS is shown in Fig. 4(b),
where the output of TDC is 29, and the 2π phase shift position
agrees with the 29th phase clock. By the way, since we cannot
guarantee that a 2π shift is exactly an integer number of �T ,
we choose to restart the phase clock selection just before the
actual 2π shift time, in order to avoid an erroneous stretching.

To be clear, the last available clock phase is close to 2π
phase shift position but not perfectly aligned. Assume that
the last available clock phase (2π phase shift point by TDC)
is between �i and �i + 1, and after the selection of �i ,
the next clock phase will recycle to the beginning again instead
of �i +1. By doing this, the clock cycle at this time is a little
bit larger than the previous one, since the phase shift of this
cycle is larger than the required one, with an increment of less
than �T . Thus, it has a small impact on the clock cycle, while
the circuit timing correctness is ensured.

D. PCS

PCS is used to select only one of the multi-phase clocks
in each cycle as the output clock, with the requirement of
making no race or hazard. Its control signals are from the
ACC module. Here, only 1 bit of Ctrl signal is high each
time so that only one phase clock is selected as the output.
In the next cycle, a different phase clock is selected to keep the
output clock being stretched. Since the control signals (N-bits
Ctrl) are asynchronous to the corresponding phase clocks,
they are first synchronized by the phase clocks (�0,�1, . . .,
and �N) to avoid the possible glitches at the clock output.

Fig. 5. Circuit schematics of (a) dynamic-OR gate and (b) DCC. (c)
Architecture of ACC.

In order to keep its super-fast response ability, here, we use a
simple synchronization of sampling each Ctrl bit by FFs at the
negative edge of the corresponding phase clocks of �1, . . .,
and �N in the PCS module, as shown in Fig. 2(c). There
are no setup time violations here since the clocks of these
DFFs are from the delayed phase clocks so that the input data
always arrive before the clocks, and since the clock stretching
is realized by picking one of the delayed phase clocks at the
negative clock phase, it does not affect the response time.

Then, the synchronized Ctrl signal, denoted as Ctrl_syn,
is ANDed with the corresponding �i to obtain a synchro-
nized phase clock (Clk_and[i]) whose negative clock phase is
stretched if Ctrl_syn[i] = 1. Those synchronized phase clocks
are connected to a multi-input OR gate, whose output is the
selected phase clock. However, a regular multi-input OR gate
made the clock path unbalanced during selecting different
phase clocks in each cycle [3], [4]. To provide balanced
clock paths, instead of using traditional multi-staged OR gates,
we introduce a dynamic-OR gate, as shown in Fig. 5(a). It has a
balanced clock path no matter which path is selected. As seen
from its schematic, it is actually a NAND-INV gate of the clk
and the OR of all the delayed phase clocks. The OR of all
the phase clocks is actually one of the phase clocks because
only one phase clock is picked. Thus, its delay is quite short.
Here, we use two stages of dynamic-OR gates for N (N = 40)
inputs, and it does not degrade the clock slope.

However, using dynamic-OR gate causes the output clock
having an irregular duty cycle. It reduces the positive clock
width to the width of the overlap between Clk and the selected
phase clock. The output clock may have a very narrow positive
phase based on different phase clocks. Thus, we further use
a simple duty-cycle corrector (DCC) to recover the clock
duty cycle. It is composed of a delay line, an RS latch, and
several transmission gates (TGs), as shown in Fig. 5(b). Here,
the ORed clock signal “clk_or” is delayed by some delay cells
and passed from one of the TGs to the “Set” port of an set-reset
(SR) latch, which makes the output of SR latch to be 1 during
the positive clock period. Thus, the positive clock period is
lengthened by the delayed signal. Here, one and only one of
the TGs is turned on, while their control signals are reused
from the output of the TDC in PCD and transferred to a one-
hot-based signal. Since the TDC can provide the timing of the
180 phase shift, it also gives the DCC a half-a-cycle timing
to correct its duty cycle. Therefore, after the DCC, the output
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Fig. 6. Post-simulation results of the PCS module, showing results after
synchronization, AND, dynamic-OR, and DCC.

clock has an enlarged positive phase that is close to the original
clock but different negative clock phase, as shown in Fig. 6.

Post-simulation results of PCS are shown in Fig. 6. Here,
the phase clock of �6 is chosen as an example. When Stretch
is enabled in the positive clock period, Ctrl[6] is synchronized
as Ctrl_syn[6] by a DFF sampling at the negative edge of
�6, and then, it is AND ed with �6 to obtain a stretched
negative clock phase. Then, it is sent to the dynamic-OR gate
whose output signal Clk_or has a short positive phase but
then enlarged after the DCC. Finally, Clk_out is stretched at
the current clock cycle with a normal duty cycle.

E. ACC

The function of ACC is to generate the 40-bit Ctrl signal
according to the stretching/compression requirements for PCS
to pick one of the phase clocks. It is composed of a finite-
state machine (FSM) and a decoder, as shown in the structure
of Fig. 5(c). For the FSM, there are three states as “Idle,”
“Stretch,” and “Compress.” Here “Idle” means no frequency
change, so we just pick any of �i (i = 1 − 40) and keep
picking it to let it have the same clock cycle as the input clock.
“Stretch” means clock stretching, which comes from the AVFS
system when timing errors are detected. “Compress” means
clock compression, which is also from the AVFS system.

The decoder computes the location of �i in each cycle in
the form of a count number and then turns it to the 40-bit Ctrl
signal in a one-hot way that only one of the bits is 1. It is based
on the FSM state and some settings such as Initial, Step, and
Loop_end. Here, Initial is the default setting for PCS that �
Initial is selected in the “Idle” state, and Step determines how
long the clock should be stretched, where Step = K means the
clock cycle is stretched by K ∗�T in each cycle. Loop_end is
the location of the delay cell that reaches the 2π phase shift.

Here, its computation rules for calculating the location of
the next appropriate phase clock are given, denoted as count

if state = Idle, count = initial

if state = Stretch

count =
{

count + step, If count < Loop_end

count − Loop_end+Step, else

if state = Compress

count =
{

count-Step, If count > Step

count + Loop_end − Step, else.
(1)

First, if the state is idle, we set count as the value of Initial.
Second, if clock stretching is enabled, count is added up

with Step in each cycle if it does not meet the loop_end
point (2π phase shift). Otherwise, it needs to start from the
beginning point with consideration of the Step value, as in (1).

Third, for the clock compression state, count is calculated
similarly as in (1), by choosing �i backward. Finally, a one-
hot 40-bit Ctrl signal is generated according to the count value.

F. Adaptive Clock Stretching/Compression Value Design

When used in an AVFS system, how much the clock cycle
should be stretched/compressed is an issue. First, we offer
the tuning ability of different stretching/compression values
by controlling the phase difference between the phase clocks
to be switched from one to another through the ACC module.
In our design, the minimum stretching/compression value is
one delay cell’s delay (�T ), while the maximum value is
a whole clock cycle. This characteristic provides sufficient
frequency tuning ability for AVFS. Thus, in the real AVFS
control system, it is able to be tuned according to various
strategies.

Here, we give an exemplary clock stretching strategy as
follows, which starts from a conservative value and gradually
adjusts the tuning value according to the detected timing
errors. Initially, we stretch Tclk by 1/4. Then, if the clock
stretching is not long enough such that an error occurs again
during the instruction replay, we do the clock gating immedi-
ately to avoid further error and increase the stretching value at
the same time; if the clock stretching is too much, we gradually
decrease the stretching amount until getting to a suitable value.
For the initial stretching amount of 1/4 Tclk, we did some
simulations about the critical path’s delay variance in two
consecutive clock cycles and found that the late-arriving signal
usually happens in the first 15% of Tclk. Very rarely should
there be an abrupt delay variation that exceeds 25% of Tclk,
because the timing delay variance caused by fast variations
in two consecutive clock cycles is already considered in the
design time.

III. AVFS SYSTEM DESIGN

A. Application Circuit and Overall AVFS System

Our adaptive clock is applied to a cryptographic accelerator
of SHA256 circuit [22] designed with AVFS. SHA256 [29] is a
widely used secure hashing algorithm released by NIST, which
generates a unique 256-bit “digest” from an arbitrary length
of the input message. It is a computation-intensive circuit.

Then, we design an AVFS system to eliminate the excess
timing margins by AVFS tuning. The overall architecture of
our AVFS system is shown in Fig. 7, composed of a main
circuit, timing error detectors in critical paths, an AVFS FSM,
and a clocking module. Here, our previous HTD [7] latch is
used to detect the timing errors in the selected critical paths.
It is used in parallel with a latch to replace the endpoint
FFs in the critical paths. The detected timing signals are
sent to dynamic-OR gates to get the total timing error signal
(Pre_error), which is sent to the AVFS and the clocking
modules. If there are timing errors, the adaptive clocking and
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Fig. 7. Architecture of the resilient chip with AVFS tuning.

Fig. 8. (a) Schematic of an (HTD) [7]. (b) Timing diagram of HTD (D =
0− > 1). (c) Timing diagram of HTD (D =1− > 0).

AVFS are activated to tune the system to eliminate the timing
margins.

B. HTD Design

The function of HTD [see Fig. 8(a)] is to detect the late-
arriving transitions in the positive clock phase by adding
a PMOS header on the two-stage CMOS inverters. The
short-circuit current would discharge the floating inner node
(VVDD) when the header is turned off. Thus, the output
inverter generates a positive Pre_error signal when detecting
a late-arriving data transition.

The timing diagrams of HTD are shown in Fig. 8(b) and (c),
respectively, when D rises from 0 to 1 and falls from 1 to 0.
Taking the detection of falling D [see Fig. 8(c)] as an example,
the negative clock phase is the charging time to charge the
virtual power node (VVDD) to 1, while the positive clock
phase is for detection. During the positive clock phase, if there
is a data transition from 1 to 0, VVDD is discharged from 1
to 0 through Mn4 and Mn3 at first and then Mn2 gradually,
inducing a positive pulse as the generated Pre_error signal.

An HTD is used in parallel with a latch for timing error
detection, called HTD-latch. Multiple HTD latches are inserted
in the endpoints of the selected critical paths to replace the
original endpoint FFs. All the generated Pre_error signals
are ORed together through dynamic-OR gates. AVFS control
module controls the clocking module to activate either clock
gating or adaptive clocking accordingly.

Metastability at the near-/sub-threshold voltages usually
lasts much longer than nominal voltages, as described in
[32]. Therefore, EDACs must be carefully designed to avoid

Fig. 9. Yield simulation of our HTD-latch and a standard DFF at 50 MHz
and 25 ◦C from 0.4 to 1.0 V (a) FF corner. (b) SS corner.

the timing error detector metastable. A good example to
solve this problem is the SafeRazor, which is metastability
robust [33]. Flip-flop is a typical cell, which can easily be
made metastable when toggling its input data simultaneously
with the clock sampling edge. Therefore, those error-detection
circuits based on flip-flop/latch suffer from metastability in the
error-detection logic, as analyzed in [30] and [31].

Our HTD is able to work reliably at NTV that it outperforms
FF/latch as well as FF/latch-based EDAC such as Razor lite [1]
in terms of metastability, because it is not based on FF/latch
sampling. Instead, it is a transition detector (TD) that relies on
discharging of the floating node of VVDD. However, it may
also suffer from metastability when the transition happens just
as the sampling window opens, where HTD has to decide
whether or not the transition happens before the positive clock
edge when the detection window is open (no error) or after
(an error). The source of metastability comes from VVDD
partially discharging to the point where the output of HTD can
go into a non-0/non-1 state for a prolonged period of time.

Our proposed HTD-latch, however, is not the bottleneck of
the whole circuit. To prove it, we quantify its metastability
by studying the yield of our HTD and compare it with a
typical D flip-flop (DFF) [44]. The yield of HTD means its
ability to detect data transition correctly in the positive clock
phase. Yield simulations are done by NanoSpice Monte Carlo
simulation at 50-MHz frequency, FF/SS corner, 25 ◦C, and the
wide VDDs (from 0.4 to 1.0 V). For the DFF yield simulation,
D-Clk is set as a large enough value of 50% Tclk and Clk-Q
is set as 50% Tclk to allow the output to transit to a correct
value. Here, NanoSpice is a yield simulation tool.

The yields’ simulation results across 0.4–1 V are shown in
Fig. 9, which clearly shows that our HTD has a higher yield
than a DFF at NTV, no matter in SS or FF corner. Here, the red
squared line is the yield of TD and the blue dotted line is the
yield of a DFF, and the higher σ means a better yield. It shows
that our HTD is not the bottleneck of the whole circuit.

C. AVFS Design

There are two kinds of AVFS tuning methods: one is to
use voltage scaling as the main tuning method and adaptive
clocking in error recovery, and the other one is to use adaptive
clocking to tune the frequency without voltage scaling. Our
adaptive clocking circuit is applicable to both methods. Here,
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Fig. 10. (a) Microphotograph of our adaptive clocking circuit and AVFS
chip. (b) Tested wafer on the probe card in the foundry.

our AVFS tuning strategy is implemented in this chip. When
there is no timing error for a long time, the supply voltage
is decreased gradually for lower power consumption. Until a
timing error appears, the clock is gated immediately, and in
this case, this is an accidental error. When there are two errors
in a short time (set as 8 cycles here), viewed as timing intense,
the adaptive clock is activated to stretch start the clock cycle
immediately. Due to the time borrow of HTD-latch, the real
timing violation is avoided in the current cycle when an error
appears, but clock stretching is needed immediately to ensure
correct operation for the next cycle, and a tuning mechanism
of stretching/compression value is designed to find a proper
value until reaching a point before the first failure (PBFF).
Therefore, the resilient circuit is able to operate at an optimum
point.

IV. CIRCUIT IMPLEMENTATION AND MEASUREMENT

A. Circuit Implementation Details

Fabricated in a 28-nm PolySiON (PS) CMOS process, this
resilient chip is composed of the SHA-256 cryptographic
accelerator, TD latches, adaptive clocking, and an AVFS
tuning module. It has a core area of 0.24 mm2 (400 μm ×
600 μm), as shown in Fig. 10(a), while the adaptive clocking
circuit has only 4000 gates. Its core area is 0.034 mm2 with
an ultra-low cell density of 4.0% because we did not optimize
it due to sufficient circuit area in design time. Thus, it has an
equivalent area of 1824 μm2 if converted to a typical 75%
cell density design.

The whole AVFS circuit is fabricated as a part of the
foundry test circuits, and thus, it is tested under a probe
card in foundry directly, as shown in Fig. 10(b). This allows
us to measure the wafers with real SS, FF corners, which
is more practical than MPW chips. We first measure the
adaptive clocking circuit and then the whole AVFS system
with adaptive clocking.

B. Measurement of the Adaptive Clocking Circuit

The adaptive clocking circuit is measured by an oscillo-
scope. An example of stretching 1/2 clock cycle is shown
in Fig. 11 when working at a high frequency of 1 GHz, where
it is divided by 16 to the output I/O due to the frequency limit
of I/O. It can be seen that when Stretch is enabled, the output

Fig. 11. Measured clock stretching at 1.0 V/1 GHz, divided by 16.

Fig. 12. Measured clock stretching at 1.0 V/50 MHz. (a) Stretched clock
with 1/4 cycle stretching value. (b) Stretched clock with 5�T stretching value.

Fig. 13. Measured compressed clock with 2T value at 1.0 V/80 MHz.

clock is stretched immediately at the current clock cycle. Here,
the Stretch signal is given from outside, not from the AVFS
module. The power consumption of the adaptive clock circuit
is 0.92 mW at 1.0 V/1 GHz for a slow die.

It allows stretching the clock at a negative clock phase by
any value ranging from one delay cell’s delay to a whole clock
period. Here, we show the test results of stretching 1/4 clock
cycle as well as 5�T at 50 MHz as examples. As shown
in Fig. 12(a) and (b), respectively, output clocks are stretched
to the configured value, where �T is the minimum delay of
the delay cell. Here, the upper wave is the original clock and
the lower wave is the stretched output clock.

The adaptive clocking circuit can also be employed to
compress the clock cycle to allow the resilient circuit to obtain
a higher performance. The result of the compressed clock is
shown in Fig. 13 with a compression value of 2�T as an
illustration, where the blue/light line is the input Clk and the
red/dark line is the output Clk. It can be seen that the clock
cycle is reduced effectively. Other compression values are also
applicable with proper configurations.

Comparisons with other clocking stretching
circuits [3], [4], [6] are shown in Table I. Some works
provided bi-directional clocking to follow the supply
droop [36]–[38], [42], [43]. Most of the current adaptive
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TABLE I

ADAPTIVE CLOCKING CIRCUIT COMPARISONS

Fig. 14. AVFS measurement as VDD decreases with adaptive clocking.

clocking circuits need one or more clock cycles for tuning,
while ours has zero latency that it is able to stretch the
clock cycle at the current cycle. In addition, it has a wide-
operating-frequency range to as low as 40 MHz to over 1
GHz. Therefore, our adaptive clocking circuit is applicable in
the AVFS system, while it may also be used in coping with
the voltage droop problem as other work.

C. Measurement of the Whole Resilient Circuit

The AVFS function of the chip is measured with adap-
tive clock tuning, with an exemplary tuning process shown
in Fig. 14. At first, VDD decreases gradually when there is
excess timing margin. When an error first occurs, clock gating
is enabled. Then, it is disabled in the next clock cycle if it is
a spontaneous error. When two errors occur in a short time,
it is considered as a timing tense. Then, clock stretching is
activated to avoid actual timing errors. After a long period with
no timing errors, the adaptive clock recovers to the original.
This long period is user-configurable, where it is set as 200
cycles here.

The resilient chip is designed for wide operating range down
to NTV based on standard cell pruning and recharacterization
under low voltages. The minimum supply voltage is measured
as 0.39 V for TT wafer at 25 ◦. Total 24 dies are measured
with the voltage range of 0.39–1.0 V. At normal VDD, power
gains of 22.5% (slow die) to 42% (fast die) are obtained when
compared to a fixed supply voltage, and at near-threshold
region, 38.6%–69.4% power gains are obtained when com-
pared to the baseline with a constant 0.55-V supply voltage.

Fig. 15. Measured AVFS power savings for a typical die.

Here, the baseline frequencies are measured at the worst case
conditions of 10% VDD drop, the slowest process corner, and
the worst temperature, that is, 85 ◦C at the super-threshold
voltage and −20 ◦C at NTV due to the temperature reverse
effect at NTV.

Here, the power savings of a typical die under wide operat-
ing range are shown in Fig. 15. The baseline frequencies are
tested to be 293.75 MHz at 1.0 V and 24 MHz at 0.55 V. At
the near-threshold region, the typical die has a power gain of
50.14% and 28.74% at the super-threshold region compared
to the baseline with a constant voltage. It can be seen that it
achieves a much higher power saving when the supply voltage
is lower due to severer variations at low voltages. Therefore,
AVFS provides a good solution to kill margins to improve the
performance/power at low voltages.

We compare our AVFS effect of the resilient chip with other
recent resilient circuits [1], [2], as shown in Table II. While
all the resilient circuits provide remarkable power savings,
this article has the finest frequency tuning precision of 1/40
∼ 1Tclk and bi-directional adaptive frequency tuning ability,
which saves throughput loss during error recovery. It also has
the widest voltage range of 0.39–1.0 V and, therefore, the
largest power gain of 50.14% at NTV. In addition, it does not
suffer from metastability issue because it relies on discharging
the floating node rather than based on the flip-flop sampling
mechanism, thus achieving better a yield than the DFF.

To be clear, there are two ways to recover from timing
errors. One is instruction replay in CPU-based systems as
Razor lite. The other is frequency tuning based on the latch-
based timing monitor since time-borrow ability lets it be able
to avoid real timing violations, such as iRazor. However,
frequency needs to be decreased immediately to avoid the
accumulated timing errors. Here, our clock stretching can be
used in either of these two recovery ways. We use it by
the second way here, and thus, the total recovery time is one
cycle for clock stretching.

D. Response Time Analysis and Applicability Discussion

Response time is essential for AVFS systems. We do two
kinds of optimization to make sure that the response time
is one clock cycle. First, make sure that HTDs generate the
timing errors and sum up all the timing errors in the positive
clock cycle. Second, make sure that the adaptive clocking
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TABLE II

COMPARISONS OF OUR EDAC SYSTEM AND PREVIOUS EDAC WORKS

circuit changes its clock period at the current cycle with zero
latency, by stretching the negative clock cycle immediately.
If considering that the timing error is detected at the second
cycle when timing violations occur, the total response time of
the AVFS system is one cycle, with the clock being stretched
in the next cycle. In addition, due to the time borrowing of
latches, timing violations do not really occur when errors are
detected.

As for the applicability of our technique, it is able to work
in a system with clock insertion delay less than half of a clock
cycle. In another word, the total delay time from timing error
generation to passing to the adaptive clocking circuit should be
less than 0.5 clock cycle considering global clock distribution.
Here, the response time for HTD-latch is about two times of
inverter delay. The summing up time of total timing errors
depends on how many stages of dynamic-ORs are used. Our
using of dynamic-OR gate makes the sum of total errors be able
to finish in a very short time. For example, for a big system
that requires to monitor 100 000 path endpoints, it needs five
stages of dynamic-OR, whose delay is approximately five OR

gates. The last parts of the total delay are the wire delay and
clock distribution mismatch, which limits the applicability of
our technique in that they should be kept in the limit of half
a cycle.

V. CONCLUSION

A bi-directional adaptive clock circuit is proposed and
applied on a resilient chip with timing error detection and
AVFS tuning in a 28-nm CMOS process. It supports a wide
range of clock frequency from megahertz to gigahertz while
being able to adaptively modulate the stretching/compression
value for maximal energy efficiency in the AVFS system. This
all-digital design is friendly to digital circuits, leading to a new
solution for fast, fine, and bi-directional frequency tuning of
timing monitor-based AVFS systems.
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