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Denis Mandich, Mario Stipčević , and Edoardo Charbon , Fellow, IEEE

Abstract— Quantum random number generators (QRNGs) are
a burgeoning technology used for a variety of applications,
including modern security and encryption systems. Typical meth-
ods exploit an entropy source combined with an extraction or
bit generation circuit in order to produce a random string.
In integrated designs, there is often little modeling or analytical
description of the entropy source, circuit extraction, and post-
processing provided. In this work, we present a single-photon
avalanche diode (SPAD)-based QRNG design, which utilizes the
quantum random flip-flop (QRFF) method. Extensive modeling
of detector and circuit imperfections that result in entropy
degradation is performed. A new method to analytically model
serial autocorrelations of the proposed bit generation method,
which includes detector dead time, is proposed. Then, a Verilog-
AMS model is developed in order to validate the analytical model
in simulation. A novel transistor implementation of the QRFF
circuit is presented, which enables compensation of the degrada-
tion in entropy inherent to the finite non-symmetric transitions
of the random flip-flop. Finally, a full system containing two
independent arrays of the QRFF circuit is manufactured and
tested in a 55-nm bipolar–CMOS–DMOS (BCD) technology node,
demonstrating bit generation statistics that are commensurate to
the developed model. The full chip is able to generate 3.3 Gb/s of
data when operated with an external LED. Pixelwise and spatial
analysis of bias and correlation is performed. NIST STS (SP
800-22) and SP 800-90B are used to benchmark the generated
bit strings.

Index Terms— Entropy, hardware security, photon counting,
quantum random number generator (QRNG), single-photon
avalanche diodes (SPADs), Verilog-AMS.
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Mario Stipčević is with the Rudjer Boskovic Institute, 10000 Zagreb,
Croatia.

Edoardo Charbon is with the Advanced Quantum Architecture (AQUA)
Laboratory and the Center for Quantum Science and Engineering, Ecole
Polytechnique Fédérale de Lausanne (EPFL), 1015 Lausanne, Switzerland.

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/JSSC.2023.3274692.

Digital Object Identifier 10.1109/JSSC.2023.3274692

I. INTRODUCTION

RANDOM number generators (RNGs) are
well-established security primitives used in a variety

of schemes ranging from key generation/distribution
to, encryption, and privacy amplification [1]. With the
proliferation of the Internet of Things (IoT) and connected
devices, security has become a critical aspect of all system-
level design. Consequently, true RNGs (TRNGs) [2], [3],
which exploit some classical physical entropy source, are a
mature technology available commercially as both discrete
silicon devices and IP blocks inside more complex computing
circuitry [4] and are able to achieve energy per bit ratios lower
than pJ/bit [5]. However, due to the inherent limitations of
classical entropy sources in providing sufficient randomness,
i.e., limitation of bit bias and correlation, these TRNG
ASICs often require complex post-processing to establish an
acceptable output entropy in the generated bit stream, which,
in turn, significantly reduces the output bit rate [1]. Finally,
with the emergence of quantum computing, the security
parameter for a generated key increases, doubling the required
key length for symmetric encryption algorithms [6], [7].

Quantum RNGs (QRNGs), which exploit inherently random
phenomena in nature, are promising technologies, which aim
to address the challenge/trade-off between system complexity
and randomness performance. Standardization of RNGs is
ongoing (AIS 31 [8] and NIST SP 800 90-C [9]), while
debate remains regarding requirements for and specifics of
post-processing methods [10], [11], along with the validity
of empirical randomness testing [12], [13]. Nevertheless, the
exploitation of quantum phenomena provides advantages for
the development of future RNGs, particularly for entropy-as-
a-service (EaaS) [14] and quantum key distribution (QKD)
applications [15], which necessitate very high bit generation
rates.

Systems and methods for QRNG designs come in many
flavors, including those which exploit photon timing statistics
[16], [17], [18], polarization [19], quantum tunneling [20], and
laser phase noise [21], to name a few. These can be broadly
classified as trusted QRNGs, because they largely rely on the
quantum nature of the entropy source as sufficient to realize a
functioning generator. As an additional measure for combating
environmental changes or attacks on the device itself, complex
generators that are proven to be device [22], source [23],
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Fig. 1. Example circuit implementation of the QRFF concept presented in this work with a TFF and DFF combined with an exponentially distributed
counting source. The waveform of the TFF output is shown to illustrate pertinent characteristics, such as the normalized sampling threshold (η), and rise and
fall times (tr and t f ) that contribute to bias. (a) Circuit symbol. (b) QRFF circuit implementation. Realistic waveform of TFF output (TFFQ).

and measurement-independent [24] have been demonstrated in
the literature. These device/source/measurement-independent
implementations do not inherently trust that the entropy source
and/or measurement device are working properly, but rather
validate the quantum nature of the experiment by perform-
ing Bell tests [25]. However, these methods require bulky
optical setups and, therefore, are impractical for monolithic
integration. A compromise between trusted systems and those
that contrive more secure bounds, using post-processing or
source/device independence, are so-called self-testing QRNGs
that test for generator defectiveness [26], [27]. This is per-
formed by creating tests tailored specifically to verify the gen-
erator output string against its randomness model. Regardless
of the generator design, those which provide the most prag-
matic solution can be readily modeled, integrated in silicon,
and scalable to produce designs with high data throughput. For
these reasons, single-photon avalanche diode (SPAD)-based
systems are attractive for QRNG technology development,
as they are highly scalable (>1 Mpixel [28], [29]) and repro-
ducible in silicon manufacturing.

The composition of this article is as follows. In Section II,
we review some previously developed theory on the quan-
tum random flip-flop (QRFF) circuit [30], [31] and, thereby,
introduce the considerations for an integrated circuit that
employs this method. Then, we augment the theory with
new formulations for modeling correlations when taking into
account detector dead time. From there, a Verilog-AMS model
(Section III) is developed to thoroughly investigate, in simu-
lation, how circuit imperfections manifest themselves in bias
and correlations, thereby validating the analytical model of
the bit generation method. In Section IV, a novel full-custom
implementation of the QRFF flip-flop is proposed, which uses
dynamic logic to overcome effects of finite and non-symmetric
transitions present in logic circuits, on the quality of generated
bit strings. This QRFF is then implemented in a 55-nm
BCD process with measurements comparing the results to
the analytical and simulated predictions provided. Finally,
we scale the QRFF circuit to a full Gb/s QRNG design
on chip. Section V presents two independent arrays that are
capable of running concurrently. They are implemented on
the same die with separate readout schemes and achieve a
combined 3.3-Gb/s output data rate, showing the suitability
of the approach in practice. These results are presented in
Section VI. Several approaches for generating random bits
using SPAD photon detection have been investigated, such
as those which detect the presence of a photon within a gate
window [32], [33], comparison of inter-arrival times [16], [34],

[35], and the first detection between a pair of detectors [17],
[18]. To the authors’ knowledge, this is the first work where the
proposed bit-generation method has been integrated on chip
with SPADs. Integrated SPAD-based designs are compared in
Section VII, followed by a conclusion in Section VIII.

II. QUANTUM RANDOM FLIP-FLOP

A. Fundamental Operation

An entropy extraction/harvesting or bit generation method
is required for RNG designs, regardless of the entropy source
chosen. The QRFF describes a simple circuit concept that,
upon the arrival of a clock strobe, generates a random bit.
A symbol representation is shown in Fig. 1(a). A specific
circuit realization of the QRFF concept is shown in Fig. 1(b).
Here, a Poisson source, which has exponentially distributed
inter-arrival times, clocks a toggle flip-flop that has its toggle
input continuously held to logic 1, thereby realizing a ran-
dom digital signal that can be seen as a random telegraph
signal/process (RTS) with random transitions in time. In prin-
ciple, as the arrival events occur randomly, the TFF output,
over a sufficient integration time, is uniformly distributed
X ∼ U {0, 1}. Therefore, once the sampling DFF is clocked by
the strobe signal CLKBG, a random bit is generated. The archi-
tectural simplicity allows for accurate modeling of the bias
and autocorrelation of generated bit strings, while the ability
to vary internal parameters, such as the arrival rate of Poisson
events, and external parameters, such as the generation rate,
enables flexibility from a system point of view, which we will
demonstrate in Sections II-B and II-C.

B. Model for Bias and Correlation

Evidently, no perfect source or circuit can exist, which
then perfectly matches the theory of the concept of Fig. 1(a).
The output of the TFF indeed has finite and non-symmetric
rise/fall times. Furthermore, the sampling threshold of the
signal, which distinguishes between low and high states, has
some deviation from center, resulting in a RTS that resembles
the waveform depicted in Fig. 1(c). On average, the time
between transition edges, τD, is determined by the detection
rate λD = 1/τD. Theoretically, since the event arrivals happen
at random times, the waveform can be interpreted as two equal
half-periods with edge transitions controlled by the Poisson
source. The rise and fall times are denoted by tr and t f ,
respectively, and represent the transition time between the
“1” and “0” states until the level of the normalized sampling
threshold, η, is reached.
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It can be shown that the statistical bias, i.e., deviation from
P(X = 1) = 0.5 for the high state, is described by the
following equation [31]:

b =
t f − η(tr + t f )

2
· λD. (1)

Some key guidelines for circuit design can be extracted
from this model. First, it is clear that the bias should scale
linearly in magnitude with increasing detection rate, and that
it is desirable to have a fast TFF. Furthermore, it should be
possible to compensate bias resulting from any non-symmetry
of the rise/fall times by adjusting the sampling threshold
during startup calibration.

Sources of correlation in any RNG must also be modeled
and understood. The autocorrelation function for a binary
RTS with normalized amplitudes is defined by the following
equation [37]:

RX X (τ ) = e(−2·λ·|τ |). (2)

The time lag interval, τ , for calculation of the autocorre-
lation coefficient, is controlled by the clock frequency of the
sampling DFF in Fig. 1(b). Therefore, correlation coefficients,
ai , corresponding to specific bit lags, i , can be calculated with
the following equation:

ai = e(−2·λD/(i · fBG)). (3)

The 1-bit lag correlation coefficient, a1, therefore, has the
highest magnitude and can be minimized by increasing the
ratio λD/ fBG. Consequently, there exists an inherent trade-off
between designing for acceptable bias, which increases lin-
early, and for correlation, which decreases exponentially, with
increasing detection rate. More practically, for a generated bit
string of length, n, the i-bit lag correlation coefficient can be
calculated with the following equation:

ai =

n
(
6n−1

j=0 x j x j+i

)
−

(
6n−1

j=0 x2
j

)
(

n6n−1
j=0 x2

j

)
−

(
6n−1

j=0 x j

)2 . (4)

C. Dead-Time Considerations

The detection statistics of an SPAD can deviate from that of
a Poisson arrival process, when dead time is considered [38].
A more general approach is introduced here to model correla-
tion of a circuit employing the QRFF shown in Fig. 1(b) when
the Poisson source is replaced with a detector containing dead
time. First, consider the RTS-like digital signal produced by
the TFF, as shown in Fig. 2. Although the edge transitions
can no longer be modeled as purely Poisson, they still occur
at random times. Given a sampling period τ : TBG = 1/ fBG
chosen for evaluating autocorrelation, it can be seen that a
correlated event happens when TFFQ is in the same state
at the end of the period as it was at the start. This occurs
exclusively when an even number of detections has occurred
during the period TBG. The TFF output TFFQ is generalized as
a stochastic process, {X K (t)}t∈T : R → [0, 1] with the random
variable K , k ∈ Z+

0 denoting the number of edge transitions
(detections) occurring in the interval TBG. Specifically, given
that a generated bit xi = 1, then xi+1 = 1 happens if the

Fig. 2. Generalized timing diagram for circuit shown in Fig. 1(b). Bits
are generated by sampling the TFF output (TFFQ). Transitions of the toggle
flip-flop occur at random times, but do not necessarily follow Poisson
statistics. This concept is used for formulation of a generalized autocorrelation
model, shown in (5).

number of detections is even, i.e., if k, in the period TBG,
is k = {0 ∪ 2 ∪ 4 ∪ · · · ∪ kmax}. The maximum number of
possible detections in the period is limited by the dead time,
τdead, such that kmax = TBG/τdead. Therefore, the probability
of each of k = {0, 1, . . . , kmax} detections can be calculated.
The corresponding autocorrelation function is then evaluated
as the probability of an even number of detections minus the
probability of odd, in the interval TBG

RX X (TBG) = P(Keven) − P(Kodd). (5)

In [36], new counting equations, which derived the proba-
bility of k detections in period TBG, given an arrival rate of λA,
were proposed using renewal theory. This work validated the
derived equations with Monte Carlo simulations and empirical
models previously proposed in the literature for both para-
lyzable and non-paralyzable dead times. A paralyzable dead
time refers to a detector configuration that can result in the
extension of the insensitive period (dead time), if a subsequent
avalanche commences during the recharge phase, but before
the discriminator circuit threshold is reached. In this case,
the dead time is not well defined, whereas a non-paralyzable
detector employs a pixel circuit that can precisely control
dead time [40]. The implications of this for the SPAD-circuit
interface (pixel) are discussed later on.

More recently, counting equations for non-paralyzable
SPADs were also presented in [39]. The rigorous analysis in
that work considered several case scenarios in order to derive
the counting equations, such as the probabilities of whether the
detector is in the sensitive or dead state at the beginning of the
counting window. Furthermore, in their analysis, afterpulses
and twilight pulses were augmented. The counting equations in
[36] and [39] are used in this work to calculate autocorrelation
[using (5)]; however, the equations from those works are not
reprinted here for brevity. For clarity, the photon arrival rate
λA is differentiated from photon detection rate λD, which are
evidently not equal in the presence of dead time, as arrivals
can occur, while the detector is not capable of initiating an
avalanche (detection).

Using these counting equations, the autocorrelation func-
tions defined by (5) can be evaluated for different arrival
rates and sampling intervals. Fig. 3(a) plots RX X (TBG) across
arrival-sampling rate ratios (λA/ fBG), with different dead
times, including the ideal case, which corresponds to (2),
using the paralyzable detector model. The results suggest
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Fig. 3. Autocorrelation function of the QRFF circuit using the counting equations presented in [36], which present the paralyzable and non-paralyzable
scenarios. Plots are shown at various arrival rate/sampling rate ratios (λD/ fBG). (a) fBG = 10-MHz paralyzable dead times. The red dashed line shows the
result for the ideal detector model. (b) fBG = 20-MHz paralyzable dead times. (c) fBG = 10-MHz comparison of dead-time models.

Fig. 4. Comparison of autocorrelation function with non-paralyzable dead
time using the counting equations presented in [36] (dashed line) and [39]
(solid line).

interesting phenomena. First, the serial correlation decays
faster, i.e., at lower arrival rates with increased dead time. This
is an advantageous characteristic, as it suggests that acceptable
performance can be achieved with a lower flux requirement.
Therefore, the power consumption of a system employing this
method can be reduced by increasing dead time. However,
at larger dead times, a natural trade-off exits caused by
pileup effects, which manifests itself as high fluctuation of the
correlation functions. This effect is exacerbated with increased
sampling rates, which is accentuated in Fig. 3(b), where heavy
oscillations are visible at low arrival rate sampling ratios
(λA/ fBG), with longer dead times. Under these conditions,
frequent arrivals with shorter mean inter-arrival times will have
a higher probability of falling in the dead time of the detector,
further extending the time between toggles in the paralyzable
case. As a result, the sampling flip-flop over samples a given
toggle state, resulting in higher correlation.

A comparison of the paralyzable and non-paralyzable cases
is shown in Figs. 4 and 5. The results at low dead times
are very similar. However, it is clear that a non-paralyzable
detector is advantageous, as it allows for consistently low
correlation at lower λA/ fBG ratios with longer dead times.
From Fig. 5, it is shown that the non-paralyzable analysis is
also representative of the paralyzable case, when the dead time
is very low (τdead ≤ 5 ns) and the flux is not so high that pileup
effects are present.

Fig. 5. Comparison of autocorrelation function with paralyzable and
non-paralyzable dead times using the counting models presented in [36]
and [39].

Practically, a non-paralyzable dead time is achievable when
an active quenching circuit, that has a controllable hold-off
time, is implemented in the SPAD pixel. During the hold-
off period, the SPAD is not sensitive to incident photons.
Moreover, an active recharge function must be implemented
that can quickly reset the SPAD, limiting the time between
when the SPAD becomes active and when the threshold of
the discriminator circuit, that can register a pulse, is reached.
These concepts will be expanded upon in the pixel design
section.

D. Benchmarks for Performance

As noted earlier, while the security requirements of
any given system and cryptographic scheme can vary,
we aim to design a generator, which is capable of com-
plying with entropy requirements for the upcoming version
of the AIS-31 standard; therefore, the Shannon entropy,
H1 = −

∑n
i=1 pi log pi , must remain ≥0.9998 for a suffi-

ciently long bit string, and the min entropy, H∞, must be
≥0.98 [8]. In this work, the serial correlation and bias of
each individual pixel are analyzed. Moreover, cross correlation
between generated bits of neighboring pixels is calculated
to ensure there is no entropy degradation, i.e., spatial corre-
lations caused by crosstalk or other phenomena. Using (6),
the probability of occurrence for the most frequent n-bit
symbol, generated from a string with correlation, a1, can be
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TABLE I
VERILOG-A MODEL PARAMETERS OF QRFF

estimated [41]

Pz,max = max
((a1

2
+ 0.5

)
, 1 −

(a1

2
+ 0.5

))n
. (6)

Equation (6) is used as a rudimentary method to estimate
H∞, while the NIST SP 800 90-B [42] test is used to
characterize min entropy of the final generated bit string
(Section VI). We aim to have no calculable bias or correlation
higher than |10−3

|, which corresponds to H1(X) ≃ 0.999997
and H∞ ≃ 0.9986. The NIST Statistical Test Suite [43] (SP
800-22) is also used to validate the performance of overall bit
strings generated by the final array.

III. VERILOG-AMS SIMULATION OF QRFF ANALYTICAL
MODEL

A. Model Details

In order to validate these analytical equations, a simple
SPICE-compatible Verilog-AMS model of the QRFF circuit
was developed. An exponential source was used by taking
advantage of the $rdist_exponential function provided by the
Verilog-AMS language standard. The parameters in Table I
were investigated as variables in simulation of bias, b, and
correlation coefficients, ai .

B. Simulation Results

Simulation results of bias are displayed in Fig. 6. The gener-
ation of bits is a binomial process with N trials; therefore, the
variance of bias from simulation can be calculated with σ 2

=

1/(4N ). In our results, we plot ±σ for reference. Fig. 6(a)
displays the simulated bias compared with the analytical cal-
culation for varying tr and t f , given a fixed detection rate λD =

80 Mc/s and a sampling threshold, η = 0.499, placed close
to the center of the waveform. As the discrepancy between
the rise and fall time increases, so does bias, matching very
closely to the analytical calculation. In Fig. 6(b), a similar
analysis was performed but with a varying η. Here, we can see
that a mismatch between tr and t f can be compensated for by
adjusting the threshold, thereby allowing for the minimization
of bias. This is a critical finding from the perspective of
integrated circuit implementation, as the foundry process will
always create some small, albeit present, variation, across
an array, regardless of how carefully the circuit is designed.
In order to confirm that the bias magnitude scales linearly with
increased count rate, at a fixed sampling rate and threshold,
a final simulation is performed with the results displayed in
Fig. 6(c).

Autocorrelation simulations with comparison to the calcula-
tion of an RTS (3) are presented in Fig. 7. At a fixed sampling

Fig. 6. Simulation of the bias from P(X = 1) = 0.5 with comparison
to the analytical model in (1). σ for each simulation is plotted as error
bars. (a) Rise/fall time (tr and t f ) mismatch analysis: with fixed detection
rate (λD = 80 Mc/s), bit generation rate ( fBG = 25 MHz), and normalized
sampling threshold (η = 0.499). (b) Sampling threshold analysis (η): fixed
detection rate (λD = 80 Mc/s), and bit generation rate ( fBG = 25 MHz)
performed at various TFF rise/fall times. (c) Detection rate (λD) analysis
with: fixed normalized sampling flip-flop threshold (η = 0.475) and fixed bit
generation rate ( fBG = 25 MHz). Rise/fall time discrepancy is deliberately
exaggerated in order to increase bias, so the number of samples simulated
can be reduced and still be statistically relevant.

rate, the 1-bit lag correlation coefficient should decrease
exponentially as detection rate increases, which is indeed
observed in the results of Fig. 7(a). Conversely, at a fixed
detection rate, the correlation should increase exponentially
for increased sample rates, as shown in Fig. 7(b). Although,
as predicted, higher order coefficients remain very low. The
modeling suggests that, given a constant detection rate and
circuit speed parameters, the bias should remain unchanged
with varied sampling rates. To demonstrate this, the simulated
data for a1 in Fig. 7(a) are plotted once more, along with
the bias, in Fig. 7(c). The length of the simulation for each
data point was kept constant; therefore, the total number of
generated bits varies. For this reason, the σ increases with
decreased sample rate.

Dead time is introduced into the simulation, and the results
are plotted in Fig. 8. The comparison is performed using
the counting model presented in [39]. Increased dead time
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Fig. 7. Simulation using an ideal detector model to demonstrate the
exponential relationship between count rate and autocorrelation. Higher order
correlations are less significant as predicted by the analysis. (a) 1-bit lag
autocorrelation analysis with fixed normalized sampling flip-flop threshold
(η = 0.475) at fBG = 25 MHz and swept across detection rates (λD).
(b) Autocorrelation analyses with lags of 1–3 bits, fixed normalized sampling
flip-flop threshold: η = 0.475, fixed TFF rise/fall times: tr = 725 ps and
t f = 125 ps, and fixed detection rate: λD = 40 Mc/s. Higher order correlation
coefficients are calculated according to (2) and (3). (c) P = 1 bias and 1-bit lag
autocorrelation analyses with fixed normalized sampling flip-flop threshold:
η = 0.475, fixed TFF rise/fall times: tr = 725 ps and t f = 125 ps, and fixed
detection rate: λD = 40 Mc/s.

reduces the λA/ fBG ratio required to achieve acceptable auto-
correlation, as predicted by the analytical section. Moreover,
the results from simulations match closely with the proposed
analytical calculations.

Some relevant system considerations can be derived from
the above analysis. First, it is desirable to have a control-
lable, non-paralyzable dead time in the range of 5–10 ns.
Under these conditions, a range of λA/ fBG ratios can be
used that achieve low correlation. This aides in choosing an
illumination setting that reduces activity (power consumption)
but also provides margins for drift in count rates caused by
environmental changes. Moreover, this is amenable to an array
implementation that inevitably has some non-uniformity of
count rate [44].

While, in principle, the analysis shows that higher per-pixel
generation rates (≥20 MHz) are achievable, the sensitivity
of correlation to small changes in dead time is dramatically

Fig. 8. Comparison between simulated and analytically calculated autocor-
relation values. The analysis is performed using the non-paralyzable counting
model at the τdead values of 5 and 10 ns. The ideal autocorrelation function
based on a pure Poisson counting process is shown by the dashed trace.

increased. Therefore, it is desirable to keep bit generation
rates lower (≤10 MHz). Moreover, considering a scenario with
integrated electronics, such that TFFQ demonstrates rise and
fall times on the order of 100 ps, a detection rate of 30 Mc/s
would result in serial correlation and bias values <10−3. This
per-pixel generation rate is considerably higher than those
demonstrated by other SPAD-based QRNG techniques [17],
[17], [45]. Finally, the model could be further improved by
formulating the effects of detector imperfections, in particular,
those containing correlated effects, such as afterpulsing and
crosstalk. Clearly, this analysis is only effective for a single
QRFF; therefore, exploration of system consideration, such
as PVT of the TFF, count rate/breakdown non-uniformity,
metastability, comparator offset, and others, must be per-
formed in order to have a clear view of the scalability of this
circuit concept. Nevertheless, it will be shown that this model
performs well in predicting the performance of individual
pixels.

IV. DESIGN OF A FULL-CUSTOM CMOS QRFF

A. Pixel Design

In order to test the model presented, and take advantage of
the findings from the simulation analysis, which demonstrates
the ability to overcome circuit imperfections, a pixel design
containing a full-custom version of the QRFF is proposed and
shown in Fig. 9. Although very-high performing SPADs were
recently demonstrated in the GF 55-nm BCD process [46],
it is not considered a mature CMOS image sensing process,
as a standard flow was used for the fabrication of this chip.
Therefore, several tunable pixel functions were implemented
to limit detector variability.

For the TFF, a true-single-phase clock (TSPC) logic-based
circuit was implemented for enabling fast transitions, with
the output buffer sized appropriately for symmetric rise/fall
times. However, as previously stated, process variation will
always result in some mismatch across the array. For this
reason, a comparator-based sampling flip-flop is an evident
choice for achieving a mean bias centered at zero, overcoming
any inevitable non-symmetry. A strongARM comparator-based
DFF was designed for fast latching, further enabling high-
speed solution, which require serialization of many QRFFs
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Fig. 9. Complete custom QRFF design including PQAR circuit and full custom flip-flop design for improved performance.

Fig. 10. Plot demonstrating the simulated pulsewidth of the SPAD anode
when coupled with the pixel shown in Fig. 9. The detector is technically
paralyzable in the time interval tl + tr1. During the hold-off interval, tl , excess
bias across the SPAD is very low (<100 mV); i.e., absorbed photons have
a low probability of initiating an avalanche. tr1 denotes the recharge time
until the inverter threshold is crossed (≃100 ps); therefore, non-paralyzable
assumption is acceptable as long as flux is tuned to reduce pileup effects.

onto a readout bus. The sampling threshold of the DFF is
controlled by a global signal VT.

The pixel, based off of the design from [47], employs
a passive-quench active-recharge (PQAR) circuit to limit
afterpulsing. Despite the exclusion of an active-quenching
circuit, the dead time is essentially non-paralyzable when the
pixel is operated under certain conditions. The passive-quench
transistor, MQ , is designed for a high-impedance, limiting
charge flow, which reduces the population of trapped carriers
upon an avalanche [48], and quickly quenches the SPAD.
Furthermore, when MQ is kept off, the leakage of charge after
quench (during recharge) is low. This allows for control of
the hold-off time to be set using the feedback electronics. A
voltage-controlled tunable delay element in the monostable
feedback loop was implemented to further investigate the
optimal dead time, i.e., a high count rate/afterpulsing trade-
off. The hold and recharge times of the SPAD pulse are
determined by the discharging and recharging time of the
feedback capacitor, Cτ , which can be adjusted using the global
control pins, VH and VR. As VH is increased, the discharging
time of Cτ decreases, thereby decreasing the length of time
until MR is turned on following an avalanche, consequently
decreasing the hold time. Conversely, increasing of VR adjusts
the length of time for which MR is on, allowing for a
controllable recharge time. A simulated waveform of the anode
pulse is shown in Fig. 10. After quench, the anode voltage
level remains high, such that the excess bias is low, and the
probability that an incident photon triggers an avalanche is also

Fig. 11. FortunaSPAD full block diagram.

low. The recharge phase happens quickly, shortening the time
when the detector is sensitive before the inverter threshold is
reached, i.e., enabling essentially non-paralyzable operation.
These regions are highlighted by Fig. 10.

Reduction of the SPAD bias, VOP, also reduces afterpulsing.
However, since the variability of breakdown voltages in this
process, until this point in time, remained unexplored, it was
critical to allow for a large range of excess bias values, so that
all pixels in the array can be utilized. For this reason, a thick-
oxide cascode transistor, MC, was chosen, so that higher excess
bias values can be used without damaging the electronics.

This complete pixel represents a realization of a QRFF, and
its general functionality is described by the timing diagram
in Fig. 9. Upon an avalanche detection, the SPAD becomes
inactive until recharged, which is determined by the external
voltage control, and the TFF is consequently toggled. With
the arrival of the global bit generation clock signal, CLKBG,
a random bit is generated at the output, QRFFQ.

V. QRNG ARCHITECTURE AND
CHARACTERIZATION SETUP

A sensor with 2800 total QRFF circuits, which is called
the FortunaSPAD, was fabricated in the GF 55-nm BCD
process with the aim of achieving multi-gigabit operation
without the need for post-processing. The block diagram is
shown in Fig. 11. FortunaSPAD contains two independent
sub-arrays of QRFFs that can be operated simultaneously,
along with readout and control circuitry. Each array has its own
separate bit generation clock (CLKBG). The chip micrograph
and system testing infrastructure are illustrated by Fig. 12.
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Fig. 12. FortunaSPAD micrograph with characterization setup including
readout/control FPGAs. The total die area is 2.05 × 1.72 mm.

The first sub-array, denoted as A1, contains 70 × 32
QRFFs, which are individually read out through an output
multiplexer. Furthermore, in this sub array, each individual
pixel is combined with a multiplexer controlled by COUNT
(Fig. 9), which can bypass the TFF/DFF circuit, allowing
for monitoring of the count rate. This enables a comparison
between expected results, based on the model, and measure-
ments, along with a more quantitative method for which to
decide the illumination intensity.

The second sub-array, A2, contains a more complex readout
scheme. An on-chip digital PLL is used to operate a serializer
block, which serializes 70 SPADs onto a single readout chan-
nel. Therefore, the serialization clock operates at a 70× rate
compared with fBG, so that data from all pixels are read out
in a single fBG cycle. In order to ensure that data transmitting
from the chip to the FPGA is valid, the FortunaSPAD contains
a control flag that, when enabled, outputs a known pattern to
the FPGA. The FPGA is then able to tune the IO delays of
each channel appropriately until the known pattern is received.

The two sub-arrays are read out to two separate FPGAs for
firmware simplicity, although there is nothing precluding the
system from using a single FPGA. The spatial readout scheme
of each array is diagrammed in Fig. 13. Columnwise words
are generated by A1 and then concatenated in the FPGA,
while an entire row is serialized by A2. Spatial correlations of
neighboring pixels are analyzed in the following sections. A
motherboard containing all the required voltage generation and
illumination control for the ASIC is designed, so that the entire
QRNG can be operated using a USB interface. An optical tube
houses the LED and a diffuser in order to provide a uniform
illumination across the array while also shielding external
light. The LED wavelength is 470 nm, which was chosen
based on the measurements of the photon detection probability
(PDP), described in the following section. The FortunaSPAD
die area is 1.72 × 2.1 mm, with the horizontal and vertical
pixel pitches of 24 and 35 µm, respectively.

VI. MEASUREMENT RESULTS

A. SPAD Performance Characterization

1) Specifications: The design of the SPAD is similar to that
published in [46] with the cross section shown in Fig. 14. The
junction is buried deep inside the silicon using a deep p-well,
buried n-well (DPW/BNW) implants. the PDP of an SPAD,
which describes the probability that an incident photon will
initiate an avalanche, is enhanced at longer wavelengths. While
shallow junctions typically perform better in the NUV/blue
region of the spectrum, proper design of the quasi-neutral
region leading to the junction (PW in Fig. 14) can facilitate
good PDP results at shorter wavelengths as well. Thus, gener-
ally speaking, use of a deep junction enables a larger spectrum
from which to choose the illumination wavelength. The SPAD
active radius is 4.4 µm, a virtual guard ring spanning 1 µm
on each side, and a total radius of 6.5 µm. Pixel pitch is
increased artificially to reduce crosstalk. The resulting fill
factor is ≃7.2%.

2) Afterpulsing: As discussed, perhaps, the most critical
parameter of the SPAD is afterpulsing, as it induces correlated
noise into the random bit generation circuitry. Afterpulsing
occurs in SPADs when charges trapped in deep levels, during
previous avalanche pulses, are then released to cause subse-
quent avalanches. Using the inter-arrival time histogramming
technique, we estimate the afterpulsing by connecting the test
pixel output to a fast 40-GS/s oscilloscope (Teledyne LeCroy
WaveMaster 813 Zi-B) with an active probe and bin width of
10 ns. However, the bandwidth is limited by the maximum
IO frequency (≃140 MHz). The pixel dead time was tuned to
≈8 ns, in order to attain accurate measurements for high-count
rate applications. A low level of light was added to the
measurement, to attain a count rate ≈1 kc/s. The results of the
experiment are shown in Fig. 15. The extracted afterpulsing
is ≈0.005%. From the histogram, it can be seen that the traps
decay completely after approximately 100 ns. Both the lifetime
and afterpulsing percentage are excellent results for a silicon
SPAD in a deep sub-micrometer process [49], [50], which is
the reasoning for the choice of this specific junction.

3) PDP: The same test pixel was used for measurement of
the PDP, with results shown in Fig. 16. The data were taken
using the continuous light method at 10-nm intervals up to
3-V excess bias (VEX) using a setup that has been detailed
in [51]. Due to the process, which was not optimized for
image sensing, a clear standing wave pattern is seen across
the spectrum. An LED (Cree C503B-BAN-CZ0A0452) in the
blue spectrum (λ = 470 nm) is selected for the QRNG in order
to avoid the efficiency troughs caused by this standing wave
pattern, while maintaining a high relative detection efficiency
to avoid using higher LED current.

4) DCR: The dark count rate (DCR) describes spurious
SPAD avalanches in the absence of photons, degrading the
signal-to-noise ratio. Measurement of DCR across all pixels
in A1 was performed by bypassing the random flip-flop
circuitry. The results are shown in Figs. 17 and 18. The DCR
across all pixels remains relatively low with 95% of pixels
remaining <10 c/s/µm2 with only three “hot” pixels that are
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Fig. 13. Diagram demonstrating how random bits generated from individual pixels are turned into serial data. Words generated by each row/column are
concatenated, and then, data from the two arrays are combined. (a) Readout scheme for A1. Columns are readout to generate a 32-bit word with each
subsequent column concatenated. (b) Readout scheme for A2. Bits along one row are serialized into the 70-bit words with each subsequent row concatenated.

Fig. 14. Cross section of 55-nm BCD SPAD used in the FortunaSPAD. The
junction is formed by the DPW–BNW interface. Deep n-well (DNW) layers
are used to connect to the cathode. An additional PW is used to enhance PDP,
as demonstrated and described in [46].

Fig. 15. Afterpulsing measurement performed at room temperature using the
inter-arrival histogramming method.

Fig. 16. PDP measured using integrated PQAR circuit at room temperature
across excess bias.

Fig. 17. Normalized DCR of each pixel in A1 array measured at room
temperature and VOP = 34 V.

>100 c/s/µm2. Therefore, all QRFFs in A1 can be operable
in the desired entropy bounds.

Fig. 18. DCR population for entire A1 array shown in c/s and normalized
units at VOP = 34 V.

Fig. 19. Count sweep of single test pixel with swept LED current measured
at room temperature.

5) Counting: As an initial validation of the model and
to observe the performance capabilities of a single QRFF,
the count rate is measured across swept led current, with
the results shown in Fig. 19. The measurements are taken
with two different control voltages for the hold time with
VH = 0.65 V and VH = 0.70 V resulting in the dead times
of ≈10 and ≈8 ns, respectively. Increasing VH past 0.70 V,
i.e., decreasing the dead time, causes the pulsewidth to shrink
to a level where the count rate is not consistently measurable.
Dead time can be extended to ≃100 ns, although, as shown
from our earlier analysis, it is advantageous to keep dead time
in the 5–10-ns range to enable a variety of λA/ fBG ratios.
Nevertheless, the results show counting that increases almost
linearly with led current, with, perhaps, some pileup observed
for ILED > 2.0 mA at VH = 0.65.

B. Comparison Between Analytical Model Values and
Measured Values of a Single QRFF

The performance of a single QRFF was evaluated for
comparison of bias and correlation with the expected trends
described by our modeling section. Results can be seen
in Fig. 20. Correlation coefficients are compared with the
analytical values, since they are a function of measurable
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Fig. 20. Measured bias from P(X = 1) = 0.5 and autocorrelation results of a test pixel for comparison to expected results based on the derived analytical
model. (a) Autocorrelation analysis as a function of dead time. Measurements (dashed) performed with VH = 0.65 V (τdead ≃ 10 ns) and VH = 0.7 V
(τdead ≃ 8 ns) and compared with the proposed analytical model using a non-paralyzable detector. (b) Bias from P(X = 1) = 0.5 at fBG = 5 MHz as a
function of normalized sampling threshold and LED current. Top: performed with ILED = 2 mA. Bottom: performed with VT = 0.9 V (η = 0.75).

TABLE II
SINGLE-QRFF ENTROPY CHARACTERIZATION AT

fBG = 10 MHZ AND V OP = 33.3 V

qualities (λD and fBG), for two different dead-time values.
The measurements match well with the expected analytical
calculations, demonstrating that very low correlation (≤10−3)

can be achieved with a sampling rate of fBG = 10 MHz
with λD ≃ 25 Mc/s, if the dead time is extended to ≃10 ns.
Table II shows the entropy results for a single pixel with data
sampled at fBG = 10 MHz under two different illumination
and threshold bias settings. Shannon entropy was calculated
with the measured bias value, and min entropy was estimated
using the SP 800-90B test suite.

The bias can be seen to scale linearly with increased illumi-
nation (count rate). This characterization is performed at lower
illumination values to avoid pileup. A wider ILED range is
used to examine performance for the array. Moreover, we can
see that the critical hypothesis regarding sampling threshold is
confirmed. By adjusting the sampling threshold of the QRFF,
we are able to essentially compensate bias by balancing the
mismatch in the TFF output waveform. Some non-linearity is
observed in the threshold correction. Furthermore, the value of
threshold voltage required to balance mismatch is higher than
expected. This would suggest that some of the phenomena
previously mentioned, which have not been modeled, are
contributing to bias. This effect’s performance on the array
is examined further.

C. Array Performance Characterization

1) Characterization Methodology: To demonstrate the
range of operating parameter values that result in accept-
able bit generation performance, the pixelwise analyses of
serial correlation and bias are performed. For pixelwise

characterization, a word, generated as described by Fig. 13(a)
from a single column, is repeatedly generated at fBG = 5 MHz
and sorted into individual pixels. After a statistically sufficient
number of bits are generated, the readout moves to the next
word and repeats the process. Furthermore, spatial correlations
between neighboring pixels are analyzed. This is explained in
Section VI-C. Observing the results from these analyses, we
can demonstrate that the FortunaSPAD generator is capable
of acceptable operation across a variety of illumination and
threshold voltage settings. Finally, statistical testing is done by
generating a full frame of data using both arrays, in a single
bit generation clock cycle, at the maximum capable speed of
the readout circuitry.

2) SPAD Operating Voltage: In order to determine proper
operation of the chip, the non-uniformity of breakdown volt-
ages across the array must be understood. The VOP should
then be set to the minimum value of excess bias where all
QRFFs are operating correctly, in order to reduce effects of
afterpulsing. A method that can be used to determine this
voltage is to observe the per QRFF bit bias at a constant
illumination while increasing excess voltages. A visualization
of the results from this test is shown in Fig. 21, where a
spatial heat map of the per QRFF bias is shown. It is observed
that, as the excess voltage is increased, the bit bias reaches a
uniform (low) value, at a VOP = 33.3 V, which is the operating
value used for all subsequent measurements. Given the very
low afterpulsing in these detectors, the FortunaSPAD could
also be operated at VOP values above 33.3 V, in order to have a
margin for temperature drift of the SPAD breakdown voltage.
Fig. 21(c) is replotted in Fig. 22 with a modified scale for
properly viewing the bias distribution.

3) Bias and Correlation Analysis as a Function of Model
Parameters: The root mean square (rms) and mean val-
ues of per QRFF bias, b, and serial correlation, a1, are
shown as a function of illumination intensity in Fig. 23 with
fBG = 5 MHz. From the perspective of bit bias, the rms
value across the array increases with an increase in LED
current, as expected, since the higher count rates scale bias
proportionally. Meanwhile, it is observed that the mean bias
from 2 to 3.5-mA remains constant, as a constant sampling
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Fig. 21. Spatial bias map from P(X = 1) = 0.5 across excess bias with constant illumination, ILED = 2 mA, sampling rate fBG = 5 MHz, and η ≃ 0.71,
i.e., VT = 0.85. These maps are shown to demonstrate the spread in breakdown voltage across the array, i.e., showing the minimum SPAD bias required to
operate the chip properly. (a) VOP = 32.8 V. (b) VOP = 33.1 V. (c) VOP = 33.3 V.

Fig. 22. Spatial map of bias from P(X = 1) = 0.5 shown in Fig. 21(c) with
modified scale (ILED = 2 mA and fBG = 5 MHz). The results highlight how
there are no patterns or spatial concentration for pixel bias across the array.

threshold (η) is maintained for all tests. A deviation, from
this constant magnitude, of the mean bias between 1 and
1.5 mA, is observed. There are multiple effects, which are
not taken into account by our model, such as comparator
offset, metastability, and the CLK to Q transition time that
can be contributing to the observed non-linearity. However,
the general trend shown by the rms bias confirms that bias
scales, for the majority of pixels, linearly as a function of
illumination.

The sampling threshold is also swept, and in doing so, the
mean bias of the entire array is shifted to zero. The results
are shown in Fig. 24. Three points along the curve are also
placed in a histogram to visualize the shifting of the entire
array in bias, while remaining unchanged for autocorrection.
At higher values for the sampling threshold, a small amount
of pixels becomes stuck, as their inherent comparator offset
prevents the toggling of the output. As observed for the single
pixel case, the threshold voltage required to center bias across
the array is relatively high η ≃ 0.71, despite TFFQ designed
with equal rise and fall times.

4) Spatial Correlations: The analysis performed so far is
only valid for serial data generated from the per-pixel bases.
However, spatial correlations must also be evaluated to make
sure the entropy is not degraded due to crosstalk. To evaluate
spatial correlations, data from A1 are used. We view this as
a representative of A2 as well, since the pixel construction
and pitch are identical. The cross correlation between adjacent
pixels is measured by generating two full columns of data
in a fBG = 5-MHz cycle at a time. Then, horizontally
and vertically adjacent cross correlations are evaluated. The
results are shown in Figs. 25 and 26. No evident cross
correlation between pixels is present, and the magnitude is
lower compared with those of serial correlations.

D. A2 Performance

For per-pixel characterization of the serialized array, a strobe
signal is also implemented inside the FortunaSPAD, which

is synchronized to the first QRFF output in the array. This
enables spatial analysis to make sure there are no malfunction-
ing circuits/detectors and no particular “hot” spots in the array.
As previously described, the serialization rate of this array is
70× that of the bit generation rate; therefore, fBG is limited
to 2 MHz. The calculated bias and correlation coefficient of all
QRFFs in A2 at fBG = 2 MHz and ILED = 2 mA are shown in
Fig. 27. All QRFFs in the serialized array achieve a bias and
serial correlation coefficient within the benchmark of 10−3.
The max calculated bias and correlation are 4.09 × 10−4 and
4.41 × 10−4, respectively, with rms values across the array of
1.69 × 10−4 and 1.32 × 10−4, respectively.

E. Entropy Evaluation and Overall Bit Generation Rate

Seeing as there is no evident spatial correlation present,
and the mean value of bias and correlation across the array
is always lower than an individual pixel, we perform entropy
estimations using the worst performing pixel on chip as an
estimate for entropy before testing is performed. Under an
illumination setting of 2 mA, with a normalized threshold
of η = 0.71 (VT = 0.85 V), all 2800 pixels achieve the
correlation and bias benchmarks of 10−3 previously set (H1 ≥

0.999997 and H∞ ≥ 0.9986). When per-pixel characterization
is performed, for both arrays, within a normalized threshold
range 0.65–0.8 (VT = 0.76–0.92 V), and an illumination
range of 1.5–3 mA, the poorest performing pixel results to
b = −2.33 × 10−3. This translates to an estimated H1 ≃

0.99998. Similarly, the worst pixelwise serial autocorrelation
is a1 = 4.26×10−3. This results to an estimated H∞ ≃ 0.994.
Therefore, in principle, all pixels on a single die are capable
of generating 5 MHz × 2800 pixels = 14 Gb/s of high
entropy data across a wide range of operating parameters.
However, the limitations of the readout circuitry speed and
IOs result in a combined achievable data rate of 3.3 Gb/s.
Data generated from both arrays are combined and evaluated
by more comprehensive statistical tests. To ensure that no
spatial cross correlations affect the results of the generated
bit strings, a full frame of data is read in a single CLKBG
cycle for statistical testing. This translates to fBG ≃ 0.8 MHz
for A1 and fBG = 2 MHz for A2. The calculated bias and
correlation for the total generated string from a full frame
of data are b = −4.9 × 10−5 and a1 = 4.1 × 10−5. NIST
SP 800-90B is used in the following section to test the min
entropy of the generated data.

F. NIST SP 800-22 and 800-90B

The ability to achieve erroneous results from the NIST
Statistical Test Suite when incorrect parameters are chosen is
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Fig. 23. Bias and correlation analysis across all QRFFs in A1 (n = 2240) as a function of LED current at a fBG = 5 MHz. (a) RMS bias. (b) Mean bias.
(c) RMS 1-bit lag autocorrelation coefficient. (d) Mean 1-bit lag autocorrelation coefficient.

Fig. 24. Per QRFF analysis across A1 array at a 5-MHz bit generation rate with swept sampling threshold voltage at ILED = 2.5-mA illumination. (a) Mean
bias. (b) Mean 1-bit lag autocorrelation coefficient.

Fig. 25. Spatial map showing the calculated cross correlation value of
horizontally adjacent pixels of generated bits. Columns are paired together
(in 2) as a method to estimate any spatial correlations.

Fig. 26. Spatial map showing the calculated cross correlation value of
vertically adjacent pixels of generated bits. Rows are paired together (in 2)
as a method to estimate any spatial correlations.

well documented [12], [13], [52]. Therefore, we choose strict
parameters for NIST testing with 1 Gb of data generated with
a full frame for both arrays, as explained above, split into
1000 bit strings using a significance level (α) of 0.001. The
results for the NIST test are outlined in Table III with all
tests passing. The same file was also used for testing using
the 800-90B test suite. The results pass all tests (chi squared,

TABLE III
SAMPLE SUMMARY OF NIST RESULTS. DATA GENERATED AT 3.3-GB/S

OVERALL RATE WITH PARAMETERS: η ≃ 0.71 AND ILED = 2 MA

longest repeated, and permutation), thereby confirming the
random data are independent and identically distributed (i.i.d.).
The estimated min entropy using MCV is H∞ ≃ 0.9954.

VII. DISCUSSION AND COMPARISON

A summary of relevant integrated SPAD-based QRNGs,
which include the bit generation/extraction method on chip,
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TABLE IV
PUBLISHED INTEGRATED SPAD-BASED QRNGS WITH BIT GENERATION/EXTRACTION ON CHIP

Fig. 27. A2 spatial maps at fBG = 2 MHz, ILED = 2 mA, and η ≃ 0.71,
i.e., VT = 0.85. (a) b. (b) a1.

is shown in Table IV. It can be seen that for an SPAD
array-based solution with bit generation on chip, we demon-
strate the highest per-pixel generation rate reported. Most
prior works rely either on the quantum nature of the entropy
source or an arbitrarily chosen post-processing method for
justification of the bit generation quality. However, in our
work, we systematically model the degradation of entropy and
validate it through simulation. As a result, we were able to
propose a circuit innovation, which was capable of overcoming
this, without the expense of a reduced generator speed, an out-
come that would inevitably be the case if post-processing was
employed.

VIII. CONCLUSION

We have demonstrated a full multi-Gb/s integrated
SPAD-based QRNG system when using external illumination
based on the QRFF method. The QRFF is an architecturally
simple but feature-rich, scalable, model-testable bit generation
method. By analyzing the degradation of entropy caused by
circuit limitations, we were able to propose and validate a
simple circuit innovation, namely, the addition of a tunable
sampling threshold, in order to essentially eliminate bias from
a single QRFF. This opens the door for more complex QRNG
systems based on our circuit technique, that can continually
monitor and correct for changes in operation caused by, for
example, changes in environmental settings. A method for
estimating the serial autocorrelation of pixels when detector
dead time is considered was proposed and tested. Further
additions to that analysis method, that take into account circuit
and detector perfections, could help improve modeling at low
and high flux conditions. The ability to precisely control
the generator bias and correlation is interesting for certain
applications, such as stochastic computing [55].

To the best of authors’ knowledge, the total throughput
of 3.3 Gb/s is the highest reported for a single-die SPAD-
based system that also integrates its bit generation circuitry.
Statistical testing was used to validate the performance of the
QRNG and to estimate min entropy, resulting in a value of
H∞ ≃ 0.9954.
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