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DEPARTMENT: VISUAL COMPUTING: ORIGINS

Adventures of a Government Researcher
Lawrence J. Rosenblum

Visualization, interactive computer graphics, and related topics have been a
particularly dynamic area of computer science, producing advances that impact
society. Working at times in a research laboratory and at times for two science
funding agencies, I held positions at the level of an individual researcher, Director of
a VR Laboratory, and funding agency Program Director. This article will discuss
some of my experiences, including insight into how science programs in funding
agencies are initiated.

SCIENTIFIC VISUALIZATION

I had planned on a career in academia after receiv-
ing my Ph.D. in mathematics in 1971 from The Ohio
State University specializing in number theory.

However, there were few U.S. academic positions for
new graduates due to Vietnam war era funding cuts.
Those with Ph.D. degrees in pure mathematics were
especially hard hit. Historically, almost all would take
university positions and there was limited industrial
demand for their expertise. Friends were taking posi-
tions at branch campuses or community colleges. I
ended up receiving a reasonable academic job offer,
but by then I was examining nonacademic alterna-
tives. I accepted a government position where I could
learn programming and other computer science skills.

Several years later I found myself at the Naval
Research Laboratory (NRL), designing real-time data
collection systems for the ocean sciences and analyz-
ing collected data. NRL came into existence in 1923
from an idea of Thomas Edison who wrote: “The Gov-
ernment should maintain a great research laboratory-
. . .In this could be developed. . .all the technique of
military and naval progression without any vast
expense.” NRL produced the first practical radar sys-
tems in the U.S. and grew into a large, interdisciplinary
research laboratory whose staff included a Nobel Prize
winner.

My adventure began in the early 1980s when, more
out of intellectual curiosity than anticipation of the
future, I took a computer graphics graduate-level
course taught by Jim Foley at George Washington
University and televised into NRL. The ocean and
I were not getting along (seasickness). It was time to
move my career in a different direction. Developments
in graphics hardware and processing power were
enabling visualizations not previously possible,
although at a significant cost in time and money. The
visualizations were leading to scientific advances.
Several ocean science research topics seemed likely
to benefit.

My largest project involvement, covering multiple
oceanographic experiments, was working with ocean-
ographer George Marmorino to examine ocean
finestructure. Temperature measurements made with a
towed thermistor chain in the seasonal thermocline
of the Sargasso Sea were converted to sections of
finestructure “activity” by normalizing values of meter-
scale horizontal fluctuations by the local vertical gradi-
ent. A longstanding conjecture was that ocean frontal
regions contained higher amounts of finestructure. Pre-
viously, such data had been examined by converting
each slice into a numeric value approximating the
Richardson number (a measure of turbulence often
used to investigate density and turbidity currents in
oceans). By instead representing the data as 2-D for
each measurement slice, we obtained pictures that
showed that larger patches of finestructure began to
appear as the front was approached and they followed
the temperature gradient through the front. The
patches then gradually diminished on exiting the front.1
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Subsequent research using newly obtained experimen-
tal data identified shear instabilities as the cause of the
enhanced activity and statistically categorized the
finestructure. A few years later one would just output
the image onto a color terminal. However, to visualize
our data circa 1983 (see Figure 1), I had to purchase and
program a Lexidata hardware display system. The Lexi-
data offered a 256-color display and provided some
data manipulation capability at a cost of roughly
US$30,000.

I also sought to see if animation would be of value.
In the early days of scientific filmmaking, there was no
desktop system that had the needed capability. Large
research labs typically used a DICOMED film recorder
at a cost of some US$250,000, often interfaced to a
Cray supercomputer. My Branch Head was unwilling
to pay for using the NRL Cray, so we wrote software to
convert the simulation data stored on magnetic tapes
into DICOMED format magnetic tapes using an HP
minicomputer. It took roughly 100 hours of tape spin-
ning to produce the DICOMED compatible tapes for a
one-minute animation. We found that the animation
brought forth science not found by the previous analy-
sis method of thumbing through stacks of contour
plots. Examples, such as the entrainment of saltfin-
gers into the path of earlier ones, can be seen in the
ocean saltfingering animation.2

Because of power requirements for sending acous-
tic signals through water, acoustical imaging produces
under-sampled, low-resolution data compared to opti-
cal imaging. However, optical imaging fails in turbid
water, a frequent operating environment where imag-
ing of an object from close-up is required. In a joint
effort, Ed Belcher at the University of Washington’s
Applied Physics Laboratory developed a solid acoustic
lens, a high-resolution, forward-looking sonar for 3-D

underwater imaging. In parallel, Behzad Kamgar-Parsi
and I at NRL developed algorithms using volume
graphics and digital imaging3 to reconstruct near-field
images from Ed’s sonar data (see Figure 2). This
research laid the groundwork for future commerciali-
zation of near-field sonar imaging systems.

Bathymetric imaging involved sending ships along a
track with a sonar that produced 2-D data for each ping.
Ships would take parallel data swaths. However, in the
1980s we lacked satellite coverage for obtaining posi-
tion and ship time was too expensive to obtain overlap-
ping swaths. After several parallel tracks were obtained,
a perpendicular path would be traversed. However, due
to currents, there could be discrepancies of hundreds of
meters between the original swath and the perpendicu-
lar one. A joint programbetweenNRL and the University
of Maryland developed computer vision algorithms
demonstrating the feasibility of automating the registra-
tion necessary to correctly align these swaths. This
study demonstrated the possibility of producing maps
of the ocean floor without expert bathymetrists.4

By the late 1980s, scientific visualization was suc-
cessfully being applied across varied science and engi-
neering topics and a new field was emerging. At NRL, I
organized a day-long “Visualization Day,” attended by
some 200 NRL scientists, where experts from several
scientific areas discussed advances and techniques
(thanks to Maxine Brown for assistance). I followed up
with a Graphics Hardware Demonstration Day and
brought Silicon Graphics Inc. (SGI), Ardent, Stellar, and
Pixar to NRL. A further demonstration with Ardent
used matched-field acoustic data to calculate a com-
plex 3-D color-coded volume (a cube) in two minutes
and allowed interactive exploration by slicing through
it in real time. Current NRL methodology was to com-
pute the matched field using a DEC computer and
required an overnight run. The scientist then spread
slice-by-slice printouts on a tabletop to examine
individual 2-D shades-of-gray slices of the volume. The
goal was to mentally integrate the volume’s complex

FIGURE 1. Color display of finestucture data.

FIGURE 2. Object containing small features (left) and recon-

structed object from acoustic lens data (right).
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interior, a daunting task. The faster processing and
interactive analysis were far superior and several
NRL Branches purchased graphics minicomputers as
quickly as funding permitted.

In 1988, I accepted an invitation to chair the IEEE-
Computer Society’s Technical Committee (TC) on
Computer Graphics (quickly renamed Visualization
and Graphics TC) realizing that visualization needed its
own conference and activities. Arie Kaufman, Gregory
Nielson, Bruce Brown, and Carol Hunter joined me on
an organizing committee to establish the first IEEE
Visualization Conference in 1990.With keynote speaker
former National Science Foundation (NSF) Director
Erich Bloch, keynote panelist SGI-founder Jim Clark,
and an attendance that exceeded expectations the
conference was successful. One item we got right was
anticipating the future and not naming the conference
“Scientific Visualization.” Over the years, the emphasis
has indeed changed and today information visualiza-
tion and data analytics are the major thrusts. Nielson
and I then guest edited an issue of IEEE Computer
Graphics and Applications (CG&A) devoted to updated
versions of the best conference papers and I estab-
lished CG&A’s Visualization Blackboard Department.

Looking back at this decade, what stands out is
that a large number of ocean science problems
benefitted from the use of computer graphics and
computer vision approaches. Some advances came
about by applying methods such as animation and
color that would be trivial in a few years, but at the
time required novel and often expensive hardware
and significant effort to use the hardware. In other
cases, the algorithmic development was significant
and introduced new methodology to the ocean sci-
ence topic. Similar activities were taking place across
many areas of science, and visualization emerged as a
research field in its own right. The graphics minicom-
puter, although not inexpensive, played a significant
role in making these advances accessible to research-
ers in universities and research laboratories.

INTERLUDE
The Office of Naval Research (ONR) was established
by an act of Congress in 1946 as the U.S. government’s
first permanent agency devoted to funding civilian sci-
entific research during peacetime. As a major funder
of scientific research, ONR has had a significant role
in fostering scientific and technological innovations in
a wide range of fields, as well as in maintaining the
basic scientific research infrastructure that makes
these breakthroughs possible.

As the 1990s rolled around, I was becoming inter-
ested in virtual reality (VR). I held discussions with
others but failed to arouse interest in initiating VR
activity within NRL. However, an interesting career
opportunity arose. Since the late 1940s, ONR had
maintained a small European Office (ONREUR) based
in London (now part of ONR Global) for the purpose of
liaison with the European scientific community. These
positions were typically one-to-three-year tours cover-
ing specialized topics of interest to ONR and filled pri-
marily by university or Navy laboratory personnel. The
computer science rotator was coming open and I
accepted an invitation for a two-year tour to focus on
computer graphics, visualization, and related topics.

The position’s responsibilities consisted of arranging
(geographically grouped)meetingswith leading research-
ers in visualization, graphics, and related areas, giving
talks on U.S. research, and finding mechanisms to report
on European activities. During my two years, I distributed
by email approximately 45 summaries of European activ-
ity under the title “Realization Reports,” several of which
were reprinted in Computer Graphics, ACM SIGGRAPH's
quarterly newsletter. Longer articles also appeared in the
ONR European Science Notes Information Bulletin. Jos�e
Encarnaç~ao,Martin G€obel, and I authored a CG&Aarticle
summarizing European VR activities.5

ONR and the Air Force Office of Scientific Research
annually funded the National Academy of Sciences
to arrange a trip for a leading U.S. scientist to various
parts of theworld. The scientist gave lectures andmeet-
ings were held to discuss activities of mutual interest.
Computer science was the topic area for 1993. Turing
Award laureate John Hopcroft, Cornell University,
was to be the featured speaker. The countries to be vis-
ited were Poland, Hungary, Russia, and Ukraine. Many
challenging issues and interesting experiences arose.

For example, I received a call from ONR asking for
help setting up the Moscow visit as they were having
little success. I tried to get in touch with Stas Kli-
menko, whom I knew from the IEEE Visualization Con-
ference. This was 1993 and communicating with
colleagues within Russia proved difficult. Fortunately,
Stas had an upcoming trip to Germany and we had a
detailed phone conversation. Stas brought aboard a
colleague who was an associate member of the Rus-
sian Academy of Sciences. Arrangements now went
smoothly and an interesting agenda was established.
Among the sites we visited were Moscow State Uni-
versity, a specialized science high school, and the first
declassified Elbrus supercomputer. I cannot fully
vouch for my memory nearly 30 years later, but I recall
a big motherboard with large, water-filled copper pipes
running across the board for cooling.
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For our off day before heading to Ukraine, it was
suggested that we visit a monastery some 60 miles
outside of Moscow. We requested to visit the Kremlin
instead. Our guide seemed reluctant but set up a
morning visit. On arrival, we found that the Kremlin
was closed to visitors due to an appearance by Yeltsin
before the Russian Parliament later that day and
protests were anticipated. We went around the corner
to Lenin’s tomb in Red Square and the GUM mall, then
to the Pushkin Museum, and finally to the Bolshoi for
the evening opera event.

To examine the current status and shortfalls of the
visualization field, I organized a workshop of world-
wide experts. The workshop was held in 1993 at the
Fraunhofer Institute for Graphics Research in Darm-
stadt, Germany. Updated presentations became chap-
ters in a book and working groups, after months of
effort, wrote a concluding chapter on research issues.6

The book was used to teachmany of the first academic
visualization classes while awaiting texts designed for
the classroom. It was to become the groundwork for
an ONR-funded university research program.

This position, with its extensive travel in Europe,
sometimes sounds like a mini-vacation. Actually, I
never worked harder or longer hours. However, it was
an enjoyable, self-contained job. With the sole excep-
tion of the Hopcroft trip, there were no assignments,
deadlines, interoffice memos, internal meetings, sud-
den interruptions “because X is needed by Friday,” etc.
I decided who to visit, what to report, how to distribute
the information, and what, if any, extra tasks I would
undertake (in my case the workshop and book).
Another bonus was living in the West End of London
with a seven-minute walk to the office instead of my
unpleasant 45-minute automobile commute in heavy
traffic back in DC.

VIRTUAL/AUGMENTED REALITY
In April 1994, I returned to NRL and took a position in
the Information Technology Division with the goal of
establishing a VR Laboratory. There was little under-
standing of VR and its applicability to Navy problems. I
was given a large room with a sizable screen and pro-
jector, a Fakespace Boom, and a head-mounted dis-
play (HMD) and had part-time access to an SGI
computer. I began by bringing in graduate students
from the Georgia Institute of Technology (Georgia
Tech) and the University of North Carolina Chapel Hill
as summer interns. One of them, from Larry Hodges’
VR Group at Georgia Tech, produced a complex model
of a portion of a decommissioned Navy ship (see
Figure 3).

For interaction, trackers attached to the HMD main-
tained the correct display position and orientation.
Users could fly in the direction they were looking by
depressing buttons on a 3-D FliteStik. The virtual envi-
ronment included a dynamically generated virtual fire
made up of approximately 500 polygons. Using a mix-
ture of physics-based modeling and fractal techni-
ques, the fire changed color and transparency levels
to simulate the appearance of real flames. Smoke
could be added to the environment. This walk-through
helped convince management that VR was potentially
applicable to Naval problems.

The next step in developing the VR Laboratory was
to obtain high-end equipment and research funding.
Toward the end of my ONREUR tour, Wolfgang Kreuger
at the German National Research Center for Informa-
tion Technology invited me to visit to see a new table-
top VR display he had developed. The idea of projecting
up through a tabletop to get a 3-D image rising above
the surface was both simple and innovative. It allowed
for god’s eye VR, where one wanted to see the image in
3-D from a distance rather than walk through it. This
was eminently appropriate for command-and-control
applications in a command center, a topic of Navy
interest. With Kreuger’s encouragement, we designed
and developed (using NRL’s woodworking shop) our
own VR Responsive Workbench (VRRW) (see Figure 4).
Subsequent discussions with Ian McDowall and Mark
Bolas (Fakespace) played a role in their designing and
commercializing a version. We were pleased to pur-
chase their first commercial workbench. Having my
people spend time in a woodworking shop was not an
efficient use of research dollars.

At the same time, the VR Lab submitted a proposal
for funding for a Virtual Reality Immersive Room which
we called a GROTTO (see Figure 5) to an NRL-wide

FIGURE 3. Model of an area containing complex geometry

such as grated walk-ways, chain-link fences, stairs, and pipes.
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equipment funding program that was designed to sup-
port the fabrication of expensive new facilities. Our
$700,000 proposal included a high-end SGI computer,
four high-end projectors to place images on three walls
and the floor, and miscellaneous other items. In addi-
tion to the technical merit, our Division Superintendent
enthusiastically supported the proposal because the
Division had never submitted to this funding pool but
was taxed to support it. The proposal was funded.

At this price only a handful of similar facilities were
being built. The SGI’s annual maintenance agreement
cost nearly 10% of the SGI’s purchase price, a problem
for us as project funds paid for it. Fortunately, technol-
ogy improvements helped out. A couple of research
groups developed hardware for PCs that allowed using
the PC to drive and sync the display. Next, a commer-
cial company manufactured a card for this purpose.
Shortly thereafter, PC internal hardware could handle
the task. We now purchased PCs to run the GROTTO,
a substantial saving.

Even at the cost reduction from using PCs, the
price for an immersive room facility remained high
enough that few research labs and universities pur-
chased them. This resulted in the lack of a growing,
active user community. In turn, this may have contrib-
uted to the failure to produce enough examples of the
immersive room being successfully demonstrated to
generate a demand for research to overcome techni-
cal limitations.

Our VR projects over the next few years included:

› Using the VRRW to examine a preliminary design
of a proposed new type of ship. Among the items
noted were missing stairs and a previously
unnoted subtle double curvature of the hull.

› Using the GROTTO and VRRW for the visualiza-
tion of scientific data. We found VR excellent for
demonstrations and collaborative study, but it
did not produce scientific advances at the level
that color and animation had in the 1980s.

› Conducting a formal experiment to quantify the
benefits of using VR for training shipboard fire-
fighters. A user study showed that VR had value
for training.

› Experimenting with distributed VR for engineer-
ing design.

› Developing an interoperable VR system for main-
taining a common operating picture given dis-
play devices.

› Developing a VRRW system for the command
center of a Marine Corps warfighting experiment
in which we participated (see Figure 6).

› Visualizing multidimensional environmental
uncertainty using data from a large ONR-funded
ocean structure and acoustics experiment.
Results are discussed in Schmidt et al.7.

The above projects represent a fairly broad subset
of the set of application areas. Research teams else-
where were experimenting with the value and efficacy
of VR with similar results. Thus, this work represents a
reasonable snapshot of where the field stood. The
move from the research laboratory to the commercial
world has been slow but ongoing.

In 1991, Steve Feiner (Columbia University) received
an ONR Young Investigator Award for research on
“Automated Generation of Three-Dimensional Virtual
Worlds for Task Explanation.” I had included his work in
talks I gave in Europe about U.S. computer science
research while at ONREUR and followed the

FIGURE 5. GROTTO is used for (top left and clockwise) study-

ing materials properties, CAD/CAM, a ship walkthrough, and

computational steering.

FIGURE 4. Initial demonstration of the NRL-fabricated VRRW,

Fall 1994.
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subsequent developments. I later discussed it in ONR
funding-related meetings and expected others to pick
up on it, but this did not happen. Therefore, in 1997,
I worked with Feiner and VR Lab scientist Simon Julier
on a proposal to ONR to explore how mobile
augmented reality (AR) could be developed to improve
battlefield performance. Recent events in Somalia, as
later depicted in the movie Blackhawk Down where
the ability to give troops in the field a heads-up repre-
sentation of street names and routing instructions
would have saved lives, strengthened our presentation.
The project was funded. In general, demonstrating how
a novel technology may be applicable to resolving
shortcomings that are clearly identifiable in a high-
profile, real-life event enhances the case for funding.

The VR Lab’s funds were supplemented by an NRL
Base Program Award. Our AR funding was now nearly
a million dollars per year, allowing for research into
several challenging problems. The program, called
the Battlefield Augmented Reality System (BARS),
investigated how multiple mobile AR users on foot
could cooperate effectively with one another and with
personnel in combat operations centers. Several
challenges became apparent: building and maintaining
environmentalmodels of a complex and dynamic scene,
managing the information relevant to military opera-
tions, and interacting with this information. To achieve
such a system, the software architecture to encapsu-
late these features had to be developed. Although
this also required high-fidelity tracking of multiple
mobile users, our primary focus was on the information
management and interaction components.

The display space for a mobile AR system is limited.
In order to utilize the technology in a 3-D urban

environment, methods were needed to determine what
to display. Based in part on the user’s spatial relationship
to items of interest, algorithms determined the informa-
tion that ismost relevant to the user. User interface com-
ponent design determined how the selected information
should be conveyed, based on the kind of display
available, and how accurately the user and objects
of interest could be tracked relative to each other.
Our work on view management introduced an efficient
way of allocating and querying space on the viewplane,
dynamically accounting for obscuration relationships
among objects relative to the user. AR authoring tools
were developed to allow content developers to create
richer AR experiences. A key concept was to combine a
2-D media timeline editor, similar to that used in existing
multimedia authoring systems, with a 3-D spatial editor
to allow authors to graphically position media objects in
a representation of the 3-D environment.

Two systems, one based on consumer grade hard-
ware and the other using embedded computers, were
developed. There was a direct tradeoff of capability
and weight versus usability. Both systems used Sony
Glasstron optical see-through head-worn displays, and
a loosely integrated tracking solution consisting of a
real-time kinematic GPS receiver and an orientation
sensor. The first demonstration of BARS (see Figure 7)
was in November 1999. NRL and Columbia demon-
strated some of this joint work at ISWC 2000, showing
the new backpack systems. At SIGGRAPH’s Emerging
Technologies in 2001, we demonstrated integration
with wide-area tracking in a joint effort with InterSense.

Domain analysis revealed that one challenge of
urban operations is maintaining understanding of the
location of forces that are hidden by urban infrastruc-
ture. This is called the “X-ray vision” problem: Given the
ability to see “through” objects with an AR system, how

FIGURE 7. NRL BARS system.
FIGURE 6. Third-dimensional display on the VRRW used in

the command center during a warfighting experiment.
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does one determine how to effectively represent the
locations of the occluded objects? VR Lab researchers
developed visualization techniques that could commu-
nicate the location of graphical entities with respect to
the real environment. We implemented a range of
graphical parameters for hidden objects and were the
first to study objects at far-field distances of 60–500
meters, identifying visualization parameters such as
drawing style, opacity settings, and intensity settings
that could compensate for the lack of being able to rely
on a consistent ground plane. A user study was con-
ducted in which several VR Lab members and Virginia
Polytechnic Institute researchers Debbie Hix and Joe
Gabbard examined which of the numerous graphical
parameters weremost effective.8

In addition, we developed a robust event-based
data distribution mechanism for mobile augmented
reality and virtual environments. It was based on repli-
cated databases, pluggable networking protocols, and
communication channels. This was demonstrated
using our mobile augmented reality systems, immer-
sive and desktop-based VR systems, a 2-D map-based
multimodal system, handheld PCs, and other sources
of information such as external data servers.9

Even with an effort of this scope, many critical AR
issues remained, including highly accurate registration
needed for certain applications and improved com-
puter and display hardware. The Sony Glasstron was
the best display available but it had significant limita-
tions, including insufficient brightness so that the dis-
play would wash out in bright sunlight. For important
demonstrations, I not-so-fondly recollect pleading for
the weather to be overcast (for a clear display) but not
raining (as the system components were exposed). A
detailed description of our development of mobile AR
systems is given in Rosenblum et al.10 When I left NRL
in 2004, the AR research continued under the leader-
ship of Mark Livingston for another decade, albeit at a
smaller funding level. The BARS research began to tran-
sition to other agencies that would take the technology
to prototype development and ultimately into training
and operations systems. NRL supported these pro-
grams with focused research on human factors for the
systems being developed. A BARS research thread con-
tinues currently with a study by Livingston on how to
deal with cluttered views in virtual environments.

Both VR and AR have developed significantly in the
decades since thisworkwas performed. VR did not prove
especially valuable for scientific visualization. However,
driven in part by the gaming industry, low-priced systems
are now used across many applications. Immersive
rooms were not particularly successful. One reason was
that, given the expense, management expected them to

be funding sources. Instead, they were funding sinks, at
least for those organizations that purchased them as
a visualization aid to support other research groups but
still expected them to be self-funding.

As we conjectured, AR has proven to be important
with many applications now forthcoming. It is reward-
ing to see that, 25 years later, an extended version of
the BARS concept has been implemented. Microsoft
has recently been awarded a contract worth 22 billion
US dollars over 10 years to deliver more than 120,000
such devices to the U.S. Army (see: “US Army awards
Microsoft $22 billion IVAS contract to deliver Aug-
mented Reality technology to US Soldiers,” AR and VR
Industry News and Intelligence, April 1, 2021).

RESEARCH FUNDING (ONR)
As part of my work as VR Lab Director at NRL, I took a
two-day per week detail to ONR to provide expertise in
graphics/visualization. This placed me in a position
where I could participate in internal competitions for
research programs to fund academia and industry. For
example, a winning proposal to the Defense University
Research Instrumentation Program resulted in two mil-
lion dollars being awarded to university researchers
working in graphics, visualization, VR, and related areas
for the acquisition of equipment to augment current or
develop new research capabilities. Another internal com-
petition offered the potential to fund university research.
To compete, I used the book6 from the 1993 ONREUR
workshop to demonstrate the need for research advan-
ces, emphasizing the chapter on volume graphics. Fund-
ing was obtained to award six three-year grants to
university researchers for modeling algorithms, including
volume graphics, large-scalemodels, and level sets.

With BARS demonstrating the potential of mobile
AR, Andre van Tilborg, then the Director of the Mathe-
matical, Computer, and Information Sciences and
Technology Division at ONR, asked me to assemble an
AR research program to complement the BARS
research. Funding for university grants came from the
ONR base research program. Other funding sources
included relevant portions of a Multidisciplinary Uni-
versity Research Initiative and certain U.S. Congress
directed funds. Combined with BARS, I believe this pro-
gram was the largest funded mobile AR research effort
in its time period. Funding varied from year to year and
totaled several million dollars a year for five years (in
addition to the BARS funding). Topics included tracking
and registration, usability of mobile AR systems, 3-D
urban terrain reconstruction, and displays. Not all
efforts were successful (for example, a retinal scanning
display never became the see-through display that AR
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required), but in total, the research provided a ground-
work for advancing the field.

DATA AND VISUAL ANALYTICS
(DAVA)

In 2004, recent changes in management both at ONR
and NRL had made it unlikely that BARS funding would
continue at the current level. Therefore, I decided to
accept a position at the National Science Foundation
(NSF) to serve as lead for the graphics and visualization
program in the Computer and Information Science and
Engineering (CISE) Directorate. NSF Program Directors
(PDs) bear the primary responsibility for carrying out
the agency’s overall mission to support innovative and
merit-reviewed activities in basic research and educa-
tion within the PD’s expertise that contribute to the
nation’s technical strength, security, and welfare.

One graphics area I thought merited accelerated
development was computational photography. To this
end, I added a specific statement to the annual solici-
tation for proposals on this topic and it resulted in sev-
eral excellent ideas that were funded. This was a minor
accomplishment with minimal effort, but it indicates
how a PD can influence a field.

Even before arriving at NSF, I had one idea that I
hoped to implement. Visual analytics is defined to be the
science of analytical reasoning facilitated by interactive
visualizations. The goal is to use visual methods to
enhance understanding of massive, complex datasets.
Such datasets arise in science, engineering, and com-
merce, as well as in intelligence analysis and emergency
response. Analyzing these datasets is a major intellec-
tual challenge and existing methods focused primarily
on static visualizations. However, the analysis of large,
complex datasets often requires advances from dispa-
rate areas ofmathematics, statistics, and computational
science prior to but integrated with the visualization
stage. A dataset may be so large and complex that
it becomes unmanageable using interactive visual
techniques. When this occurs, the idea is to transform it
via mathematical algorithms into a dataset of lower
dimensionality that better enables analysis tools.
Now apply visual analytics techniques for data under-
standing, possibly including a feedback loop utilizing the
dimensionality reduction algorithms. This approach is
potentially beneficial even if one could utilize the original
dataset for visual analysis.

At the time, there was little push in the visual ana-
lytics community to expand the field to import these
computational techniques and little awareness among
the mathematics and computational science commu-
nities of the role they could play. I discussed my idea

with Pat Hanrahan of Stanford University and then
with Joe Kielman of the Department of Homeland
Security (DHS) and Jim Thomas of the National Visual-
ization and Analytics Center. Pat, Joe, and Jim were
developing an application-specific program in visual
analytics for DHS. All of us agreed a foundational
research program was needed and we decided to try
to establish a joint NSF/DHS effort. DAVA was clearly
going to impact a wide range of societal issues and
thus was a suitable topic for NSF.

How does one go about establishing a funded
multiagency research program? The first step was to
link DHS and NSF by cross-serving on DHS and NSF
review panels and other related activities. Next was a
workshop to further define the scientific goals and the
research needed to reach these goals. This was
particularly important and difficult. Generally, such a
workshop would bring in area experts with much com-
monality, but here we wanted to involve people from
outside the graphics/visualization arena. Researchers
who had never heard the term “visual analytics” would
have to be convinced that they had a vital role to play.

Pat agreed to serve as Lead Organizer of the Mathe-
matics of Visual Analysis Workshop held at the Mathe-
matical Sciences Research Institute at the University of
California, Berkeley in October 2006. Co-organizers were
William Cleveland, Sanda Harabagiu, Peter Jones, Leland
Wilkinson, andNancyChinchor. The list of invited attend-
ees consisted of a mixture of visualization experts and
those from relevant areas of mathematics, statistics,
and computer science. The goal was to define mathe-
matical and computational problems involved in DAVA
as well as to engage the mathematical community and
introduce them to this application area.

The Workshop was successful. We agreed that the
program would have NSF-style research focused on
developing the underlying science for DAVA without
concern for any particular application. Reviews of
grant proposals would be organized by NSF and use
the NSF structure for award decisions based on input
from external review panels of subject area experts.
NSF’s Mathematics Division joined the effort as did a
second CISE Division. Both contributed additional
funding that gave us a budget of approximately two
and a half million dollars a year for five years. PDs
from both groups (Tie Luo, Ephram Glinert, Maria
Zemankova) joined the management team. A memo-
randum of agreement was created and signed by NSF
and DHS executives indicating what was to be accom-
plished and organizational obligations.

The next step was to structure the research pro-
gram. We titled the program Foundations of Data and
Visual Analytics (FODAVA) in order to clarify that the
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program was focused on new mathematical and
computational methods to be integrated with visual
analytics and that, while some tie to visualization
methods was expected, the proposals were not to
emphasize visualization methods. There would be one
large five-year grant to a “Lead” institution. This insti-
tution would perform research across several areas
but would also have major responsibilities for integrat-
ing other FODAVA-partner research. In close collabo-
ration with the FODAVA-partners, they would lead in
developing activities such as workshops, tutorials,
short courses, and summer programs for students.
There were 17 three-year FODAVA-partner research
grants awarded to universities, with the additional pro-
visions that some integration with visual methods was
required. Principal Invesigators (PIs) would actively
work in close coordination with the Lead institution to
provide exposure for the topic. Georgia Tech submit-
ted the winning Lead proposal with Haesun Park as
Director. The three-year grants were awarded primar-
ily in years one and two of FODAVA, with extensions
possible for years four and five. Full details of the pro-
gram, including the PIs research topics and slides
from the annual program reviews, can be found at
https://fodava.gatech.edu/.

In addition to standard problems in developing a
research program, FODAVA required bringing together
disparate, unrelated groups of researchers, a difficult
but critical undertaking. I will briefly illustrate. I wanted
to get my NSF colleague and frequent lunch partner
Sankar Basu involved. For a month, I heard “I’m not a
visualization person, what can I contribute?” I finally
convinced him that the underlying research was pri-
marily in mathematical and computational science
and he joined the team. His insight and assistance
proved invaluable. I asked why Mauro Maggioni
(Duke) had applied for a grant. Our 2006 Berkeley
Workshop co-chair Peter Jones, then his Department
Chair at Yale, suggested he examine the solicitation.
Mauro realized that there were challenging problems
within his discipline. Figure 8 shows the user inter-
face for one of his research outputs utilizing wave-
lets. Leland Wilkinson stated he had lost interest in
visualization, but that FODAVA was moving in
an exciting and important direction and he was
reinvigorated.

Haesun Park and her coauthors received the Test
of Time (10 years) award at VIS 2020 for their VIS 2010
paper “iVisClassifier: An interactive visual analytics
system for classification based on supervised dimen-
sion reduction.” Given high-dimensional data and clus-
ter labels, linear discriminant analysis gives a reduced
dimensional representation and yields a good

overview of the cluster structure. iVisClassifier inter-
acts with the reduced dimensions using parallel coor-
dinates and a scatter plot. Haesun was surprised she
won because 10 years earlier reviewers were telling
her that her research submissions were interesting
but lacked innovation in visualization. Haesun’s experi-
ence is a good illustration of FODAVA’s programmatic
difficulty. Yes, we had to convince other domain scien-
tists and engineers that this was an important prob-
lem that merited their time and effort. However, it was
equally difficult to convince the visual analytics com-
munity of the necessity of bringing computational sci-
ence researchers into the fold. Some “got it,” but many
did not. Haesun’s award indicates improvement over
the last decade.

Incidentally, Haesun told me she put together
the winning Lead proposal because of conversations
she and I had when we briefly overlapped at NSF.
She had no previous knowledge of visual analytics
and was unlikely to have examined the FODAVA
solicitation or realize how well her work would mesh
with DAVA.

The FODAVA program succeeded in establishing
DAVA as a research discipline with expanding inter-
est. As one example, the NSF-funded Statistical and
Applied Mathematical Sciences Institute (SAMSI)
held a SAMSI-FODAVA Workshop on Interactive
Visualization and Analysis of Massive Data in
December 2012 led by the FODAVA-Lead team,
bringing in many researchers who were new to the
topic. The workshop investigated “the mathematical,
statistical, and algorithmic issues in efficient

FIGURE 8. User interface for geometricmultiresolution. (Source:

Mauro Maggioni, Eric Monson, and Rachael Brady, Duke

University; used with permission.)
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representation and transformation of data, scalable
and dynamic algorithms for real-time interaction,
visual representation in limited screen space, per-
forming evaluations, and applications.”

The movement of DAVA into the academic
curricula has been dramatic. Early in FODAVA, the
FODAVA-Lead group used materials from FODAVA
activities to assemble a new course (CSE 6242 Data
and Visual Analytics - DAVA) taught in Georgia Tech’s
School of Computational Science and Engineering. It
was first taught in the spring of 2013 with 35 students
attending. By the 2016/2017 academic year, it was
taken by 429 students. DAVA became an advanced
core class in a new MS Analytics degree program
which is now jointly offered in both on- and off-cam-
pus versions by a three school/college consortium at
Georgia Tech. In academic year 2020/2021, the course
was taken by 2157 students (about 600 on-campus).
Now recognized as a critical pillar supporting discov-
ery and innovation, DAVA courses are being devel-
oped throughout academia. The data scientists
needed to exploit the large, complex data sets gener-
ated by science, engineering, and societal problems
are being educated!

CONCLUSION
In 1995, after seven years of work, AndrewWiles, a num-
ber theorist, produced a proof of Fermat’s Last Theorem
(probably the most famous problem in the history of
mathematics). He was asked if he knew all along he was
going to succeed. His answer was “Maybe I wouldn’t get
the whole thing . . . I just felt I was making progress.”
This approach to problem solving is perhaps intellectu-
ally closer to how one would create a symphony than to
problem solving via the scientific method. In a far hum-
bler way, I took a similar approach.

Looking back, my achievements came by asking
questions such as: What new methods could provide
better solutions to problems than current practice?
Is there an emergent technology that is likely to be
important and relevant? What is limiting the use of this
approach? Exploring potentially breakthrough ideas is
more intellectually challenging and adventurous than
making (often minor) improvements to current practice
andwill frequently produce significant advances.

My direct involvement with research was rewarding.
However, I was in the right place at the right time to
initiate funded programs that helped to grow important
research fields. My work as a Program Director at
funding agencies was an equally rewarding aspect of
my career and I encourage others to seek out such
opportunities.

(Portions of this article rely on decades old memories
and readers should be aware that omissions or inaccu-
racies are possible.)
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