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Abstract— Low-resolution ship detection from optical satellite1

image sequences is critical in high-orbit remote sensing satellite2

applications. However, it is still a difficult problem due to the3

following challenges: 1) the size of the ship is tiny in the low-4

resolution image; 2) the ship target is dim and the contrast with5

the background is low; and 3) the interference of cloud and6

fog covering is complex and changeable. For these reasons, the7

targets are easily lost during the detection. In fact, the Clearer8

the Objects against to the background, the more Confident9

the Observers can detect it. In light of these considerations,10

we propose a COCO-Net to detect the small dynamic objects11

on low-resolution images in this article. First, the multiframe12

images are associated by introducing motion information as13

an effective compensation for small object features. Second,14

an integrated dual-supervised network that processes single-level15

tasks hierarchically is presented to adaptively enhance the input16

data quality of object detection without being limited by diverse17

scene disturbances. Third, a unified region of interest (ROI)-loss18

scheme that modulates the loss function of the first component19

by introducing ROI-masks from the second component is utilized20

to make the first component also work for object detection.21

In addition, we construct a new dataset for the small dynamic22

object detection based on the GaoFen-4 satellite imagery. Com-23

prehensive experiments on a self-assembled dataset from the24

GaoFen-4 satellite show the superior performance of the proposed25

method compared to state-of-the-art object detectors.26

Index Terms— Dual-supervised network, low-resolution27

imagery, optical remote sensing (RS) images, ship detection.28

I. INTRODUCTION29

W ITH the continuous development of modern remote30

sensing (RS) technology, many RS images are regu-31

larly produced, providing data for various research fields [1],32

[2]. High-resolution images from low-orbit RS satellites have33

attracted much attention because of their clear imaging proper-34

ties [3]. However, the image’s width is relatively small, and it35

takes a long time for the satellite to revisit the fixed area.36

High-orbit RS satellites can exactly compensate for this37
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drawback due to their high temporal resolution. Accordingly, 38

interpreting low-resolution images with larger widths is of 39

great research value. 40

In the RS community, marine object detection is a large and 41

active research area with many applications, including behav- 42

ioral analysis, military surveillance, and border protection. 43

Nevertheless, due to the ultralow spatial resolution images 44

from RS satellites, the ship object contains only a few pixels 45

of information, as shown in Fig. 1(a). Hence, no effective 46

shape and texture features can be used as the discriminant 47

basis. However, because of the high temporal resolution of the 48

satellite, continuous image sequences usually can be acquired. 49

It brings us inspiration to introduce temporal information to 50

make up for the lack of spatial information. In addition, the 51

complex cloud and fog may cover the targets and further 52

weaken the object features. It is known that the greater the 53

difference between the object and the background, the more 54

prominent the object will be. And then, the target will be easier 55

to detect. Therefore, how to mine more target information and 56

enhance the object feature from limited data has come into the 57

focus of research. 58

Previous researchers have made efforts in object enhance- 59

ment through multiple frame image fusion. A common 60

approach is to use background subtraction or frame differ- 61

ence methods to find objects in consecutive frames [4], [5], 62

[6]. However, these methods suffer from their own costly 63

drawbacks. Frame difference methods rely heavily on frame 64

registration. For the images with unpredictable clouds, they 65

may introduce much extra noise. Further, it usually requires the 66

time difference between consecutive frames to be small. Thus, 67

they are not suitable for RS images with changing cloudy 68

backgrounds and longer frame difference time. Moreover, 69

other works have attempted to extract multiframe informa- 70

tion from video data by tracking methods, or optical flow 71

[7], [8], [9]. These methods utilize the temporal context to 72

supplement the lack of information in a single-frame image 73

effectively, but they require more than five frames of image 74

data. It is a luxury for wide-swath RS image processing with 75

high timeliness requirements. Because the satellite has a fixed 76

shooting time interval, the more frames required, the longer 77

it takes. Therefore, the requirement of a simple and suitable 78

method to integrate multiframe information is put forward. 79

Additionally, we discover through rigorous experiments that 80

the object feature strength in the original images is closely 81

related to the precision of the outcomes of the subsequent 82

detection [10]. Thus, it is necessary to enhance input image 83
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Fig. 1. Schematic of continuous frame fusion images and their enhancement
results in different scenes. Columns (a) Illustrate original single-band image
blocks. Columns (b) Show fused three-channel image blocks. Columns
(c) Indicate the results after adaptive object enhancement processing.

quality before performing detection tasks. In recent years,84

deep learning methods have shown impressive performance85

in this field [11], [12], [13]. Generally, they are combined86

with the object detection task as a preprocessing part, and87

the common structures are demonstrated in Fig. 2(a) and (b).88

Specifically, on the one hand, one of these structures connects89

the different components through feature maps and utilizes90

one-level supervision to regulate the whole network [14], [15].91

They are highly integrated but cannot achieve the purpose of92

weakening the difficulty of single-level tasks by a divide-and-93

conquer strategy. On the other hand, the common multisuper-94

vised structure divides the tasks hierarchically [16], while they95

are separate from each other. They have their own loss function96

and ground truth to supervise the network separately, and there97

exists no information interaction during the training process.98

This leads to the fact that the previous components will only99

learn according to the ground truth defined on the basis of100

human vision rather than machine perception. Our ultimate101

goal is to get better object detection performance rather102

than obtaining human-defined sharper images. Consequently,103

an effective intermodulation mechanism with a novel loss is104

necessary to integrate the different components.105

Inspired by the above analysis, we believe that the core106

idea of improving the detection rate of small dim objects in107

low-resolution images is: Clearer Objects, the more Confident108

Fig. 2. Comparison between different approaches for multistage object
detection. Pipeline (a) corresponds to classic cascade structure, in which the
different components are connected by feature maps. Pipeline (b) represents
the dual-supervised structures with separated components. In contrast, our
proposed pipeline (c) uses dual-supervised joint mode for different component.

Observers. Specifically, we devise a novel dual-supervised 109

network with unified region of interest (ROI)-loss, called 110

COCO-Net, for detecting ships in low-resolution optical satel- 111

lite image sequences. First, we aggregate three consecutive 112

frames to compensate for small object features by introduc- 113

ing the motion information, thus transforming the original 114

single-band image into a three-channel image. The composed 115

images are then fed into a novel dual-supervised network for 116

feature extraction (FE), where the dual-supervised network 117

consists of an object enhancement component (OEC) and 118

an object detection component (ODC). The OEC consist of 119

multiple attention modules stacked with a detail feature com- 120

pensation (DFC) module added to integrate the features at dif- 121

ferent levels. The ODC is optimized for small target detection 122

based on the you only look once (YOLO) architecture [17]. 123

We apply an energy filter kernel in the multiscale feature cross 124

fusion (MFCF) module of the ODC, which is obtained from 125

high-level feature maps and used to filter out the noise of mid- 126

level features. Thus, the multiscale features can be efficiently 127

aggregated without introducing noise. Besides, we design a 128

uniform ROI-loss scheme that constrains the OEC to focus 129

more on the target region according to the ROI information 130

obtained from the ODC. In addition, we construct a new 131

dataset based on the GaoFen-4 satellite imagery, consisting 132

of 3030 image patches in various scenes with accurate anno- 133

tations. Experimental results on this dataset demonstrate that 134

the proposed COCO-Net outperforms state-of-the-art (SOTA) 135

methods in terms of different evaluation indicators. 136
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The contributions of this study can be summarized as137

follows.138

1) We propose an inspired idea to address the challenges in139

small object detection, i.e., incorporating suitable con-140

secutive frames to compensate for small object features.141

2) We develop a novel dual-supervised framework with142

two components named COCO-Net to hierarchically143

processes single-level tasks, which can adaptively144

enhance the input data quality of object detection with-145

out the limitation of diverse noise.146

3) We design a unified ROI-Loss scheme to constrain the147

first component to simultaneously serve the final object148

detection task, which is the key to the composition of149

the integrated network.150

4) Experiments on our newly constructed database illustrate151

the superior performance of the proposed method. Low-152

resolution ship detection database (LSD) dataset taken153

by the GaoFen-4 satellite consists of 3030 image patches154

in various scenes with accurate annotations.155

The rest of this article is organized as follows. Section II156

investigates the related works, and Section III describes the157

details of the proposed COCO-Net for low-resolution ship158

detection. Experimental results and detailed comparisons are159

shown in Section IV to verify the superiority of our method.160

Finally, conclusions are drawn in Section V.161

II. RELATED WORKS162

A. Small Objects Detection Methods163

Small object detection is an indispensable and challenging164

problem in image understanding and the computer vision165

field. In recent years, the compelling success of deep learning166

techniques has pushed small object detection forward to a167

research highlight. In general, there are two different defi-168

nitions of small objects. One refers to objects with smaller169

physical sizes in the real world, and the other can be found in170

Microsoft COCO (MS-COCO) [18]. That is, objects occu-171

pying areas less than and equal to 32 × 32 pixels are172

regarded as “small objects”. Since RS images always have173

lower resolution than natural images, ships with large physical174

sizes are also small objects occupying only a few pixels175

in RS images. Three difficulties are often encountered in176

constructing an accurate small target detector: the lack of177

appearance information separated from the background, the178

high requirements for localization accuracy, and the limited179

empirical knowledge [19]. Based on this situation, many180

researchers have made efforts in different aspects.181

On the one hand, multiscale feature fusion is regarded182

as a crucial issue in improving the performance of small183

object detection. In [20], a scale-aware network is proposed184

to resize all objects on a similar scale and then train a single185

scale detector. Singh et al. [25] designed a new framework186

called scale normalization for image pyramids (SNIP), which187

trained multiple scale-dependent detectors. Each of them was188

in charge of a specific scale object. This is a roundabout189

strategy that avoids the difficulty of training one model that190

can accurately detect objects at all scales. Pang et al. [21]191

presented the aggregate interaction modules to integrate the192

features from adjacent levels. It can effectively cope with 193

the great challenge of the variable scale of salient objects. 194

In 2022, a new enhanced multiscale feature fusion method 195

is developed [22]. The multiscaled atrous convolution oper- 196

ators are employed to make full use of context information. 197

Liu et al. [23] also introduced a novel stereoscopically atten- 198

tive multiscale (SAM) module to a lightweight network, which 199

can adaptively fuse the features of various scales. 200

On the other hand, data augmentation and training 201

strategy are also beneficial for small object detection. 202

Kisantal et al. [24] found that one of the factors behind the 203

poor detection performance for small objects is the lack of 204

representation of small objects in a training set. First, they 205

demonstrate that the detection rate can be effectively improved 206

by oversampling images containing small objects. Second, 207

they designed a data augmentation approach by copy-pasting 208

small objects through the segmented mask. Besides, litera- 209

ture [25] proposed a novel model called Scale Normalization 210

for Image Pyramids with Efficient Resampling (SNIPER). 211

It only processed context regions around ground truth instances 212

at the appropriate scale. Later, Kim et al. [26] designed a 213

scale-aware network (SAN). It first maps the convolutional 214

features obtained from the different scales onto a scale- 215

invariant subspace. Then, SAN and detection network are 216

trained simultaneously. In addition, Prakash and Karam [27] 217

utilized a generative adversarial network (GAN) to gener- 218

ate features that provide robustness for object detection on 219

reduced-quality images. Although these methods can improve 220

the small object detection performance, they are still unsuitable 221

for dim tiny marine object detection under unpredictable 222

clouds background. 223

B. Image or Object Enhancement Methods 224

Vision-based methods including object detection, activ- 225

ity recognition, etc., require visible images for supe- 226

rior performance. In early research, histogram equaliza- 227

tion [28], gamma transform [29], etc. are the simple and 228

straightforward methods. However, they sometimes prompt 229

over-enhancement, and other limitations. In [30], Dynamic 230

Histogram Equalization (HE)-based approaches are utilized to 231

overcome the above shortcomings and enhance the contrast. 232

Another prominent algorithm [31] enhance the image by intro- 233

ducing fuzzy contextual information about the images. In [32], 234

the author presented an improved Retinex model to enhance 235

the low-light images and reduce the intensive noise interfer- 236

ence. In 2009, He et al. [33] designed a dark channel prior 237

theory for image defogging, which has been widely applied. 238

Additionally, deep learning-based methods have also per- 239

formed well in this field [34], [35], [36]. In 2020, a semi- 240

supervised learning approach, deep recursive band network 241

(DRBN) [37], for low-light image enhancement was devel- 242

oped. It was well designed to extract a series of band repre- 243

sentations from coarse-to-fine and generated enhanced results 244

with well-reconstructed details with the help of this two-stage 245

design. In [38], an accurate and efficient single-shot object 246

detector (FAENet) with feature aggregation and enhance- 247

ment was proposed. They integrated a pair of novel feature 248

aggregation modules and two feature enhancement blocks 249
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Fig. 3. Overview of the proposed ship detection method COCO-Net. The method consists of two components: OEC for object enhancement and ODC for
object detection.

into the Single Shot MultiBox Detector (SSD) network to250

improve the detection performance. In order to improve the251

visual effects of weak vehicles in RS images, Gao et al. [39]252

proposed a detection-guided CycleGAN to enhance the weak253

targets for accurate detection. Besides, super-resolution meth-254

ods are often chosen for reconstructing images [40], [41],255

[42]. However, most of these methods enhance objects at the256

extracted feature level, while it is also important to improve257

the input data quality for low-resolution object detection.258

C. Approaches for Reducing Background Interference259

In many image interpretation tasks, such as object detection,260

action recognition, etc., background interference is one of the261

main reasons that affect the performance of the model. In [43],262

Shen et al. designed a residual learning structure incorporated263

with weakly supervised detection, which decomposes back-264

ground noise and models clean data. In 2020, an improved265

RBox-based object detection model is proposed [44]. It can266

effectively reduce the interference of background pixels by267

locating the objects more finely. To overcome the challenge268

of detecting small infrared target under complex background,269

study [45] defined an enhanced local contrast measure method270

to enhance small targets and suppress complex background.271

In [46], Wang et al. presented a debackground detail convo-272

lutional network. Specifically, they enable the decomposer to273

produce a detail layer by subtracting background interference274

from the crowd images, which optimizes the learning process.275

In addition to the above methods, multistage processing is276

also an important idea. Yang et al. [47] designed a preiden-277

tification mechanism and a cascaded detector for tiny faces.278

The prerecognition mechanism first preidentified face region279

candidates as regions of interest and then used them as inputs280

to subsequent networks, leading to reducing background and 281

other extraneous information. In [48], a new pixel to global 282

matching network (PG-Net) framework is proposed, consisting 283

of a FE subnet and an object localization subnet. The PG-corr 284

module integrated into the object localization subnetwork can 285

effectively suppress background interference by narrowing the 286

matching area. In [49], the author introduced a cascade region 287

proposal network with soft-decision nonmaximal suppression, 288

improving the performance under complex background. How- 289

ever, the above methods mainly address the interference of 290

various ground objects rather than the cloud and fog occlusion. 291

These two types of backgrounds have different influences on 292

target detection; thus, they require further exploration. 293

III. METHODOLOGY 294

The proposed network model COCO-Net is composed of 295

an OEC and an ODC. The overall framework is shown in 296

Fig. 3. Since the object size in ultralow-resolution images is 297

only a few pixels, it is necessary to perform effective feature 298

compensation for dynamic objects by integrating sequence 299

images. Following cropping, the image blocks are put into 300

the OEC to automatically improve the saliency of objects in 301

accordance with local scenes. Then the improved images with 302

clearer objects are trained by the ODC, which is optimized 303

based on YOLOv5 backbone. Finally, it is worth noting that 304

the prediction boxes from the ODC are fed back to the OEC to 305

adjust the loss weights. More detailed descriptions are given 306

in the following subsections. 307

A. Multiframe Images Association Approach 308

The original RS images from the satellite are single-band 309

16-bit images with low spatial resolution, and the object only 310
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Fig. 4. RAB module and the concatenate method.

contains a few pixels. Accordingly, both the texture and color311

information of the target are extremely insufficient. In this312

case, it is necessary to compensate the input image with313

effective object features to obtain a better detection effect.314

A simple and practical approach is to correlate consecutive315

images, which can enhance the target features by introducing316

motion information. As shown in Fig. 1(a) and (b), we take317

the three consecutive frames of images as the three channels318

of the resulting image, respectively319

Ir = I1, Ig = I2, Ib = I3 (1)320

where Ir , Ig , and Ib are the R, G, and B band image in the321

final pseudo-color image, respectively. Ii is the i th frame of322

the image sequence. The ship target is visually a point in the323

original image, while the target becomes a sequence of colored324

dots after the association of the image. Since the speed of325

the ship is within a certain range, the distance between the326

points is also within a certain range. Therefore, this scheme327

can effectively enhances the ship target features, which can328

improve the detection accuracy rate.329

How many frames to correlate is a critical issue that330

deserves careful consideration. On the one hand, integrating331

more frames of image data can increase target information, but332

it can also introduce more complex background information333

and more interference. Moving clouds in other frames may334

obscure the target in the current frame and weaken the target335

features. On the other hand, it usually takes a certain amount of336

time for a satellite to shoot an area. The more frames we use,337

the longer the data generation time. However, high timeliness338

is necessary for both military and civilian applications. Thus,339

it is not the case that the more frames of the fused image,340

the better the detection. Therefore, we use frame difference341

method to correlate more than three frames and verify the342

influence of the number of frames on the detection effect343

through experiments. For example, the sequence number of344

multiple frames is set to 1-k. The R and G band of fused345

three-channel images are “1” and “2” frame images, respec-346

tively. The B band is the resulting image of the 3-k frames347

calculated by the frame difference method, which can be348

described as349

Ir = I1 (2)350

Fig. 5. Structure of MFCF module. Function k denotes the process of
constructing the energy filter kernel, and function e denotes the process of
filtering.

Ig = I2 (3) 351

Ib = I3 + |I3 − I4| + |I4 − I5| + · · · + |Ik−1 − Ik | (4) 352

where | · | denotes the calculation of absolute value. In this 353

study, we choose 1, 3, 5, and 7 frames image sequences to 354

verify the detection effect. Experimental results show that 355

using three consecutive frames has a better detection effect. 356

So we final utilize three frame images to composite sample 357

image. Take part in Section IV for specific experimental 358

contents. 359

B. Framework of COCO-Net 360

The whole framework of COCO-Net consists of two compo- 361

nents, namely OEC and ODC. As shown in Fig. 3, the OEC 362

is utilized to sharpen the images and enhance the contrast 363

between the object and background. It is mainly constructed 364

by several residual attention blocks (RAB), which consist of 365

channel attention (CA) modules, pixel attention (PA) modules, 366

and multiple DFC modules for DFC. The ODC is used to 367

capture object features and detect them. It is modified from 368

YOLOv5 for small objects and consists of an improved MFCF 369

module. The two components are tightly connected, and the 370

output feature map of OEC is fed into the ODC directly, which 371

can be expressed as 372

O = �ODC(�OEC(Imul)) (5) 373

where Imul and O represent the multiframe image and the 374

final detection result. �ODC and �OEC denote the calculation 375

process of the ODC and OEC components, respectively. Each 376

component has its own supervised ground truth, but is trained 377

uniformly. 378

The OEC first goes through a 3 × 3 convolution layer. 379

Then, it is constructed by stacking six RAB modules followed 380

by another convolution layer to extract useful features. Next, 381

it adds skip-connection to share the low-level details of the 382

image to enhance the feature. After that, the obtained feature 383

maps are fed into another convolution layer and a relu acti- 384

vation function again. The above process can be expressed as 385

follows: 386

�OEC(Imul) = C(C(FRAB(C(Imul))) + Imul) (6) 387
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where C denotes the convolution and FRAB represents the388

operator constructed by the RAB module. At this point, the389

OEC calculation is completed. The output images are utilized390

to calculate loss along with ground truth and are treated391

as input of the ODC. As shown in Fig. 4, each RAB is392

composed of three convolution layers, a CA module and a393

PA module. The specific structures of CA and PA modules394

can be found in [50]. The output of each RAB is fed into the395

DFC module. The reason for using this module is mainly to396

minimize information loss of small targets in deep layers of397

the network. This loss is irreversible and will accumulate with398

the deepening of the layer, but it is very important for small399

target detection. The structure of DFC is shown in the red box400

in Fig. 4. The f i−1
j and f i

j denote i − 1th and i th level input401

of the DFC module. And the f id
j represent the downsampled402

feature of f i
j . Then we utilized the convolution 3 × 3 (Ci )403

to extract features of the target in multiple levels. Finally, the404

different features are fused. We can express it visually with405

the following formula:406

MDFC =Ci

⎛
⎝ 3�

j=1

Ci−1
j

�
f i−1

j

�⊕ 3�
j=1

Ci
j

�
f i

j

�⊕ 3�
j=1

C id
j

�
f id

j

�⎞⎠ (7)407

where MDFC denotes the output of each DFC module and408

the ⊕ represents the concatenate operator. (
	 n

j=1C j )( f j) is409

defined as410 ⎛
⎝ n�

j=1

C j

⎞
⎠� f j

� = Cn
�
Cn−1, . . . , C2

�
C1
�

f j
���

(8)411

where (·) denotes the input data of each calculation module412

and f j is represents the different level input of DFC module.413

Based on the DFC module, high-resolution features with414

detailed information can be used to compensate for the415

semantics for detection, and the detailed features of the small416

target can be preserved.417

Furthermore, the ODC is constructed based on a one-stage418

detection framework, such as YOLO [17]. The backbone419

contains four FE modules, each of which includes five residual420

units. Meanwhile, each FE module is followed by a convolu-421

tion layer, batch normlization layer and leaky relu function422

layer (CBL) block consisting of a convolutional layer, a batch423

normalization layer, and a relu activation function layer. After424

that, the output feature maps of the last three FE modules are425

fed into the MFCF module. This process can be formulated as426

�ODC
�

O �� = 4
Fu
k=2



k�

i=1

�
Mi

CBL

�
Mi

FE

�
O ����� (9)427

MCBL
�

I f
� = Relu

�
BN
�
C
�

I f
���

(10)428

MFE
�

I f
� =

5�
i=1

Ri
e

�
I f
�

(11)429

where O � represents the output of OEC component and I f430

denotes the input feature map for different module. MCBL and431

MFE denote the calculation process of FE module and CBL432

block. (
	 n

i=1 Ri
e)(·) is defined similar with (

	 n
j=1C j)(·),433

and Re denotes the residual blocks. Fu represents the MFCF434

operator described later. Generally, target extraction is435

performed to effectively capture the features of the target436

region, while it may convolution out the object-like noise 437

and lead to a high false alarm rate. To suppress noise and 438

improve the signal-to-noise ratio of the target, we introduce 439

an energy filter kernel function in the MFCF module. 440

Specifically, we first construct an energy kernel that relies 441

on the energy distribution of the high-level feature. This step 442

is mainly achieved by pooling and convolution operations on 443

high-level features. Then, it is used to filter out background 444

noise in mid-level features, which is achieved by convolution. 445

Finally, the obtained pure target feature is added with the 446

low-level features to enhance the contrast of the target area. 447

After that, the signal-to-noise ratio of image can be effectively 448

improved and the false alarms are also be suppressed. The 449

specific process is formulated as 450

Ke = φ
�

Pm
�

Fhigh
� ∗ Pa

�
Fhigh

��
(12) 451

Fe = Ke ∗ Fmid + Flow (13) 452

where Pm and Pa are max pooling layer and average pooling 453

layer, respectively. ∗ denotes the convolution operator. φ(·) 454

denotes the sigmoid layer, and Ke is the energy filter kernel. 455

Ke ∗ Fmid is the pure feature map after energy filtering and 456

Fe denotes the output feature map with high signal-to-noise 457

ratio. Then the multiscale maps are fused through the feature 458

pyramid network (FPN) and path aggregation network (PAN) 459

module, which is popular in the YOLO detection framework. 460

Finally, we utilize three multiscale detection heads to predict 461

targets. 462

C. Unified ROI-Loss Scheme 463

A unified ROI-loss of pixel and bounding-box regression is 464

used to optimize the COCO-Net jointly. The first supervised 465

function for OEC is applied to mean absolute error (MAE), 466

called L1loss, which calculates the difference of all corre- 467

sponding pixels in the image. Although this function is simple, 468

many studies have verified that L1loss-based image restoration 469

tasks achieve better performance than L2loss in terms of peak 470

signal-to-noise ratio (PSNR) and structural similarity (SSIM) 471

metrics [51]. Therefore, L1loss is used by default in this work, 472

which is expressed as 473

LOEC = 1

n

n�
i=1

yi
gt − OEC

�
yi

pre

� (14) 474

where yi
gt stands for the i th pixel in ground truth and yi

pre 475

denotes the i th pixel in predict image. n is the pixel number 476

of the image. 477

It is worth noting that if a feature enhancement operator 478

is performed on the entire image, it is likely to introduce 479

unnecessary noise information. Hence, setting up a supervision 480

mechanism for OEC so that the network pays more attention 481

to the target area is very important for this dual-supervised 482

network. Based on this consideration, we feed the detection 483

boxes of ODC to OEC as ROI masks. Then assign different 484

weights to the pixels according to whether they are in the target 485

area when calculating the L1loss. When a pixel is within the 486

ROI mask, its weight is larger; otherwise, it is smaller. The 487

LOEC loss is modified as 488

Luin = 1

n

��
α
yi

gt − OEC
�

yi
pre

�+ β
y j

gt − OEC
�

y j
pre

�� 489

(15) 490
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Fig. 6. Visualization of original RS images and the enhanced results for the LSD database. The pseudo-color image is obtained by superimposing multi
frames of image block.

Fig. 7. Grayscale distribution of instance objects on the LSD database
(16 bits).

where α is set 0.8 and β is set 0.2 in this work. yi denotes491

that the pixel is inside the ROI-mask area, and y j indicates492

that the pixel is outside the ROI-mask area. Afterward, the493

constructed ensemble COCO-Net is trained using this unified494

loss scheme. The experimental results verify the effectiveness495

of the scheme.496

For the object detection task, the focal loss proposed497

recently performed well [52]. It adds a modulation factor to the498

cross-entropy loss to reduce the relative loss of easy samples499

and focus on hard samples. The focal loss can be expressed500

as501

L f =
�

−α
�
1 − y ��γ log

�
y ��, y = 1

−(1 − α)
�

y ��γ log
�
1 − y ��, y = 0

(16)502

where the factor (1 − y �)γ to the standard cross-entropy crite-503

rion. The balance factor α is added to balance the uneven504

ratio of positive and negative samples. Moreover, the total505

TABLE I

TRAINING PARAMETERS

loss needs to be weighted with the classification loss (L f ), 506

intersection over union loss (L IoU) and confidence loss (Lconf). 507

Among them, IoU loss is the Complete-IoU (CIoU) loss, 508

including the aspect ratio factor and confidence loss is binary 509

cross-entropy loss (BCEloss). More details can be seen in 510

literature [53]. Consequently, the total loss LODC is defined 511

as follows, and λ1, λ2 and λ3 are the set parameters used to 512

balance the weights between these losses 513

LODC = λ1 · Lconf + λ2 · L IoU + λ3 · L f . (17) 514

According to the experiment experience of former researchers, 515

the weight ratio of these three losses should be the same. It is 516

reasonable because these losses are all equally important for 517

accurate detection. Consequently, we set all three coefficients 518

λ1, λ2, and λ3 are 1. 519

IV. EXPERIMENTS 520

In this section, the efficacy of the proposed COCO-Net 521

is verified, and we compare it with SOTA methods on our 522

newly constructed LSD dataset from the GaoFen-4 satellite. 523
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Fig. 8. Example images and their bounding box annotations on LSD dataset. The images in the first and third rows are the original RS image patches, and
the images in the second and fourth rows are the corresponding target enhanced image patches.

This article mainly aims to detect moving ships in high-524

orbit satellites’ ultralow resolution images. First, experimental525

conditions are described, including datasets, evaluation met-526

rics, implementation details, and baseline. Second, detailed527

ablation experiments are performed, and the impact of each528

proposed scheme on the final detection performance is dis-529

cussed. Finally, experiments comparing the proposed approach530

with SOTA methods are conducted on the LSD dataset, and531

the results are analyzed and visualized.532

A. Experimental Conditions533

1) LSD Database: To evaluate the performance of the534

proposed method, we conduct experiments on continuous535

frame image data of the GaoFen-4 satellite and develop a536

low-resolution ship detection database (namely, LSD Data-537

base). The original RS images can be seen in Fig. 6. The spa-538

tial resolution is 50 m, and the spectral range is 0.45–0.52 μm.539

The size of original RS images is 10240 × 10240 pixels.540

Furthermore, due to the low image resolution, our targets are541

mainly various types of aircraft carriers and large warships.542

Their size range is about 120–300m, which is about 2–6 pixels543

in a single frame image and falls into the category of dim tiny544

targets. At the same time, the real ship objects in RS images545

are annotated by professional ship target interpreters. They546

utilize more than one valid information to discriminate the 547

ship object and the result is quite credible. 548

To correlate multiframe features, we construct a synthetic 549

image with three sequence frames as R, G, and B channels, 550

respectively. That is, the model input contains an image 551

sequence of three adjacent frames. And the subsequent oper- 552

ations are all implemented based on these synthetic images. 553

In addition, due to the large size of the original RS image, 554

we cut the images to 256 × 256 pixels. At the same time, 555

to avoid the breakage of the target sequences, we cut the 556

images with a 15% overlap. Moreover, since the GaoFen-4 557

data obtained is limited, we utilize the simulation method 558

for object augmentation [24] to simulate more samples. 559

We first separate the sea background, various ships„ and clouds 560

image blocks, then randomly select one of each category 561

and fuse them through Poisson calculation. Thus, the final 562

dataset contains a total of 3030 images containing a total of 563

3497 instances. Among them, there are 2490 real samples, 564

including 460 positive sample images and 2030 negative 565

sample images, and a total of 1877 ship instances. There are 566

540 simulation sample images, including 1620 simulated ship 567

instances. The ratio of positive to negative sample images 568

is 1:2. For the LSD database, 1939, 485, and 606 images are 569

used for training, validation, and testing, respectively. 570
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Since the unique properties of our dataset, detecting objects571

in our dataset have several distinctive challenges. First, low572

spatial resolution of objects. We can see from Fig. 6 that573

all instances have a small size (< 15 pixels), and the574

multiframe-enhanced instances are less than 50 pixels in size.575

This poses a great challenge to detection methods. Second,576

the large grayscale difference of objects. In original 16-bit RS577

images, the gray value of instances varies from 130 to 260.578

Some dim objects in the original image cannot even be seen.579

Third, the number of instances in different grayscale intervals580

is not balanced, which can be seen as Fig. 7. The instances581

with grayscale values less than 160 are only about 5% of582

all instances. This brings great difficulty to accurate target583

detection.584

We also constructed the ground truth of target enhancement585

image in addition to the ground truth of target box annotation,586

because the COCO-Net is a dual-supervised framework. Gen-587

erally, some objects will be under-salient or over-exposed if the588

same algorithm is applied to process all image patches. Hence,589

we individually adjust the contrast and brightness of each590

image patch according to its background, making the target591

more salient. Specifically, We first divide the different image592

patches into several groups according to the scenes. Then,593

we set different parameters of the enhancement algorithm to594

adjust the brightness and contrast of the images in each group595

to make the target more salient. After that, we adjust the image596

patches with bad enhancement effect one by one, to ensure597

that all the samples get the best image enhancement effect.598

Consequently, the network can be trained using the ground599

truth, and perform adaptive target enhancement processing600

according to different scenes.601

2) Implementation Details: The proposed method is imple-602

mented using the PyTorch deep learning framework and603

is trained on a workstation with an NVIDIA GeForce604

RTX 2080 graphics processing unit (GPU) with 8 GB memory.605

To compare the proposed COCO-Net with other methods606

more fairly, the training hyperparameters are set to be the607

same as the comparison methods. The specific experimental608

parameter settings are shown in Table I. It’s worth noting that609

we followed YOLO’s implementation trick, and fix the input610

image size to 416 × 416 pixels by BiCubic interpolation,611

which can achieve better detection results. The number of612

training epochs is 500. The IoU threshold is set to 0.2 to obtain613

better results because the object size was small. The confidence614

threshold is set to 0.3, and the nonmaximum suppression615

(NMS) threshold is 0.5. The initial learning rate of OEC and616

ODC are 1 × 10−5 and 0.001, and the final learning rate are617

1 × 10−9 and 1 × 10−6, respectively. The two learning rates618

are updated using a cosine update strategy. Assume the total619

number of batches is T , l is the initial learning rate, then at620

batch t , the learning rate lt is computed as621

lt = l

2

�
1 + cos

�
tπ

T

��
. (18)622

3) Evaluation Metrics: To quantitatively evaluate the ship623

detection performance of these methods, we chose accuracy624

evaluation indexes from the RS community (Pd , Pm and Pf )625

and deep learning community [precision, recall, and average626

precision (AP)]. However, to compute these indicators, the true 627

positives (TPs), false positives (FPs), false negatives (FNs), 628

and true negatives (TNs) in the detection results need to be 629

found first. Further, Intersection over Union (IoU) is required, 630

which represents the overlap ratio between the prediction box 631

Sp and ground truth box Sgt. It can be defined as 632

IoU = �Sp ∩ Sgt
�
/
�

Sp ∪ Sgt
�

(19) 633

If IoU > the setting threshold value, this predicted box is 634

considered as TP, otherwise it is considered as FP. If no 635

predicted box covers the target area, it is treated as a FN. 636

Otherwise, the region is a TN. 637

Consequently, the detection probability (Pd ), missed- 638

detection probability Pm , and false alarm probability Pf are 639

defined as 640

Pd = TP/GT (20) 641

Pm = FN/GT (21) 642

Pf = FP/(TP + FP). (22) 643

The precision and recall can be calculated as follows: 644

Precision = TP/(TP + FP) (23) 645

Recall = TP/(TP + FN) (24) 646

where the GT is the number of true objects. It is not sufficient 647

to evaluate the performance of the model only using above 648

indexes. 649

Another comprehensive indicator, the precision-recall curve, 650

shows the tradeoff between precision and recall for different 651

thresholds. It is the average value of precision for each 652

object category when the recall varies from 0 to 1. The 653

closer the curve is to the upper right corner, the better 654

the performance of the model. Furthermore, compared with 655

other indexes, the AP score reflects the performance of the 656

detection model more accurately and intuitively. It is shown as 657

follows: 658

AP =
� 1

0
P(R)d R (25) 659

where P(R) is the precision-recall (P-R) curve. The model 660

detection speed can be quantitatively evaluated using time (t) 661

and frames per second (FPS) 662

FPS = 1/t . (26) 663

B. Analysis of Different Scheme Settings 664

1) Analysis of Multiframe Correlation Scheme: Addition- 665

ally, although GaoFen-4 is a geostationary satellite that 666

remains stationary toward the Earth, clouds are also moved 667

by atmospheric flow. Therefore, as the number of frames 668

increases, the cloud will move and causing the cloud color 669

separation, as shown in Fig. 8. This will complicate the 670

background to some extent. Therefore, it is a problem to con- 671

sider whether the more frames the better the detection effect. 672

We conduct comparative experiments on different methods 673

based on different frame numbers to verify the correctness 674

of the proposed continuous frame correlation strategy. The 675

specific results can be seen in Table III. For our approach, 676
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TABLE II

QUANTITATIVE EVALUATION OF THE PROPOSED MODULES IN THIS ARTICLE

TABLE III

COMPARATIVE EXPERIMENTAL RESULTS USING IMAGES

WITH DIFFERENT FRAME NUMBERS (k)

when the frame number (k) is larger than 3, the last channel677

image is obtained through the frame difference method. It can678

be observed that the recall rate of detection results based on679

single-frame data is about 11% lower than that of three-frame680

images. This means that many ships are not detected, and681

we find that most of them are very dim ships. Moreover,682

the results of five-frame images (the third row) denote that683

the addition of more frames increases the detection rate but684

introduces additional noise.685

Compared to five-frame images, the seven-frame images686

causes coverage interference to some targets, thereby reducing687

the detection rate. We also compare COCO-Net with a good688

method [learnable spatio-temporal sampling (LSTS)] for treat-689

ing sequence frame images as video streams [54]. Although690

the result of five-frame images is better than three-frame691

images, the detection rate of which is also 3% lower than692

that of COCO-Net. In the meantime, due to the characteristics693

of satellite shooting, the time consumption caused by each694

additional frame is also unacceptable. Thus, we choose three695

frame image to composite the final image and regarded them696

as R, G, and B bands of the synthesized images, respectively.697

The method of correlating multiframe images mentioned in698

this article is simple, but it is also very effective and necessary.699

2) Analysis of Differentn Module: In this module compar-700

ison experiment, the constructed LSD dataset is utilized to701

verify the effectiveness of our proposed module, including the702

multiframe enhancement strategy, dual-supervised framework703

with OEC and ODC components, and ROI-Loss control strat-704

egy. We set YOLOv5 as the baseline network and added each705

module in order. The specific results are shown in Table II.706

TABLE IV

EXPERIMENTAL RESULTS OF HYPERPARAMETER

α AND β ON LSD DATASET

“SF” and “MF” represent single-frame images and multiframe 707

images, respectively. For the fairness of the experiment, except 708

for the module for comparison, the parameters of other parts 709

are consistent. We also give the AP value of targets in different 710

scenes, including cloudless, thin cloud, broken cloud, and 711

thick cloud. Different clouds have different interference to the 712

target. It can be observed that the optimized ODC component 713

is better for target detection in broken cloud scenes with 714

more background interference. The dual-supervised framework 715

improves the performance of target detection in cloud-free 716

scenes more significantly. 717

Furthermore, we can also see the overall AP value of the 718

improved ODC (second row in Table II) is 4% higher than 719

the baseline network (first row in Table II). This shows that 720

ODC component indeed has better detection performance for 721

small ships in low-resolution imagery. Similarly, the third 722

row indicates that the ODC component is used to process 723

multiframe images. The AP and Recall rate is increased 724

by about 5%. The fourth row represents that the OEC and 725

ODC components process multiframe images sequentially, 726

but they are separated during training. The AP and Recall 727

rate is increased by about 8%, showing a substantial positive 728

effect. The last row illustrated the results of COCO-Net for 729

multiframe images. The AP and Recall rate is about 5% higher 730

than the previous one, which denotes the ROI-Loss strategy for 731

the dual-supervised framework is important. Although there is 732

an increase in inference time, this is acceptable. 733

As shown in Fig. 9, we visualize the feature map from 734

COCO-Net and other compared models. The images in column 735

(a) are original RS images. We also give the corresponding 736

enhanced images in column (b) for a more intuitive view of 737

the ship’s position. The images in (c), (d), and (e) are feature 738
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Fig. 9. Validity verification of the different modules. (a) and (b) Illustrate the original images and object-enhanced images, respectively. (c), (d), and (e) Show
the feature maps of COCO-Net, COCO-Net without MFCF and detection model without OEC. Red boxes denote a noise point in images.

TABLE V

EVALUATION INDEXES OF DIFFERENT METHODS BASED ON LSD DATASETS

maps of different models and are illustrated by superimposing739

them on the enhanced images. Among them, the images in740

(c) are the detected feature map from COCO-Net. It is obvious741

that the ship feature has been well extracted. Compared with742

the feature maps generated from COCO-Net, the feature maps743

processed by the dual-supervised model without the MFCF744

module show more background noises. In particular, there is an745

obvious noise in the red circle. The image in column (b) shows746

that it has comparable feature strength to the ships. But the747

COCO-Net feature map can not only better emphasize the748

targets’ features but also effectively suppress the interference749

information. In addition, the images in column (e) illustrate the750

feature maps generated by a single detection model without751

OEC. That is, the input images are the original unenhanced752

data. Obviously, the captured target features in feature maps753

are weaker than those of the COCO-Net. In conclusion, the 754

effectiveness of the proposed dual-supervised framework and 755

the MFCF module can be verified. 756

3) Analysis of the ROI-Loss Scheme: This section focuses 757

on finding the best hyperparameters α and β of the pro- 758

posed ROI-Loss. We effectively correlate OEC and ODC via 759

ROI-mask. It can be seen in Table IV that our model with 760

different parameters consistently improves over the baseline. 761

The best performance is achieved when the loss with α = 762

0.8 and β = 0.2. This shows that the target enhancement 763

component should pay more attention to the target region 764

and increase the weight of these pixels. However, when α = 765

0.9 and β = 0.1, the AP value has dropped. It indicates that 766

the background cannot be completely discarded either, and it 767

still has an impact on the final detection performance. 768
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Fig. 10. Detection results of different methods on LSD database. Green boxes denote the ground truth boxes, which illustrated based on the enhanced images.
Blue boxes represent the detected positive objects, while orange boxes show the undetected positive samples. Red boxes denote the false alarms.

C. Detection Results and Comparison769

To illustrate the detection performance of COCO-Net,770

we conduct comparative experiments on the LSD database to771

compare the proposed method with SOTA object detection772

methods. These comparison methods include classic object773

detection methods such as faster-region convolution neural774

network (Faster-RCNN) [55], SSD [56], improved feature-775

merged single-shot detection (FMSSD) [57], and YOLOv5.776

There are also some small object detection methods, includ-777

ing R3-Net [58], multiscale convolutional neural network778

(MSCNN) [59] and split-merge-enhancement network (SME-779

Net) [10]. In addition, the multistage method chained cascade780

network (CC-Net) [14] and the method specifically ship detec-781

tion rotation dense feature pyramid networks (R-DFPN) [60]782

are also added for comparison. For effective validation of the783

different methods, all experiments are performed based on784

three-frame superimposed data. To be fair, the hyperparameters785

of all methods are set the same except for different modules.786

The comparative experiments are also extensive. For methods 787

with open-source code, we leverage them directly for testing. 788

And for popular detectors like Faster R-CNN, the MMDetec- 789

tion project is utilized. 790

We compare the COCO-Net with other SOTA methods 791

based on the LSD database. The results are shown in Table V, 792

where the optimal results are shown in bold. It can be seen 793

that the AP of COCO-Net for small marine ship detection 794

reaches 89.61% and is significantly higher than that of the 795

other detectors investigated. Moreover, the recall and pre- 796

cision are also increased. In comparison with the models 797

designed for detecting small objects, a multistage network 798

such as CC-Net shows better performance. Our approach 799

combines the multistage network architecture with small 800

target detection technology, which achieves better detection 801

results. For the RS evaluation community, COCO-Net also 802

performs well. Compared with early classic detection algo- 803

rithms, such as FasterRCNN and SSD, our approach produces 804
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Fig. 11. PR curves achieved by different methods on LSD dataset.

an approximately 13% improvement in detection probability805

(Pd ). At the same time, the Pd of COCO-Net is 5% higher806

than the best-performing small target detection method SME-807

Net. In addition, although its inference speed is not the fastest,808

COCO-Net still performed well in the studies we investigated.809

Besides, the PR curve for each model is illustrated in Fig. 11.810

PR curve is a curve with precision as the vertical axis and811

recall as the horizontal axis. Generally, precision and recall812

rate vary with different confidence thresholds, and the higher813

the accuracy, the lower the recall rate. It is difficult to define814

the true performance of a model from a single set of Precision815

and Recall values. Therefore, the precision and recall values816

under all the confidence threshold values are used to construct817

a curve, and the larger the area contained in the curve, the818

better the performance of the model. Then, it can be clearly819

seen that COCO-Net has a stronger performance advantage820

than other compared methods.821

We also give the intuitive visual detection results, as shown822

in Fig. 10. The ground truth boxes are illustrated on the823

enhanced images to clearly exhibit the ship. For the results of824

compared methods, the detection boxes are illustrated on the825

original RS images. Notably, YOLOv5 or other methods in the826

YOLO family have superior detection performance in nature827

images containing multiscale objects. But it does not have a828

processing mechanism for dim and small targets in ultralow829

resolution images, so it generally performs in RS images.830

CC-Net achieves relatively good results through the chained831

cascade structure, which can handle easy and difficult samples832

by level. In SME-Net, a split-and-merge module is proposed to833

eliminate salient information about large targets and highlight834

the features of small objects. Hence, it can be obtained better835

detection results for small targets. However, their detection836

effects are still not good enough for some dim objects whose837

gray value is close to the background. Among all the methods838

evaluated, COCO-Net has better detection performance than839

other methods. It has fewer missed targets (orange boxes) and840

false alarm targets (red boxes).841

D. Discussion842

The proposed dual-supervised COCO-Net provides a uni-843

versal learning framework capable of hierarchically processing844

target tasks. It is suitable for different domains, and more 845

layers of supervision can also be added. However, it is 846

important to note that although all levels have their own 847

supervision, a regulatory mechanism is required to keep it still 848

serving the final task. This is also the key to distinguishing 849

it from other multisupervised networks. Additionally, a very 850

difficult problem in the marine object detection from optical 851

RS images is the complex and changeable cloud and fog 852

interference. Earlier approaches attempted to process it differ- 853

ently through scene classification. However, class division is a 854

discrete process, so it is still difficult to effectively process the 855

intermediate scene. In our approach, the target enhancement 856

component can adaptively improve the contrast between the 857

targets and background in different scenes. We can observe 858

from Table II that the approach proposed in this study shows 859

a huge advantage. Further, we will conduct more in-depth 860

exploratory research from the view of the lightweight model in 861

the follow-up research. It is also important to put the method 862

into practice. 863

V. CONCLUSION 864

In this study, a well-designed dual-supervised framework 865

is proposed for low-resolution optical satellite imagery ship 866

detection. First, the superimposed sequence images are gener- 867

ated through a preprocessing module, which can enhance small 868

object features by introducing the moving optical flow infor- 869

mation of the target. Second, we treat the object detection task 870

hierarchically. The target region contrast is adaptively adjusted 871

first to enhance its saliency through the target enhancement 872

component. Then, the small ODC with a novel MFCF module 873

avoids incorporating background noise and achieves accurate 874

object detection. Finally, an ROI-Loss scheme is proposed to 875

regularize the whole network so that the more ideal input 876

data for object detection can be obtained. We train the whole 877

network uniformly to make the object enhancement network 878

serve the object detection task. The experiments on our newly 879

constructed database: LSD, demonstrate that the proposed 880

COCO-Net is effective and important. 881
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