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Abstract— This study aims at estimating the dry snow
water equivalent (SWE) by using X-band synthetic aperture
radar (SAR) data from the COSMO-SkyMed (CSK) satellite
constellation. The time series of CSK acquisitions have been
collected during the dry snow period in the Alto Adige test
site, in the Italian Alps, during the winter seasons from 2013 to
2015 and from 2019 to 2021. The SAR data have been analyzed
and compared with the in situ measurements to understand the
X-band SAR sensitivity to SWE, which has been further assessed
by dense media radiative transfer (DMRT) model simulations.
The sensitivity analysis provided the basis for addressing the
SWE retrieval from the CSK data, by exploiting two different
machine learning (ML) techniques, namely, artificial neural
networks (ANNs) and support vector regression (SVR). To ensure
statistical independence of training and validation processes, the
algorithms are trained and tested using SWE predictions of the
fully distributed snow model AMUNDSEN as reference data and
are subsequently validated on the experimental dataset. Due to
its influence on the CSK estimates, the effect of forest canopy
was accounted for in the analysis. Depending on the algorithm,
the validation resulted in a correlation coefficient 0.78 ≤ R ≤
0.91 and a root-mean-square error (RMSE) 55.5 mm ≤ RMSE
≤ 87.4 mm between estimated and in situ SWE. Further analysis
and validation are needed; however, the obtained results seem
suggesting the CSK constellation as an effective tool for the
retrieval of the dry SWE in alpine areas.
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I. INTRODUCTION

CLIMATE, hydrological, and meteorological studies
require an accurate characterization of snow depth (SD)

and snow water equivalent (SWE) at a global scale that
is, however, unavailable with the characteristics of accu-
racy, revisiting frequency, and spatial resolution needed by
the potential applications. In situ systems cannot provide
distributed observations at a global scale, and the lack of
appropriate sensors hampers the possibility of monitoring the
snow cover from space at high resolution. The algorithms
based on microwave satellite radiometers [1]–[4] can provide
global retrievals of snow mass with frequent revisiting and
high accuracy, but with a ground resolution in the order
of kilometers that is not sufficient for several applications.
On the contrary, the existing synthetic aperture radars (SARs),
although more appealing due to the high resolution, do not
have optimal frequencies for snow monitoring. The existing
satellite SAR sensors operate indeed between the L- and the
X-bands, while higher frequencies would be required for this
scope. Anyway, some examples of SAR data application for
the retrieval of SD and SWE have been published: despite
the abovementioned SAR limitations, these studies pointed
out some potential of this kind of microwave instrument
for the monitoring of snow parameters. Among the others,
Guneriussen et al. [5] proposed a delta-K technique applied
to L-band interferometric SAR (InSAR) for attempting the
SWE retrieval. Pettinato et al. [6] attempted the SWE retrieval
from COSMO-SkyMed (CSK) X-band SAR data, by using an
artificial neural network (ANN)-based algorithm, which was
trained with data simulated by the dense medium radiative
transfer of quasi-crystalline densely packed sticky spheres
(DMRT-QCA) forward electromagnetic model [7]. Santi et al.
[8] exploited a similar combination of dense media radiative
transfer (DMRT) simulations and ANN for retrieving SD and
SWE from the acquisitions of the European Space Agency’s
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(ESA) airborne SnowSAR, which is an SAR system operating
at X- and Ku-bands in VV and VH polarization. Another
example of SWE monitoring from SAR was proposed by
Leinss et al. [9], [10]: in these studies, the SWE retrieval
was obtained by differential interferometry applied to the
TerraSAR-X polarimetric acquisitions.

Lievens et al. [11] exploited the use of Sentinel-1 C-band
SAR data for mapping SD in the Alpine areas of the northern
hemisphere: this study is one of the first examples of global
SD monitoring based on SAR, although the use of C-band
may raise some concerns since this frequency is considered
not sensitive to SD due to the very high penetration inside the
snow cover [12].

These works show a promising potential of SAR tech-
niques for the monitoring of snow parameters; however, most
of the proposed approaches have been validated in rela-
tively small areas and for a limited variability of snowpack
conditions, while a consolidated technique for monitoring
SD/SWE at global scale by using SAR does not exist yet.
It is worth mentioning that a dual-polarized SAR, operat-
ing at X-band (9.6 GHz) and Ku-band (17.25 GHz), was
foreseen for the Cold Regions Hydrology High-resolution
Observatory (CoReH2O) space mission [13], which was pro-
posed in the framework of the 7th Earth Explorer pro-
gram. The mission, which was aimed at filling the gap
of SWE monitoring at high resolution, was not funded by
the ESA.

In the absence of a dedicated high-resolution mission,
it becomes important to assess the potential of the existing
SAR missions operating at the X-band, such as CSK that is
building archives of frequent and regular acquisitions. The
X-band is still not optimal for the retrieval of SD/SWE;
however, this frequency has higher interaction than C-band
with the water contained in the snowpack and with the
snow microstructure. Furthermore, thanks to the four-satellite
constellation, CSK achieves a revisit time up to one day
over the same area, which is crucial for snow monitoring
applications.

In this study, which was carried out in the frame-
work of ASI-IFAC/CNR “Algoritmi” project [14], a total
of about 80 CSK images and corresponding experimental
measurements of snow parameters was collected in a large test
area corresponding to the South Tyrol, located in the eastern
Italian Alps. Images and in situ measurements covered the
central part of the winter seasons from 2013 to 2015 and
from 2019 to 2021. A few reference images collected during
the summer period of each year served to verify the absence of
wet snow by applying the −3-dB threshold criterion proposed
by Nagler and Rott [15] and Nagler et al. [16].

First, the X-band sensitivity to SWE of dry snow was
analyzed based on the experimental data. The experimental
findings were further assessed by DMRT model simulations in
quasi-Mie scattering assumption (DMRT-QMS) simulations:
the simulated data served for interpreting the experimental
findings, with the main scope of answering the very important
question whether the data at X-band are sensitive to SWE
in the observed environment. The obtained results provided
the basis for attempting the SWE retrieval from CSK acqui-

sitions based on ANN and support vector regression (SVR)
algorithms.

Given the extension of the test areas and the number of
images and winter seasons involved, using DMRT as done in
[6] to generate the hundred thousand data required for training
the algorithms would have had an unsustainable computational
cost. A hybrid “experimental + model”-driven strategy was
therefore defined: the training and test of the algorithms were
based on subsets of the CSK images combined with SWE
simulated by the Alpine MUltiscale Numerical Distributed
Simulation Engine [17]. To ensure the statistical independence
of validation from training, the dataset derived from the
experimental activities was not involved in the training and test
phases but only considered for validating the algorithms. The
use of AMUNDSEN simulated SWE for training and testing
the algorithms, the comparison between different machine
learning (ML) techniques, the extension of the test areas, the
amount of data, the use of different polarizations, the duration
of the experiment, and the assessment of the generalization
capabilities represent the main difference and innovation of
this study with respect to the preliminary analysis carried out
in [6]. In this respect, this study can be considered one of
the largest experimental investigations conducted for retrieving
SWE from SAR data.

This article’s structure is as follows. The South Tyrol test
area and the datasets are described in Section II. The main
characteristics of the two ML algorithms and their training are
described in Section III. In Section IV, the experimental sensi-
tivity of CSK acquisition to SWE is presented and interpreted
with the support of DMRT-QMS [18]. The retrieval results are
also presented in Section IV and discussed in Section V.

II. TEST AREA AND DATA

A. Test Area

The test area considered for the scopes of this study was
South Tyrol in the eastern Italian Alps. (Fig. 1), for which
a time series of CSK images was available in the winters
from 2013 to 2015. The area extension is of about 7400 km2,
and the altitude varies from 200 m to 3905 m a.s.l: such
complex orography implies very variable snow conditions
throughout the region. Three main topographical landscapes
exist in the area: Alpine ridge, Adige valley, and Pre-Alps
mountains. These landscapes, together with the Garda Lake,
contribute to the large spatial and temporal variability of the
snow conditions in the area. The mountain ridges represent
a natural obstacle capable to deflect or modify a large-scale
weather system. Climate and precipitation amount are indeed
strongly influenced by the presence of mountains: while the
Adige valley area is characterized by temperate humid condi-
tions, with a mean annual temperature of 11 ◦C–12 ◦C, the
climate is typically alpine above 1700 m, with mean annual
temperatures of 2 ◦C–3 ◦C.

The second part of the study focused on a subarea of South
Tyrol, the Val Senales, for which another time series of CSK
data was available for the winters from 2019 to 2021. Val
Senales is a side valley of the Vinschgau (Italian: Val Venosta).
The altitude of the valley ranges from about 900 m to 3603 m
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Fig. 1. Test area of Alto Adige with the location of snow measurements collected for the winter 2013–2015 (in red). The box shows a detail of the Val
Senales subarea with the location of in situ measurements: in green those collected during the winter 2019–2020 and in blue those collected during the winter
2020–2021.
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a.s.l. (Similaun peak), thus ensuring the persistence of snow
with highly variable conditions for a long part of the year
(typically from November to May).

B. In Situ SWE Measurements

For collecting in situ SWE measurements to be used as
a reference for developing and validating the algorithms,
dedicated field campaigns were carried out simultaneously
with the satellite overpasses at the locations shown in Fig. 1.
In detail, depending on the coverage of CSK images, the in
situ measurements were collected between 46◦ and 47◦N and
11◦ and 12.4◦E during the winters 2013–2015 (red points in
Fig. 1), for a total of 40 data points. In the winter 2019–2020,
the in situ measurements were collected between 46.75◦ and
47◦N and 10.75◦ and 11◦E (green points in Fig. 1), for a total
of 30 data points. Finally, in the winter 2020–2021, the in situ
measurements were collected between 46.7◦ and 46.75◦N and
10.75◦ and 10.79◦E (blue points in Fig. 1), for a total of 23 data
points. In total, 93 SWE in situ measurements were collected
at the same dates of the CSK acquisitions.

In the first dataset, collected between January and February
of the three years (2013–2015), the SWE values ranged from
125 to 670 mm with an average value of 250 mm. In the
second dataset, which was collected between November 30,
2019, and March 8, 2021, the SWE values ranged from a
minimum of 84 mm to a maximum of 760 mm with an average
value of 320 mm. In general, the snow accumulated with the
typical alpine behavior, by stratifying during each meteo event
with a large variability of the grain size and density from one
layer to another. The melting refreezing cycles, which mostly
contribute to the snow metamorphism, happen later, in general
from the second part of March onward. The different location
of in situ measurements from one winter season to other
hampered, however any consideration about the multiannual
trend of snow cover.

The SWE measurements have been obtained by digging a
snow pit down to the ground during the field campaigns. The
SWE of each layer is measured by using a snow cylinder, and
then, the total SWE of the snowpack is calculated as a total
of all the layers. Bulk SWE was also measured during the
winter 2020–2021 by using a snow tube (Fig. 2). Snow tube
measurements are based on the same concept of snow cylinder,
but they do not require snow pits, since the measurement is
carried out for the entire snowpack.

C. Satellite Data

Two sets of CSK acquisitions were considered for the
purposes of this study: the first dataset, obtained from the
MAPItaly archive [19], was composed of 25 CSK single-look
complex images in HH polarization (HIMAGE mode). The
area covered by each image was 40 × 40 km2 and the frames
were selected to cover the entire South Tyrol. The data were
acquired in the central part of the winter seasons (January
and February) from 2013 to 2015: this dataset is identified
as HIMAGE and served for developing the single-polarization
algorithms.

Fig. 2. (a) Snow tube with a detail of the tip and (b) their use during the
field campaigns carried out in Val Senales in 2021.

The second dataset was collected since 2019 according to a
specific acquisition plan activated by ASI, to address the needs
of the present research. The time series of CSK images were
collected over the Val Senales subarea in dual-polarization
VV + VH (StripMap PingPong mode—PP) and descending
geometry (beam 19), for a total of 50 CSK acquisitions. All
the images covered the same frame of 30 × 30 km2 and were
collected in the winter 2019–2020, from November to March.
This dataset is identified as PP2020 and served for developing
the dual-polarization algorithms.

Another dataset of four CSK PP images with the same
characteristics of the PP2020 dataset was collected in the
winter 2020–2021: this dataset is identified as PP2021 and
served for evaluating the generalization capabilities of the
dual-polarization algorithms.

The SAR images were first preprocessed and calibrated by
accounting for the local incidence angle (LIA) in computing
actual dimensions of the scattering area for each pixel. During
preprocessing, the data were multilooked by selecting the
number of looks in range and azimuth corresponding to the
desired final spatial resolution and filtered for despeckling
using the frost filter with a 5 × 5 window size [20].

All the images were geocoded using a LiDAR digital
elevation model (DEM) at 2.5-m spatial resolution provided
by the Bolzano Autonomous Province. The nominal resolution
of the SLC input data was 3 m for the HIMAGE images and
15 m for the PP. The final resolution after multilooking and
geocoding was 20 m for the HIMAGE and 50 m for the PP:
these values were selected according to [21]. Outputs of this
preprocessing were the geocoded and calibrated σ ◦, the LIA,
and the layover/shadowing masks. The latter were used to
mask out pixels affected by SAR geometric distortion, given
the complex orography of the area.

The three datasets used in this study are summarized in
Table I, along with the corresponding in situ SWE measure-
ments.

D. AMUNDSEN Snow Model

AMUNDSEN [17] is a physically based, distributed snow
model, which has been specifically created for modeling
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TABLE I

MAIN CHARACTERISTICS OF THE THREE DATASETS USED IN THIS STUDY

the snowpack in mountain regions characterized by variable
climate. AMUNDSEN has been widely validated in the Alpine
environment (see [17], [22]–[24]). It provides distributed time
series of snow process variables employing a wide range
of interpolation, parameterization, and simulation procedures.
To simulate accurately the small-scale processes that drive the
snow accumulation in alpine terrains, AMUNDSEN requires
as input a DEM at tens to hundreds of meters of spatial
resolution. The relatively high resolution is necessary for
adequately capturing the small-scale processes shaping the
snow cover in complex terrain [17]. Other parameters that
AMUNDSEN requires as inputs with a temporal frequency
from 1 to 3 h are the wind speed, the temperature and
relative humidity of the air, the precipitation amount, and the
global radiation. Additional inputs, such as land cover, soil,
catchment boundaries, and canopy height, are needed to run
specific submodules (evapotranspiration, runoff, and snow–
canopy interaction). Finally, some topographic parameters,
such as the aspect, the slope, the sky-view factor, and the topo-
graphic openness/closedness, can be optionally provided to
AMUNDSEN for improving the modeling accuracy. The mete-
orological input data were derived from automatic weather
stations of various providers (the University of Innsbruck,
Innsbruck, Austria; the Zentralanstalt für Meteorologie und
Geodynamik (ZAMG), Vienna, Austria; Avalanche Service
Tyrol; Province of Bozen, Meteo Trentino; and EURAC
Research, Bolzano, Italy), while land cover was based on the
Corine dataset. The complete list of inputs for running the
AMUNDSEN simulations and all the details about the model
implementation can be found in [17] and [24].

The SWE maps considered here for developing both
ANN and SVR algorithms have been obtained by combining
AMUNDSEN simulations, in situ, and remote sensing data,
with the aim of calibrating the AMUNDSEN estimated SWE
on in situ data as described in [24].

The discrepancies between modeled and measured SWE
are not only due to the typical uncertainties of the theoret-
ical models, which are in turn related to the simplifications
embedded in any theoretical formulation, but also to errors in
driving data, boundary conditions, or structural deficiencies.
The method and its performances are detailed in [24]. Overall,
a performance improvement with respect to the AMUNDSEN
model is evidenced by the decreased root-mean-square error
(RMSE) and mean absolute error (MAE) in the validation with
in situ data.

Distributed maps of SWE at 250-m resolution for the entire
region of South Tyrol have been generated using the AMUND-

TABLE II

INPUT RANGE AND STEPS FOR THE DMRT-QMS SIMULATIONS

SEN snow model for the dates corresponding to the 25 CSK
images available in the HIMAGE mode. AMUNDSEN maps
at 50-m resolution have also been generated on the Val
Senales subarea for the dates corresponding to the CSK images
available in the PP mode during the winters from 2019 to 2020.
No further maps have been generated in correspondence of the
CSK images collected in 2021, which have been reserved for
independent validation of the algorithm.

E. DMRT-QMS Model

To better understand the effect of each snow parameter on
the CSK acquisitions, the X-band σ ◦ was simulated as a func-
tion of the snow parameters and observation geometry by using
the DMRT-QMS model [7], [18]. The model implementation
used in this study has been developed at the University of
Washington: it is freely available and it can be downloaded
from the Research Resources webpage of the University of
Michigan [25].

The input parameters required by DMRT-QMS are listed in
Table II. Among them, the stickiness parameter can relate the
scattering properties to the grain shape and snow metamor-
phism [26].

The backscattering of soil under snow was accounted for
by using the Oh model [27]. Model simulations were iterated
2275 times with inputs varying in the range also indicated in
Table II.

Upper and lower limits of each input were derived from
the experimental measurements. The model simulations shown
here are in the same configuration of the CSK PingPong data
that mean in VV and VH polarization: the HH polarization
exhibited similar behaviors to VV. The dataset obtained in
this way has been considered for assessing the experimental
findings and understanding the backscattering sensitivity to the
main snow parameters and, above all, to SWE. The snow was
considered as a single layer, to better point out the effect of
each input parameter, and the soil surface under snow was
assumed frozen.



4305419 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 60, 2022

F. Ancillary Data

The LIDAR DEM mentioned in Section II-C and a map of
forest cover fraction (CF) were also considered in this study.
The DEM served not only for geocoding the SAR acquisitions
and computing LIA but also as algorithm input. The CF map
(from 0% = no forests to 100% = full coverage) had the
twofold purpose of identifying the too dense forest, in which
the SWE retrieval cannot be performed, and providing an
additional input to the algorithms for improving the retrievals
in the areas of less dense forest. After some tests, the dense
forest threshold has been empirically set to CF = 50%.
The relationships between snowpack, topography, and forest
coverage have been pointed out in previous studies: among
others, Erxleben et al. [28] mapped SWE by accounting for the
forest coverage and topographic parameters as the aspect, the
elevation, and the local slope. Fassnacht et al. [29] exploited
the SWE dependence on location, aspect, slope, and canopy
density.

Both DEM and CF map were resampled and co-registered
with the CSK σ ◦.

III. ML ALGORITHMS IMPLEMENTATION

In recent years, the use of ML for remote sensing applica-
tions increased almost exponentially, also due to the progress
in computational power of recent computer machines [30].
In this study, two different ML algorithms, namely, ANN and
SVR, have been considered for addressing the SWE retrieval
from CSK data.

A. ANN Algorithm

ANNs are a statistical method based on minimum variance,
which can be applied to solve almost any kind of problem
[31], [32]. The ANNs are based on the so-called neuron or
perceptron, which was first introduced in the 1950 s with
the aim of replicating the working principles of the human
brain [33]. ANNs were largely employed in remote sensing.
In particular, ANNs have been successfully applied to the soil,
vegetation, and snow parameters estimation using SAR data
(e.g., [34]–[38]). The capability of easily merging different
information sources for addressing the retrieval is one of the
main ANNs peculiarities.

The algorithm implemented in this study was based on
the ANNs of type feedforward multilayer perceptron (MLP-
ANN). In MLP-ANN, a weight is multiplied for each input
and a bias is added, and then, the output is moved to each
of the neurons in the first hidden layer, where it is added to
the other inputs, similarly weighted and biased. The neuron
output is then passed through a transfer or activation function
and moved to the next layer. Beside the linear function, the
most common transfer functions are logistic sigmoid, and
hyperbolic tangent, whose output, varies between 0 and 1,
and −1 and 1, respectively, for input varying between −∞
and +∞.

The training of MLP-ANN is obtained by iteratively
adjusting weight and biases to minimize the mean square

error (MSE) between predicted and target values. Such mini-
mization is based on a gradient descendent algorithm known
as backpropagation (BP) learning rule.

During training, attention was paid to overfitting: over-
fitting is a common problem affecting not only ANN but
also all the ML algorithms. It occurs when the number of
neurons and hidden layers is excessive for the given problem
or when the ANN is hypertrained: in the latter case, the
ANN learns not only the input–output relationships but also
the dataset itself. When overfitting occurs, the ANN can
perfectly simulate the training set but fails the retrieval on
datasets other than the training set. To prevent overfitting,
a systematic search of the optimal architecture for the given
problem was implemented [8], [38]: such search led to an
architecture composed of two hidden layers with 15 neurons
each for the single-polarization algorithm (HIMAGE dataset),
and 21 neurons for the dual-polarization implementation (PP
datasets). In both implementations, the transfer function was
logistic sigmoid, whose output varied between 0 and 1 for
inputs varying from −∞ to +∞. Moreover, according to the
“early stopping” rule (e.g., [39]), the training set was divided
into three subsets composed of 60%, 20%, and 20% of the
data: the MSE error on the three subsets was evaluated at
each training iteration and the training stopped when the three
MSE errors began to diverge.

B. SVR Algorithm

Support vector machine (SVM) is a kind of ML method,
which has been developed from the statistical learning theory
by Vapnik [40]. SVM algorithms can be divided into two
categories: support vector classification (SVC) that is used for
classification problems and SVR that is used for regression
problems. The latter is a supervised model capable of address-
ing nonparametric learning: it does not consequently require
any assumption about the distribution in the training dataset.
As well as ANN, SVR has been widely applied to remote
sensing of biophysical variables (e.g., [41], [42]).

The SVR training attempts to find a function f (x) that has
at most ε deviation from the target value (yi) for all the training
data and is simultaneously as flat as possible [43]. SVR is often
used in geo/biophysical variable retrieval mainly because of its
capability in handling complex and nonlinear problems and for
its ability to manage different kinds of inputs. The capability
of handling nonlinear problems is a peculiarity of other
nonparametric methods, as the ANN, and parametric ones,
as the Bayesian. However, both these approaches require large
training sets to obtain robust retrievals. Indeed, ANN and other
statistical approaches require to populate the feature space with
as many data as possible, for obtaining greater robustness and
higher capabilities of interpolation. SVR instead, being based
on a geometrical concept, does not require large datasets for
training. Indeed, SVR defines a tube of tolerance containing
the input data: after identifying the tube limits, the mapping
function can be identified based on a small dataset [40]–[43].

During the training phase, the kernel parameters are
adjusted, and the algorithm is trained based on the reference
input data and the corresponding target values: this process
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Fig. 3. Flowchart of the training/test and validation process for the HIMAGE and PP (2020 + 2021) datasets. ANN—artificial neural network. CF—forest
cover fraction. CSK—COSMO-SkyMed. LIA—local incidence angle. PP—PingPong. SVR—support vector regression. SWE—snow water equivalent.

is called model selection [44]. During the training phase, the
SVR algorithm performances are iteratively evaluated on a test
dataset, composed of a subset of the training data. Finally,
the trained SVR is applied to an independent validation set to
assess its performances. The validation completes the training:
the obtained regressor can be then used in the operational
applications. The SVR described here was based on a Gaussian
kernel function, and the maximum number of objective evalua-
tion iterations was set to 30, after testing values from 2 to 100.
Increasing the iterations above this number did not improve
the accuracy and increase the computational cost, conversely
iterating less than 30 times affected the retrieval accuracy.

C. Training, Test, and Validation Strategy

According to the proposed “experimental + model driven”
approach, both algorithms were trained by considering the
SWE maps simulated by AMUNDSEN as target and validated
with in situ SWE measurements.

Inputs of ANN and SVR were the calibrated and geocoded
CSK backscattering (dB) at the available polarizations,
namely, HH for the HIMAGE dataset and VV + VH for the
PP (2020 + 2021) datasets, and the corresponding LIA, DEM,
and CF map. To comply with the different acquisition modes
of CSK, with a single polarization available for HIMAGE and
double polarization for PP, and the different spatial resolution
of the SWE AMUNDSEN maps (250 m for the HIMAGE
dataset and 50 m for the PP datasets), the generation of training
and test sets and the algorithm implementation were conducted
independently for the HIMAGE and PP datasets. The flowchart

of the training, test, and validation process for the HIMAGE
and PP datasets is shown in Fig. 3.

1) HIMAGE Dataset: For this subset, the AMUNDSEN
maps were available at 250-m resolution: to generate the
HIMAGE training and test sets, the CSK σ ◦ in HH polar-
ization, LIA, and CF was resampled at the resolution of the
AMUNDSEN map (250 m) and co-registered with SWE on the
same grid of coordinates, thus generating a dataset at 250-m
resolution containing co-registered σ ◦ HH, LIA, SWE, and
CF (in %). The dataset was further divided into two subsets,
containing 50% of data each. The first subset was used for
training both ANN and SVR, and the second subset was
used for testing the algorithms on datasets not involved in
the training.

After training with lower resolution data, the ML algorithms
were applied to the CSK images for generating the maps of
predicted SWE at 20-m resolution. The maps were validated
by direct comparison with the in situ SWE measurements.

2) PingPong 2020 (PP2020) Dataset: Given the availability
of the AMUNDSEN maps at the same resolution of SAR data
(50 m), the algorithms developed for the CSK PP collected
in the Val Senales were trained using a dataset obtained by
sampling the 4% of the combined SAR, AMUNDSEN, and
ancillary dataset.

Such sampling rate, which roughly corresponds to one
training point every 250 m, was chosen for obtaining training
comparable with the one for HIMAGE data. The remaining
96% of the dataset was considered for testing the algorithms,
while the validation was again based on the in situ data. In this
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Fig. 4. AMUNDSEN simulated SWE as a function of in situ measurements.
The gray line is the linear regression, and the dotted red line is the 1:1 line.

case too, the trained algorithms were applied to the entire
PP2020 dataset to generate SWE maps at 50-m resolution.

3) Ping Pong 2021 (PP2021) Dataset: The generalization
capabilities of the algorithms were evaluated by applying the
ANN and SVR trained and tested on the PP2020 dataset to
the four CSK images composing the PP2021 dataset, which
were not included in the training nor in the test process.

IV. RESULTS

A. AMUNDSEN Model Comparison With in Situ SWE

In this study, the AMUNDSEN simulated SWE served as a
reference for training and testing the algorithms.

A comparison between AMUNDSEN simulations and in
situ measurements has therefore been carried out as a prelim-
inary step for evaluating the accuracy of the AMUNDSEN
model, which has been calibrated on other datasets [24], in
reproducing the SWE measurements here considered. The
result of the comparison carried out on all the 93 in situ
measurements available is shown in Fig. 4. The AMUND-
SEN model was able to simulate the in situ SWE with
correlation coefficient R = 0.89, RMSE = 75.35 mm, and
bias = −47.26 mm, thus confirming its capability of accurate
predictions in alpine areas [24].

B. σ ◦ Sensitivity to Dry Snow SWE

In dry snow conditions, previous research [45], [46] pointed
out an increase of σ ◦ at the X-band when SWE increases: the
trend is more dispersed for shallower SDs, until 50–60 cm,
and better correlated with SWE for deeper snow. However,
the relationship between σ ◦ and SWE strongly depends on
the other parameters that drive the scattering mechanism,
namely, the snow density, the grain size, and the observation
geometry [8], [46].

1) Model Sensitivity to Snow and Observation Parameters:
The σ ◦ sensitivity to the snow parameters and observation
angle is represented in Fig. 5: the simulated σ ◦ at both
polarizations is shown as a function of SD in Fig. 5(a), the
grain size in Fig. 5(b), the snow density in Fig. 5(c), and SWE
in Fig. 5(d). The correlation between the simulated backscatter
and the incidence (observation) angle is shown in Fig. 5(e).
In this case, simulations have been carried out for SD =
130 cm, grain size = 1.2 mm, and density = 250 kg/m3.

The plots in Fig. 5 show that σ ◦ is correlated with 0.45 ≤
|R| ≤ 0.67 to the first three parameters, with opposite trends:
σ ◦ increases with SD and grain size and decreases with snow
density. In each plot, the effect of the two parameters other
than the target causes an evident dispersion of the data.

Fig. 5(d) shows a decreasing trend when the observation
angle increases, with an overall σ ◦ dynamic of about 3/4 dB
for ϑ varying between 30◦ and 60◦.

These opposite sensitivities resulted in an average increasing
trend of σ ◦ when SWE increases with all the other parameters
varying in the range listed in Table II, as shown in Fig. 5(e).

In summary, the analysis carried out using DMRT-QMS
pointed out a clear sensitivity of X-band σ ◦ at both polariza-
tions to SWE. However, such relationship is greatly affected
by the other snow parameters and the observation geometry,
causing the great dispersion pointed out in Fig. 5(e). The
dependence on the observation geometry highlights the impor-
tance of properly accounting for LIA, especially if the areas
are characterized by complex topography, as the South Tyrol.

2) Experimental Sensitivity to SWE: The sensitivity of the
CSK observations to SWE was evaluated by direct comparison
of σ ◦ acquired by CSK with the spatially and temporally
closest in situ SWE measurements collected in dry snow
conditions. The scatterplot in Fig. 6(a) shows the CSK data
in HH polarization (HIMAGE dataset) as a function of the
40 in situ SWE measurements collected in the entire South
Tyrol between 2013 and 1015. The CSK data in VV + VH
polarization (PP2020 + PP2021 datasets) are instead shown
against the 53 (30 + 23) in situ SWE collected in Val Senales
during the winters 2019–2021 in Fig. 6(b) and (c), respectively.

The correlation coefficients were R = 0.67 for the HH
polarization of the HIMAGE dataset and R = 0.64 for the
VV polarization of the PP2020 + PP2021 dataset. The VH
polarization was found less correlated with SWE: in this case,
the experimental relationships resulted in R = 0.43.

The regression equations in Fig. 6(b) and (c) were close to
those of DMRT simulations shown in Fig. 5(e)

σ 0
CSK = 3.5 · log(SWE) − 36.9

σ 0
DMRT = 2.4 · log(SWE) − 24.4

for VV polarization and

σ 0
CSK = 3.4 · log(SWE) − 48.3

σ 0
DMRT = 3.5 · log(SWE) − 43.5

for VH polarization.
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Fig. 5. DMRT simulated backscattering at X-band, VV (on the Left) and VH (on the Right) polarizations as a function of (a) SD, (b) grain size, (c) snow
density (ρ), (d) incidence angle (θ), and (e) SWE. The regression equations are reported in the plots.
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Fig. 5. (Continued.) DMRT simulated backscattering at X-band, VV (on the Left) and VH (on the Right) polarizations as a function of (a) SD, (b) grain
size, (c) snow density (ρ), (d) incidence angle (θ), and (e) SWE. The regression equations are reported in the plots.

Fig. 6. CSK σ ◦ as a function of SWE for (a) HIMAGE dataset: HH pol,
(b) PP dataset: VV pol, and (c) PP dataset: VH pol.

C. SWE Retrieval ANN/SVR

1) Test Results for the HIMAGE Dataset: The test results,
i.e., the output of both algorithms applied to 50% of the

Fig. 7. Test result for the HIMAGE dataset: density plot of (a) SWE estimated
by the ANN and (b) SWE estimated by the SVR, as a function of the target
data from AMUNDSEN model simulations. Colors are proportional to the
data occurrence.

HIMAGE dataset not involved in the training, are shown in
Fig. 7.

Fig. 7(a) shows the density plot of the SWE estimated by
the ANN algorithm as a function of the target SWE from the
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(a)

Fig. 8. Test result on the PP 2020 dataset: density plots of (a) SWE estimated
by the ANN algorithm and (b) SWE estimated by the SVR algorithm, as a
function of the target SWE from AMUNDSEN. Colors are proportional to
the data occurrence.

AMUNDSEN maps. Fig. 7(b) shows instead the corresponding
result obtained by the SVR. The colorbar is proportional to the
data occurrence. The zero SWE values have been discarded to
avoid biasing the statistics that are the following: R = 0.92 and
RMSE = 60.4 mm for ANN and R = 0.86 and RMSE =
79.8 mm for SVR. In both cases, the bias was negligible.
Despite some small differences in the statistical figures, the
overall performances are comparable: this result points out
the effectiveness of ML approaches in estimating SWE of dry
snow.

2) Test Results for the PP2020 Dataset: The test of both
algorithms has been carried out on 96% of the PP2020 dataset
not involved in the training (see Section III). Fig. 8(a) and
(b) shows the test results as density plots of the SWE estimated
by the ANN and SVR algorithms, respectively, as a function
of the target SWE from AMUNDSEN simulations.

The ANN algorithm resulted in R = 0.92, RMSE =
45.65 mm, and bias = −6.14 mm, which is substantially the
same result obtained for the HIMAGE dataset. Conversely,
the availability of data in double polarization improved con-
siderably the SVR result that obtained results almost identical
to ANN, as confirmed by the statistics: R = 0.92, RMSE =
45.85, and bias = −1.08 mm. In both cases, the result is

Fig. 9. HIMAGE dataset validation: SWE estimated by the ANN algorithm
(blue points) and SWE estimated by the SVR algorithm (red points), as a
function of the target SWE from in situ measurements.

remarkable since it has been obtained on about 8 million of
SWE values by algorithms trained with about 300 000 values.

3) Quantifying the Ancillary Data Contribution: Both algo-
rithms take advantage of the ancillary information provided by
the DEM and CF for improving the retrievals. As described in
Section III, DEM is used as algorithm input, while the use of
CF is twofold: as threshold for forests too dense for attempting
the SWE retrieval and as algorithm input for forest below the
threshold, which has been established in 50% of the coverage.
The effectiveness of using these data has been quantified by
repeating the training and test with or without providing them
as inputs to the algorithms. In general, the use of the ancillary
information raised up the R values of about 8%–10% and
decreased the RMSE of about 20%, with small differences
depending on the algorithm and dataset. As an example, for
the PP2020 dataset, the correlation increased from R = 0.85 to
R = 0.92 and the RMSE decreased from 57 to 45 mm, the
latter shown in Fig. 8.

4) Validation Versus in Situ Data: The algorithm validation
has been carried out by comparison with the in situ data
derived from the experimental campaigns: the SWE values
estimated by both algorithms have been associated with each
in situ SWE by applying a minimum distance criterion on
the geographical coordinates of the pixel. The results for the
HIMAGE dataset are shown in Fig. 9.

The ANN algorithm (blue points in Fig. 9) obtained
R = 0.85, RMSE = 86.2 mm, and bias = −14 mm, while
the SVR algorithm (red points in Fig. 9) obtained R = 0.78,
RMSE = 87.42 mm, and bias = 20.1 mm. The relative error
(RE), computed as average of the absolute difference between
estimated and target values normalized by the target values,
was RE � 20% for ANN and RE � 29% for SVR.

The results in Fig. 9 show that the performances of
ANN and SVR are comparable: both methods are capable
to exploit the relationship between the CSK measurements
and SWE, thus confirming the effectiveness of the proposed
methodology.

The validation of PP2020 dataset against the in situ
measurements collected in Val Senales during the winter
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Fig. 10. Validation on the PP2020 dataset: SWE estimated by the ANN
algorithm (blue points) and SWE estimated by the SVR algorithm (red points),
as a function of the target SWE from in situ measurements.

2019–2020 is shown in Fig. 10. The SWE estimated by ANN
is shown as red points and the SWE estimated by SVR is
shown as blue points. The AMUNDSEN simulations are also
shown as dark green points.

The ANN algorithm obtained R = 0.88, RMSE � 67 mm,
and bias � −41 mm, while the SVR obtained R = 0.82,
RMSE � 56 mm, and bias � −18 mm. The RE was RE �
15% for ANN and RE � 14% for SVR.

The ANN slightly outperformed SVR in terms of corre-
lation, and in turn, SVR obtained better RMSE and bias.
Therefore, both approaches can be considered substantially
equivalent in terms of retrieval accuracy. The results are
slightly improved with respect to those obtained for HIMAGE
dataset, especially in terms of RMSE and RE, possibly because
of the contribution of the second polarization.

It should be mentioned that in this subset, uncertainties
exist about the in situ SWE values, which in some cases have
been computed by using interpolated density values to replace
missing measurements: these values differ appreciably from
the AMUNDSEN simulations used for training the algorithms.
The disagreement is evident from the scatterplot, where a
saturation of ANN, SVR, and AMUNDSEN is evident for
in situ SWE > 300 mm.

On the other hand, both ANN and SVR are highly correlated
with the SWE simulated by AMUNDSEN (R > 0.9).

5) Generalization Capabilities: The possibility of applying
the trained algorithms to other datasets represents, in fact, the
main limitation of the retrievals based on ML, especially of
the so-called experimental driven approaches, for which the
training is based on experimental data only. To verify the gen-
eralization capabilities of the proposed retrieval methodology
that combines experimental data with AMUNDSEN model
simulations, the ANN and the SVR algorithms trained on
the PP2020 dataset have been applied to the PP2021 dataset
without repeating the training. The results of the comparison
with the target SWE are shown in Fig. 11.

Fig. 11. Validation on the PP2021 dataset: SWE estimated by the ANN
algorithm (blue points) and SWE estimated by the SVR algorithm (red points),
as a function of the target SWE from in situ measurements.

The ANN algorithm obtained R = 0.91, RMSE =
61.99 mm, and bias = 11.51 mm, while the SVR statistics
were R = 0.87, RMSE = 63.71 mm, and bias = 6.40 mm.
These results are in line with the PP2020 validation shown in
Fig. 10: some better agreement can be attributed to the in situ
SWE derived from bulk measurements obtained by using the
snow tube (Section II-B and Fig. 2).

To better evaluate this result, it should be mentioned that the
snowpack characteristics varied greatly from a winter season
to another. As an example, the absolute difference between
SWE for February 3, 2021, and February 2, 2020, is shown in
Fig. 12(a), and the corresponding SWE histograms are shown
in Fig. 12(b).

The average value of the absolute difference computed on
(not zero) SWE is �50 mm, and differences up to 270 mm can
be observed, especially in the upper part of the map. Moreover,
the measurements were collected in areas different from those
of 2020, thus increasing the independence of the two datasets.
The results in Fig. 11 seem therefore pointing out some spatial
and temporal generalization capabilities of the data + model
driven approach that a purely experimental-driven approach
can be difficult to reach.

6) Comparison With RISC Requirements: An attempt to fur-
ther quantify these results has been carried out by comparison
with the requirements of the RISC Earth Explorer 10 mission
proposal, which represents the latest implementation of the
CoReH2O retrieval concept. The RISC requirements for SWE
product in alpine areas are RMSE = 30 mm for SWE up to
200 mm and a 15% error for SWE > 200 mm. In Fig. 13,
the RE (%) between estimated and measured SWE is plotted
against the in situ data for the PP2021 dataset.

The green line represents the RISK requirement. For con-
venience, the fixed error below 200 mm has been transformed
in RE. Both ANN and SVR show an error decreasing when
SWE increases, pointing out a greater retrieval uncertainty,
especially for SWE < 150 mm, which agrees with previous
findings for X-band SAR [6].
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Fig. 12. SWE distributions in the images of February 2, 2020, and February 3,
2021 shown as (a) absolute difference of the SWE maps and (b) SWE
distribution histograms.

Fig. 13. RE estimated versus target SWE for the PP2021 dataset. Blue points
represent the ANN retrievals and red points represent the SVR. The green line
is the error limit as established in RISC requirements.

In this analysis, SVR clearly outperformed ANN: 91% of
SVR estimated SWE meet the RISC requirement, while only
78% of the ANN estimated SWE is below the green line.

TABLE III

MAIN RESULTS OF THE ANN AND SVR TEST AGAINST AMUNDSEN
MODEL SIMULATION AND VALIDATION AGAINST In Situ DATA FOR THE

BOTH HIMAGE AND PP DATASETS

As a side note, it is clear from these comparisons that the
“better” retrieval technique depends on the assessment metrics:
in general, indeed, the ANN showed better correlation to the
target SWE (higher R), while the SVR results showed lower
RMSE.

7) SWE Maps: After validating them against in situ mea-
surements, both ANN and SVR algorithms have been applied
to the entire dataset of CSK images for generating SWE maps
of the area covered by the SAR acquisitions. An example of
map generated by the ANN is shown in Fig. 14(a), while
another example generated by SVR is shown in Fig. 14(b):
maps refer to February 2013 and 2015. The SWE maps at
20-m resolution generated by the two algorithms from CSK
HIMAGE data are shown on the right of each of Fig. 14(a) and
(b), while the corresponding SWE maps from AMUNDSEN
are shown on the left. The red points correspond to the
positions of the in situ measurements.

The wet snow absence was confirmed by the −3-dB thresh-
old criterion proposed by Rott et al. [13] and Nagler and Rott
[15], which has been applied in comparison to the reference
images collected in summer. The time series of air temperature
provided by the meteo stations and the information obtained
from the in situ measurements were also analyzed to support
the dry snow assumption.

To facilitate the comparison, the SAR layover and shadow-
ing masks have been applied to the AMUNDSEN maps as
well. Beside the quantitative validation described in Sections
IV-C1–IV-C6, the SWE estimated by the algorithms appears in
agreement with the reference data derived from AMUNDSEN
simulations: the lower SWE values are correctly distributed
along the valleys and the higher SWE values correspond to
the higher altitudes. The same qualitative agreement was found
for the other SWE maps that have not been displayed here.
No differences between ANN- and SVR-generated maps can
be qualitatively identified as well.

Similarly, the results obtained for the PP2020 dataset on
the Val Senales subarea are shown in Fig. 15. The maps are
referring to November 2019 [Fig. 15(a)] and January 2020
[Fig. 15(b)]: the maps at 50-m resolution derived from CSK
are displayed on the right and the corresponding AMUNDSEN
maps on the left. The red points show the position of in situ
measurements. The comparison between AMUNDSEN- and
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Fig. 14. Examples of algorithm outputs for the HIMAGE dataset obtained by (a) SVR for February 2013 and (b) ANN for February 2015. The SWE maps
at 20-m resolution generated from CSK data by the algorithms are displayed on the right and the corresponding AMUNDSEN maps at 250 m are displayed
on the left. The colorbar from dark blue to red is proportional to SWE, and layover/shadow areas are in white color. The red points show the position of the
in situ measurements.

CSK-derived SWE confirms the qualitative good agreement
between target and estimated data.

V. DISCUSSION

Table III summarizes the test and validation results shown in
Section IV. These results provided a quantitative assessment
of the CSK constellation potential in retrieving the SWE of
dry snow that was already pointed out in previous studies, but
not yet demonstrated with a substantial body of experimental
data.

The CSK measurements, either in HH or VV polarization,
show a quite good sensitivity to the SWE parameter, provided
that the observation geometry is properly accounted for. The
test, and especially the validation on independent datasets,
pointed out the ability of the proposed methodology in solving
the complex relationships that drive the scattering mechanism

from snow-covered surfaces, as well as promising spatial
and temporal generalization capabilities that the application
to the PP2021 dataset of the algorithms trained with the
PP2020 dataset seems confirming. In this respect, negligible
differences emerged between the ANN and SVR techniques
that obtained accuracies comparable with each other. It should
be remarked that this study covered several winter seasons
between 2013 and 2021, by involving 79 SAR images on a test
area of about 7500 km2, which is characterized by a very com-
plex orography; thus, it represents one of the larger experimen-
tal investigations for the monitoring of SWE in Alpine areas
carried out by using SAR data. In this respect, the obtained
results well support the conclusions about the generalization
capabilities of the proposed methodology. Moreover, the use
of AMUNDSEN model simulations to train the algorithms had
the advantage of extending the representativeness of the snow
conditions, by filling the gaps of the experimental datasets
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Fig. 15. Example of algorithm outputs for the PP dataset obtained by (a) SVR for November 2019 and (b) ANN for January 2020. The SWE map at
50-m resolution generated by the algorithms is displayed on the right of each image and the corresponding AMUNDSEN maps are displayed on the left.
The colorbar from dark blue to red is proportional to SWE, and layover/shadow areas are in white color. The red points show the position of the in situ
measurements.

and by overcoming the site dependency that is intrinsic of the
experimental-driven approaches. It should also be remarked
that, given the ML nature of the proposed regressors, the
training can be easily updated every time a new dataset
is available, without changing the structure of the retrieval
algorithm.

The availability of input data, and especially precipitations,
could be critical for the snow model simulations on which
the training is based (e.g., [47]–[49]). This information is
indeed barely available in many locations globally (e.g., [49],
[50]); as a result, the methods used here to compute SWE
from X-band satellite measurements could not be completed
in most places, due to lack of training data. Anyway, the
abovementioned generalization capabilities of the algorithms
should partially limit this problem: for instance, the dual-
polarization algorithms have been trained on 4% of the PP2020
dataset so that three hundred thousand AMUNDSEN sim-

ulated SWE values were necessary to estimate SWE over
8 million data points. Moreover, the training was not repeated
when applying the algorithms to the PP2021 dataset. In this
case, the AMUNDSEN model simulations were not used at
all. This could support the algorithm applicability to areas for
which a spatially or temporally limited amount of reference
SWE data is available.

Another problem that has not been faced in this study is
related to the presence of wet snow: in springtime, when
snow melting begins, the σ ◦ sensitivity to SWE is lost and
wet snow causes a σ ◦ decrease of at least 2–3 dB below
the corresponding value of free of snow surfaces [6], [15].
As confirmed by the −3-dB threshold criterion supported
by the air and snow temperature information, this condition
did not occur in the central part of the winter seasons that
have been considered in this study. However, this aspect
should be carefully taken into consideration in the case of



4305419 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 60, 2022

operational applications. Further analysis should be (and it
will be) therefore conducted for addressing the retrieval in
the presence of wet snow.

VI. CONCLUSION

This study aimed at exploiting the potential of the X-band
SAR sensors operating onboard the CSK constellation for
monitoring the water equivalent of dry snow (SWE). The
analysis focused on the winter seasons between 2013 and
2021 and it was conducted on the South Tyrol region,
in the eastern Italian Alps. Time series of data collected
by CSK during the dry snow period were compared with
the in situ measurements of snow parameters collected in
dedicated experiments. The experimental sensitivity of SAR
acquisitions to snow parameters was further assessed by using
the DMRT forward electromagnetic model and the distributed
maps of SWE that were generated by using the AMUNDSEN
snow model, for the same areas and dates of the satellite
acquisitions.

The outcomes of the sensitivity analysis suggested to
attempt the retrieval of SWE from the CSK data. Two algo-
rithms based on ML approaches, namely, ANNs and SVR,
were therefore implemented, trained, and tested using as a
reference the SWE maps simulated by the AMUNDSEN
snow model. After training and test, the algorithms were
finally validated against the in situ SWE from experimental
measurements. As ancillary input, the forest CF has been
accounted for with the twofold scope to provide a threshold
for masking out the dense forest in which the SWE retrieval
is not feasible and to be used as ancillary input in the retrieval
for compensating the effect of sparse forests on the CSK
measurements. The validation of the algorithms against in situ
measurements resulted in 0.78 ≤ R ≤ 0.91 between estimated
and target SWE, and 55.5 mm ≤ RMSE ≤ 87.4 mm, for target
SWE values ranging from 0 to 750 mm. These results can
be considered encouraging, and they suggest the continuation
of the research for exploiting the CSK potential for snow
parameter retrieval.

Future works will focus on assessing the effect of wet
snow and on extending the validation to other areas and new
datasets, to further verify the generalization capability of the
proposed methodology. The applicability limits in areas where
the in situ information required for snow model simulations is
missing will be investigated and assessed.
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