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Abstract— This article presents an assessment of the horizon-
tal accuracy and precision of the laser altimetry observations
collected by NASA’s Ice, Cloud, and Land Elevation Satellite-2
(ICESat-2) mission. We selected the terrain-matching method
to determine the position of laser altimeter profiles within a
precisely known surface, represented by a digital elevation model
(DEM). We took this classical approach a step further, approxi-
mated the DEM by planar surfaces, and calculated the optimal
position of the laser profile by minimizing the square sum of
the elevation differences between reference DEMs and ICESat-2
profiles. We found the highly accurate DEMs of the McMurdo
Dry Valleys (DV), Antarctica, ideal for this research because of
their stable landscape and rugged topography. We computed the
3-D shift parameters of 379 different laser altimeter profiles
along two reference ground tracks collected within the first two
years of the mission. Analyzing these results revealed a total
geolocation error (mean +1 σ ) of 4.93 m for version 3 and 4.66 m
for version 4 data. These numbers are the averages of the six
beams, expressed as mean +1 σ and lie well within the mission
requirement of 6.5 m.

Index Terms— Calibration, Ice, Cloud, and Land Elevation
Satellite-2 (ICESat-2), laser altimetry.

I. INTRODUCTION

NASA launched the Ice, Cloud, and Land Elevation
Satellite-2 (ICESat-2), the successor of ICESat, on

September 15, 2018 [1]. ICESat-2 carries the advanced topo-
graphic laser altimeter system (ATLAS) instrument, the first
photon-counting lidar system for the purpose of elevation
measurements from space [2]. ATLAS transmits six laser
beams and records each photon’s transit time to reconstruct
surface height and structure along the satellite’s ground track
(GT). The ATLAS observations enable the estimation of ice-
sheet mass balance and corresponding contributions to sea
level rise [3]. Covering our entire planet, ICESat-2 also maps
vegetation cover and structure, ocean elevations, and provides
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shallow coastal bathymetry and geodetic control for earth
observations [4].

High accuracy of single-photon geolocation is needed to
achieve the mission’s primary goal of monitoring land-ice
elevation (ice sheet and glaciers) and sea-ice freeboard changes
on a centimeter-scale level. Considering the large extent of
the Antarctic ice sheets, these stringent mission requirements
are necessary because small changes in surface height have a
considerable impact on mass balance and sea level change
estimates. The mission requirement of 0.4 cm/yr for ice-
sheet elevation change rates corresponds to 51 Gt/yr which
is comparable to the uncertainty of current Antarctic ice-sheet
mass balance estimates [5].

ICESat-2’s horizontal geolocation error requirement of
6.5 m on the earth’s surface translates to approximately 3 arc
seconds directional error of the laser beam. The changes
in sun-orbit geometry induce thermal–mechanical stress that
causes time-varying misalignments between the components
used to determine data geolocation, such as the motion
between star trackers, the GPS antennas, and the ATLAS
telescope [6]. This, in turn, requires sophisticated calibration
procedures to keep the ever-changing errors under control.
An excellent reference to the ICESat-2 calibration is pro-
vided by [6]. While the calibration identifies errors and
corrects them, validation is only concerned with quantifying
the errors. Post-launch assessments of ICESat-2 observations
using corner-cube retro-reflectors and comparisons with pre-
cisely mapped terrains indicate a vertical precision of better
than 10 cm and a horizontal accuracy within the mission
requirement of 6.5 m [6]–[8].

Our primary concern in this article is the assessment
of ICESat-2’s single-photon horizontal geolocation accuracy
and its temporal variation. We use the method of match-
ing ICESat-2 elevations along GTs with precisely surveyed
terrain. The horizontal accuracy is estimated by finding the
geocoded signal photons’ best agreement with the reference
digital elevation model (DEM) through 3-D translations of
the GTs. The knowledge of the horizontal accuracy is essen-
tial because it may introduce a secondary vertical error,
as shown in equation σv = σh tan α with σv the induced
vertical error, σh the horizontal error, and α the slope
angle. Suppose a horizontal error of ±11 m (equals to the
footprint size, [8]) and a typical slope angle at the ice-
sheet margin of 1◦, we obtain a secondary vertical error of
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Fig. 1. Overview of the validation site in the MDV with inset in upper right showing MDV in Antarctica. NCALM DEMs used in this study are shown as
shaded relief maps and delineated by thin black lines (Table I). DEMs covering RGTs 275 and 451 are generated from subsets of NCALM DEMs and their
outlines are shown by thick black lines (Table II). Colored lines are ICESat-2 GTs used in this study: RGT 275 (cycles 1 and 2: thin, and 3 & 5–9 thick red
lines) and 451 (cycles 1: thin and 3–9 thick blue lines). Yellow regions mark rock outcrops, white shows ice sheet and outlet glaciers, and blue is Ross Sea
(from Antarctic Digital Database, 2000). GT sections highlighted by black are used in examples in Fig. 5, Tables IV–VI.

0.21 m—way above the anticipated vertical error of a few
centimeters.

Section II introduces the McMurdo Dry Valleys (MDV)
in East Antarctica that we used as our validation site,
and Section III elucidates the mathematical concept of our
approach. The later sections provide characteristic results,
including a thorough error assessment. We also compare the
results obtained with data from versions 3 and 4.

II. ICESAT-2 VALIDATION SITE, MCMURDO

DRY VALLEYS, ANTARCTICA

The terrain-matching method aims at finding a laser altime-
ter elevation profile in a known surface. The known reference
surface, likely being represented by a DEM, must satisfy
certain characteristics to apply this approach. For one, the
horizontal accuracy of the DEM should be better than the

altimeter system. Equally important is the requirement that no
significant changes (e.g., erosion or vegetation growth) occur
between the time the DEM is measured and the time it is used
to calculate translation vectors of ICESat-2. The DEMs should
also have a distinct topographic structure, for example, deep
valleys, steep, and stable walls oriented in different directions.
For frequent detection of time-varying biases of ICESat-2, the
DEMs must be located in the polar regions where we have
repeat passes of ICESat-2.

The DEMs that satisfy these stringent requirements are
indeed available in the MDV, East Antarctica (Fig. 1, Table I).
Low precipitation, no vegetation, and cold temperatures make
the area a polar desert resulting in largely stable landscapes.
The first survey of the MDV used NASA’s Airborne Topo-
graphic Mapper (ATM) lidar system in the austral summer
of 2000–2001 [9]. The DEMs calculated from the laser
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TABLE I

DEMS OF MDV SELECTED FOR THIS STUDY FROM THE NCALM SURVEY IN 2014–15 [14]. ELEVATIONS ARE ON THE WGS-84 ELLIPSOID. ZONES
ARE ACCORDING TO LANDSCAPE STABILITY, C: COASTAL THAW, M: INLAND MIXED, S” STABLE UPLAND [11], [13]

observations were successfully used for validating ICESat
measurements [10].

However, increasing summer air temperatures in recent
decades resulted in destabilization of buried ice and increased
surface ablation of the valley glaciers [11], [12]. The most
vulnerable regions are the coastal, ice-cored Ross Sea Drift
deposits, and ice-cemented permafrost at the low-laying val-
ley floors [11], [13]. Therefore, from December 2014 to
January 2015, about 3600 km2 was resurveyed by National
Science Foundation’s National Center for Airborne Laser
Mapping (NCALM) to determine landscape changes as tem-
peratures increased in the MDV [11]. As pointed out in [12]
the comparison between ATM and NCALM DEMs revealed
areas with substantial elevation differences (up to 1 m) due
to thermokarst subsidence and glacier thinning, for example.
Their research guided the selection of GTs for this study.
We used NCALM DEMs for our ICESat-2 validation study
as they were collected closer in time to the mission.

Along the coast, rapid erosion with rates reaching sev-
eral meters per year was detected at several sites [12]. The
processes causing these significant changes include deep inci-
sion of streams into buried ice and formation of thermokarst
ponds and thaw slumps. Therefore, we excluded coastal region
from this study (e.g., Taylor Valley E and Denton Hill
DEMs, [14]).

The DEMs covering the selected reference GTs (RGTs
275 and 451) are located further inland, in the Inland Mixed
Zone (Northern Dry Valleys (DV) North, Middle, and South;
Taylor Valley Middle and West DEMs, Table I, Fig. 1).
In this region, elevation changes were 0.05 m/yr or less,
mainly caused by erosion and deposition along stream and
river banks and outlet glacier mass balance changes. These
changes, usually restricted to short segments of ICESat-2 GT,
were neglected. However, increasing lake levels, attributed
to increasing melt of glaciers and permafrost, were signifi-
cant during the past few decades [12]. The largest change
was detected on Lake Vanda (Wright Valley), where lake
level increased with an average rate of 0.3 m/yr between
2000/01 and 2014/15. Therefore, we examined all solutions
with segments over large lakes and discarded those with large
uncertainties.

NCALM used Optech’s Titan multispectral airborne laser
scanner that rendered two to ten returns per m2 [14]. The
geographic coordinates (latitude, longitude) and the elevation
of the laser points were calculated in the World Geodetic
System, WGS84 ellipsoid, based on International Terrestrial
Reference Frame (ITRF) 2008. The estimated vertical error
of the individual laser points is ±0.07 m root mean square
error (RMSE) [14]. DEMs were derived at 1 m intervals

TABLE II

DEMS GENERATED FROM SUBSETS OF NCALM DEMS, TO COVER THE
TWO RGTS, 275 AND 451, USED IN THIS STUDY (FIG. 1)

on a regularly spaced grid in the US Geological Survey
Transantarctic Mountains Projection (EPSG:3294) system.
More detailed information about the laser campaign and data
processing can be found in [14].

To provide the best geometry and avoid extremely long
segments, we combined parts of the original NCALM DEMs
and subsetted them into new DEMs that better agree with
landscape units, like valley floors with surrounding valley
walls (Table II).

III. ICESAT-2 MISSION AND DATA DESCRIPTION

ICESat-2 orbits earth at 7 km/s at an average altitude of
500 km. The near-polar orbit has an inclination of 92◦, pro-
ducing a coverage between 88◦ north and south, with a 91-day
exact repeat cycle in the polar regions [2]. The satellite car-
ries ATLAS, a single-photon counting laser altimetry system
[1], [2]. ATLAS uses a low-energy, green (532 nm) laser pulse
that is split into six individual beams. Each beam illuminates
a footprint on the earth’s surface, diameter ∼11 m [8].

The six laser beams are arranged in three pairs: one central
pair and two sideward looking pairs. Each pair consists of a
strong and a weak energy beam with the latter approximately
four times weaker. By slightly yawing the spacecraft, the
array with the six beams is rotated with respect to the flight
direction, causing the strong and weak beams of the pairs to be
separated by ∼90 m (Fig. 2), thus enabling the determination
of the across-track slope. The spot pairs are separated on
the ground by ∼3.5 km across-track, and the strong and
weak beams of each pair are ∼2.5 km from each other
along-track [2]. Approximately every 8 months, the ICESat-2
observatory is reoriented by rotating it around its nadir axis to
maximize sun illumination on the solar arrays. ICESat-2 was
launched in forward orientation and then rotated to backward
orientation on December 28, 2018 (yaw flip). Fig. 2 shows
the numbering convention of the six beams in forward and
backward orientations relative to the direction of travel.

An essential result of laser altimeter observations, such as
performed by the ATLAS system of the ICESat-2 satellite,
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Fig. 2. Beam pattern and numbering convention of the six ATLAS beams,
in forward and backward oriented settings. Numbers 1–6, in boldface, are
related to the same physical beam, regardless of the array’s orientation, while
(1l, 1r), (2l, 2r), and (3l, 3r) refer to beam pairs 1 (left), 2 (center), and 3
(right) relative to the direction of travel of the satellite. Strong beams (1, 3,
and 5) are marked with filled circles. Derived from [1], Fig. 8.

is to determine the location where the laser beam interacts
with the earth’s surface. This process is known as geolocating
a laser beam and is accomplished with three fundamental
measurements: 1) location of the origin of emitting a laser
pulse,2) pointing direction of the beam, and3) the travel time
of the pulse from its origin to the spot it illuminates on
the ground and back to ATLAS again. The precision orbit
determination (POD) of ATLAS aims at delivering the location
of the spacecraft center of mass and the offset vectors to
ATLAS [15]. Precision pointing determination (PPD) is tasked
with the determination of the direction of the laser beam [16].
The horizontal accuracy of the location of the laser spot (or
footprint) depends mostly on the uncertainty of the direction
vector.

The ATLAS/ICESat-2 L2A Global Geolocated Photon Data
(ATL03) product of the ICESat-2 mission contains the geolo-
cation of each photon event downlinked from ATLAS [1], [2].
The geolocations are given as latitude, longitude, and eleva-
tion with respect to WGS84 ellipsoid based on ITRF2014.
In addition, ancillary data are provided, such as landcover type
(land ice, sea ice, land, ocean) and the classification of photon
events into signal photons with different confidence levels
and noise photons. According to this photon classification,
Class 4 is assigned to high-confidence photons that were most
likely reflected from the earth’s surface. Classes 3 and 2
indicate signal photons with lower confidence levels. Class 1 is
assigned to likely background photons to provide a buffer zone
around the surface [1].

Since the DEMs are given in the United States Geo-
logical Survey (USGS) Transantarctic Mountains Projection
(EPSG:3294) system, we adopted this system for all the
computations. The difference between the ITRF systems used
for the DEMs and ATL03, i.e., ITRF2008 versus ITRF2014,
results in very small differences (mm level, personal commu-
nication, Andrew Fountain, 2020). Therefore, we did not apply
a transformation to account for the different ITRFs. Also,
because we are concerned in this study with the horizontal
error of ICESat-2, small height differences do not impact our
results.

From ATL03, higher level data products, such as the Land
Ice Along-Track Height Product, ATL06 [17], yielding land-
ice elevation at every 20 m along-track, are derived. Although
its smaller data volume makes it easier to work with ATL06
data, we elected to use the ATL03 product. ATL03 includes

TABLE III

TWO RGTS AND THE DATES WHEN CROSSING THE MDV. RGT 275
IS DESCENDING AND 451 IS ASCENDING.

SEE FIG. 1 FOR LOCATION OF GTS

pulses 0.7 m apart with a few signal photons in each pulse.
Thus, it gives a more detailed representation of the terrain
and increases the data redundancy in our algorithms, leading
to more robust solutions. Section V-B provides a more detailed
rationale for using the ATL03 data product.

ATL03 and ATL06 products, which are publicly available,
were obtained from the National Snow and Ice Data Center
(NSIDC) [18], [19]. We used observations collected from RGT
275 (descending) and 451 (ascending), cycles 1–9, covering a
period of 10/16/2018 to 10/23/2020 (Table III). Most results
in this study are derived from ATL03 data, version 4; however,
we also used version 3 data to compare the horizontal accuracy
of ICESat-2, obtained with data from both the versions.

Version 4 contained a number of data processing updates
(alignment of the laser with respect to the spacecraft; align-
ment between the individual beams; improved spacecraft
attitude solutions) that improved the overall geolocation
uncertainty compared with version 3. Taken together, these
improvements yield a translation of photon locations between
releases when viewed at lengths scales less than a few hundred
kilometers. At longer length scales, this translation varies
gradually around the orbit and through the seasons.

IV. METHODOLOGY

The ATLAS system is a profiling system as opposed to a
scanning system. This implies that the six laser beams are in
fixed positions. Surface elevation profiles along GTs measured
by the laser beams consist of a sequence of 3-D points, cor-
responding to geolocated photons, calculated from observed
angles and positions of the platform, together with the range.
We refer to these locations as laser points and call a segment
of consecutive laser points a laser profile, represented as
distance/height pairs. It is important to realize that the location
of geolocated photons is not identical to the true (physical)
location from where the photons are reflected back into space.
The goal of this study is to provide a quantitative measure
of the difference between true and estimated position. This
is achieved by determining the location of best agreement of
an ICESat-2 elevation profile within a precisely known DEM.
The vector between this location and the geolocated photons is
called translation vector in this study. Its magnitude is used
to estimate the horizontal accuracy of the ATL03 data product.

The traditional approach of finding the location with the
best agreement between a laser profile and a DEM is to
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generate a DEM profile at the location of the laser profile
(e.g., [8], [20], [21]). Then the height differences between
the two profiles serve as a measure for the closeness. These
steps are repeated at shifted locations until the point of best
agreement is found. The problem with this traditional approach
is that there is no direct way to predict where the location
with the best agreement is and one is forced to compute the
height differences at every point within the search space. More
important is the fact that it is not obvious how one can derive
rigorous error quantities of the location of best agreement.

A. Principle

We have modified the traditional approach by casting it
as an ordinary least-squares adjustment. For obtaining an
analytical function of the difference between laser and DEM
profiles, we approximate the DEMs by planar surface patches
in the vicinity of ICESat-2 GTs. The idea of approximating
natural surfaces with analytical functions to find the best match
of a laser profile in a DEM has been originally proposed
by [22]–[24].

We summarize the ordinary least-squares method with a
Gauss–Markov model as follows [25]:

A x = b − r, (1)

W = �−1
b , (2)

N = AT W A, (3)

N x̂ = AT W b, (4)

x̂ = N−1 AT W b, (5)

b̂ = A x̂, (6)

r̂ = b − b̂, (7)

σ 2
o = r̂T W r̂

m − n
, (8)

� x̂ = σ 2
o N−1. (9)

Equation 1 expresses the observation equations with A the
observation equation matrix, x the vector with the unknowns,
b the vector with the observations, and r the vector containing
the residuals. Equation 2 is the weight matrix, W , which is
the inverse of the covariance matrix, �b, of the observations.
If it is assumed that the observations are uncorrelated, then
the covariances are zero, and W becomes a diagonal matrix
with the inverse variances of the observations on the diagonal.
Equation 3 is the normal equation matrix, and the following
equation expresses normal equations. The next equations show
the estimated solution of normal equations, x̂, the estimated
observations, b̂, and the estimated residuals, r̂ . Equation 8
expresses the estimated variance of unit weight with m the
number of observations and n the number of unknowns.
Finally, 9 is the covariance matrix for the unknowns, con-
taining in the diagonal the estimated errors of the unknowns.

Now we specify the mathematical model for our problem
to determine the location with the best agreement between a
laser profile and a DEM. This involves the computation of
planar surface patches of the DEM along the trajectory of an
ICESat-2 GT. The three independent unknowns of a planar
surface patch, e.g., two slope angles and one absolute height,
can be found by fitting a plane through DEM grid points.

Fig. 3. Planar surface patch computed by fitting a plane through DEM grid
points. Also shown is GT as the transect of laser pulses with the plane. The
mean of signal photons is the average of all signal photons (categories 2–4).
The mean is used as a representative value of the surface height.

In our study, we use the Hessian formula that directly gives
the shortest distance from a point to a plane

d = x cos α + y cos β + z cos γ − ρ (10)

where x, y, z are the the coordinates of the point,
cos α, cos β, and cos γ are the direction cosines shown in
Fig. 3, ρ is the length of the plumb line (distance of the plane
from the coordinate system’s origin), and d is the distance
from the point to the plane.

Fig. 3 sketches a planar surface patch and its representation
in the Hessian formula. It also shows three laser pulses with
signal photons and their respective means, a computed quantity
used as a representative height of the surface.

To model the error of the laser system, we introduce in 10
an unknown translation vector t = (�x, �y, �z) and obtain

d =(x + �x) cos α + (y + �y) cos β + (z + �z) cos γ − ρ.

(11)

This equation is linear with respect to the unknown trans-
lation vector. Rearranging leads to the following linear obser-
vation equation of a least-squares adjustment:

resi j = �x cos α j + �y cos β j + �z cos γ j

+xi cos α j + yi cos β j + zi cos γ j − ρ j (12)

where the index i runs from 1 to the total number of points
in plane j and index j runs from 1 to the total number
of planes involved. Since the adjustment problem is linear,
no approximations of the three unknown components of the
translation vector are necessary. Moreover, the adjustment
delivers estimates not only for the unknowns but also for their
errors.
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B. Workflow

The workflow entails four major steps. In every step, the
computations are repeated independently for all six beams of
ICESat-2. The first processing step selects one GT and subsets
it to the DEM. At the same time, it examines the ATL03
photon distribution for suitability for further processing. Large
gaps in the data or obvious blunders may be reasons to reject
GT. We pass on to the next processing step and use only signal
photons of Class 2 or higher. Note that only one DEM/GT
combination is used in the same processing step, referred to
as a computational unit in this article. If the same GT traverses
another DEM, a new translation vector will be computed.

The primary purpose of the second processing step is to
analyze the signal photon distribution in each pulse. Under
very favorable conditions, we may expect up to a dozen
photons for strong beams and approximately one fourth of it
for weak beams [2]. In case of multiple photons, we determine
the average height and its standard deviation (σ ) to estimate
the surface height and its precision (see also Fig. 3). Multiple
photon events also provide the opportunity to determine and
eliminate blunders. The standard deviation serves as the weight
for the surface height for pulse i, that is, the diagonal element
of the weight matrix becomes 1/σ 2

i .
In the third step, we are concerned with determining planes

in the DEM along the trajectory of an ICESat-2 GT. The
size of the bounded planes depends on the topography of the
DEM, its sampling size, and the magnitude of the anticipated
translation vector. Considering these factors, we have chosen a
size of 50 m × 50 m for the surface patches. With a DEM grid
spacing of 1 m, we have 2500 DEM grid points to fit a plane,
thus guaranteeing robust estimates for the three unknown
plane parameters and their errors. Planes with fitting errors
greater than 1 m were rejected. In this step, we also solve the
correspondence problem between ICESat-2 laser points and
planar surfaces.

The fourth step consists of executing the least-squares algo-
rithm described in Section IV-A. The result gives an estimate
for the mean translation vector for the given computational unit
and the error of this estimate. Since the adjustment is linear,
no approximations for the unknown parameters are required
and no iterations are necessary.

C. Additional Information

In order to facilitate the comparison of the translation vector
with other results and to provide a direct relationship of the
translation vector to ICESat-2’s precision pointing system,
we perform a fifth step to transform the horizontal coordinates
to a local ground-track system (Fig. 4).

As the figure illustrates, the positive along-track axis points
to the travel direction of the satellite and the positive across-
track axis is perpendicular, pointing to the right of the travel
direction. The across- and along-track axes form a right-
handed coordinate system.

Table IV contains useful statistical information related to
beams 3 (strong) and 4 (weak) of RGT 275, cycle 1, when it
crosses the Lower Wright Valley DEM (Fig. 1). Remember
from Section IV-B, the process of calculating the closest

Fig. 4. Calculation of translation vector is performed in US EPSG:3294
x, y, z system and then transformed into the local across-track/along-track
system.

TABLE IV

USEFUL INFORMATION ABOUT CENTRAL BEAM PAIR (BEAMS 3 AND 4)
OF RGT 275, CYCLE 1, LOWER WRIGHT VALLEY DEM. GTS ARE

HIGHLIGHTED IN FIG. 5 (BLACK LINE). COL. 2–4 SHOW THE
TOTAL NUMBER OF SIGNAL PHOTONS, THE TOTAL NUMBER

OF PULSES, AND THOSE WITH MORE THAN ONE SIGNAL

PHOTON. THE LAST TWO COLUMNS LIST THE

NUMBER OF PLANES AND OBSERVATIONS
ASSOCIATED WITH PLANES

distance between an ICESat-2 profile and its corresponding
DEM profile begins with selecting signal photons from the
ATL03 dataset. There is usually more than one signal photon
per pulse (Table IV, column 4). In that case, we take the
mean as a representative value for the pulse. If only one
signal photon per pulse is available, we compare it with signal
photons of neighboring pulses and only accept it if the height
difference is below a user selected threshold.

The DEM must be approximated by planar surface patches
to enable a mathematical approach for determining the best
fit of the ICESat-2 profile with the DEM (Section IV-A).
Column 6 in Table IV contains the total number of accepted
planar surfaces and the last column lists the total number of
ATL03 laser points participating in the adjustment.

V. RESULTS

A. Comparison of ICESat-2 Elevations and DEMs Before
and After Adjustment

Fig. 5 illustrates the ICESat-2 measurements along a 900-m
segment of RGT 275 as it crosses the Robinson Ridge
between Victoria Valley and Clark Glacier on October 16,
2018 [Fig. 5(b)]. Selected is the strong beam of the central pair
(beam 3 or GT2r, see Fig. 2, forward orientation). Fig. 5(a)
shows the distribution of the geolocated photons (ATL03)
and the land-ice elevation product (ATL06) over the crest of
the ridge. The high confidence signal photons (Class 4) are
shown by red dots, while low confidence signal photons in
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Fig. 5. Results from RGT 275, cycle 1, October 16, 2018, over the Robinson
Ridge within the Lower Victoria Valley DEM (circled in Fig. 1). (a) Beam 3
(GT2l) classified signal photons across the Robinson Ridge (within red box
in c): red dots: Class 4; blue dots: Class 3; black dots: Class 2 photons. Large
green-filled circles are ATL06 elevations. Solid black line represents DEM
elevation. (b) Location of ICESat-2 GTs shown on DEM (color), overlain
on Sentinel-2 imagery (B/W), beams 3 and 4 are shown by black lines, and
other GTs are white. Elevations from reference DEM and ICESat-2 beam 3
(GT2r) within blue circle are used in (c)–(e). (c) Topography from DEM
along the GT of beam 3. (d) Elevation difference between the surface height
estimated as the average of the signal photon heights for each pulse at the
original geolocation of the ICESat-2 pulses and the reference DEM. Thick
black line shows the difference smoothed by a moving average filter with a
20-m window. (e) Same difference as in (d) after the ICESat-2 photons are
shifted according to the translation vector (see Section 3.2 for details).

Classes 3 and 2 are shown by blue and black, respectively.
Large filled green circles refer to ATL06 data. The black line
represents the surface elevation from the reference DEM at
the original positions of the ATL03 photons along the GT.

As Fig. 5(a) shows, most of the ATL03 photons are
below the DEM in this profile, underestimating the surface
elevation compared with o the reference DEM by up to
more than 1 m over the steepest slope [Fig. 5(d)]. Using
our approach, we obtained a translation vector of (3.15 ±
0.07,−1.73 ± 0.05, 0.24 ± 0.01) m for the computational unit
encompassing this ICESat-2 profile. After shifting the ATL03
photons with this translation vector, they show significantly
improved agreement with the reference DEM, indicating that
most of the horizontal error is removed [Fig. 5(e)]. The linear
trend in the remaining difference could be attributed to short-
term variations in ICESat-2 pointing errors. By assuming a
constant translation vector within each DEM, our method only
recovers the mean of this translation vector, but not its short-
term variations.

B. Comparison of Translation Vectors Estimated From
ATL03 and ATL06

We have also performed experiments with the ATL06 data
product [17]. ATL06 is derived from ATL03 and is represented
as an along-track data product at 20-m resolution. ATL06
also takes the additional step of correcting the asymmetry of
the transmit pulse shape, together with correcting to remove
the first-photon bias [17]. Despite these advantages, we have
chosen ATL03 because its point density is much higher
which leads to a more faithful representation of the surface.

TABLE V

DIFFERENCES IN TRANSLATION VECTORS COMPUTED WITH ATL03
AND ATL06 DATA, RGT 275, CYCLE 1, OCTOBER 16, 2018, ALL

SIX BEAMS, LOWER VICTORIA VALLEY DEM [BLACK LINE IN

FIG. 1)]. “ACROSS” AND “ALONG” REFER TO THE

ACROSS-/ALONG-TRACK COORDINATE
SYSTEM (FIG. 4)

The 20-m interval of the ATL06 data may be an undersampling
of more rugged surfaces. The confidence in the calculated
translation vector increases with the number of surface patches
used in the adjustment including the number of ICESat-2 laser
points associated with a surface patch. We have to find a
compromise between the number of DEM grid points used
to approximate the surface patch (as many as possible), the
fitting error of approximation (as low as possible), and the
density of ICESat-2 GT (ATL03 or ATL06).

Suppose we select a surface patch size of 30 m × 30 m. This
would render 900 DEM grid points to support the approxima-
tion by a plane. ATL06 would only have a maximum of two
points associated with that surface patch. On the other hand
ATL03 will have some 42 points covering the same patch, thus
increasing the redundancy and making the adjustment much
more robust.

The last two columns of Table V show the differences
between the translation vector computed with the ATL03 and
ATL06 data, respectively. These differences are rather small
but not entirely random as the nonzero mean in the second
last line and the positive sign of all six differences clearly
show. A plausible reason for the bias is the fact that ATL06 is
corrected for several geophysical and instrument errors while
ATL03 is not. This might cause a vertical bias in our surface
height estimated from ATL03, which, in turn, impacts the
translation vector [7].

C. Representative Result, RGT 451, Cycle 3

Table VI lists the results of the central beam pair of RGT
451, cycle 3. This example is representative for the accepted
translation vectors. DEM length refers to the length of the
overlapping ICESat-2/DEM profile (computational unit) and
the remaining two columns show the estimated errors of the
translation vector. These errors are computed in the least-
square solution of the translation vector and are based on
the assumption that the observations (geolocations of ATL03
signal photons) are uncorrelated and their errors are normally
distributed.

We determine the translation vector along an overlapping
ICESat-2/DEM profile, the length of which depends on several
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TABLE VI

ACROSS (AC) AND ALONG-TRACK (AL) COMPONENTS, AND THE
LENGTH (MAG) OF THE TRANSLATION VECTORS AND THEIR ERRORS

CALCULATED FOR THE CENTRAL BEAM PAIRS 3 AND 4, RGT 451,
CYCLE 3, APRIL 27, 2019. DEMS INVOLVED: UVN = UPPER

VICTORIA NORTH, UVS = UPPER VICTORIA SOUTH,
BPUW = BULL PASS & UPPER WRIGHT, UTN = UPPER

TAYLOR NORTH, UTS = UPPER

TAYLOR SOUTH (FIG. 1)

factors such as a vivid topography with surface slopes oriented
in distinctly different directions. The lengths of the profiles
used in this study range between 4 and 16 km. Thus, it takes
ICESat-2 1–2 s to traverse one DEM and less than 10 s to
cross the entire region of the MDV.

We assume that within such short time intervals, only
small, high-frequency (jitter) variations have an impact on the
geolocation of ICESat-2. These vibrations are at a higher rate
than can be captured by the PPD algorithm (i.e., frequency >
20 Hz) and are due to the coupling between mechanical
systems on the spacecraft (beam-steering mechanism, reaction
wheels, solar array dive assembly) and the structure of the
observatory. More information about spacecraft line-of-sight
jitter management and mitigation can be found in [26].

The schematic of Fig. 6 depicts a 5-s-long interval along
an ICESat-2 GT, crossing three DEMs. The red line symbol-
izes high-frequency noise that impacts the translation vectors
(blue solid circles), determined in the least-squares adjustment
(Table VI). We can conceive these values as the means of the
translation vectors that are influenced by the high-frequency
variations within short time spans as ICESat-2 crosses indi-
vidual DEMs.

D. Entire Dataset, RGTs 275 and 451

We processed a total of 405 translation vectors and
accepted 379 that satisfied the following criteria: kappa < 20,
σacross < 1 m, σalong < 1 m. Kappa (ratio of maximum
eigenvalue over minimum value) is a good indicator for the
stability of the normal equation system.

Fig. 7 depicts the temporal relationship of the transla-
tion vectors of all the beams for RGTs 275 and 451, dur-
ing 739 days of the mission (nine cycles). Several dots
plotted at the same time indicate that a GT traversed several
DEMs during the same repeat cycle. The differences between
the translation vectors are attributed to short-term variations
discussed in Section V-C. For example, beam 3 of RGT 451,
cycle 3, crossed five DEMs, resulting in five translation vectors
(see also Table VI).

Fig. 6. A 5-s-long (35 km) GT crossing three DEMs. The red line symbolizes
the horizontal error of ATL03, including a high-frequency noise (jitter)
component. Blue solid circles indicate the computed translation vectors. Dark
blue bands centered at translation vectors symbolize uncertainties of the
translation vectors.

VI. ASSESSMENT OF ICESAT-2 GEOLOCATION ERRORS

As pointed out in Section I, we are concerned with assessing
the horizontal accuracy and precision of ICESat-2 observa-
tions. This is important because a horizontal error will induce
a secondary vertical error, proportional to the horizontal error
multiplied by the slope of the terrain.

Since the horizontal error of the reference DEM
is <0.3 m [14], the length of the translation vector that
minimizes the difference between the surface topography
calculated from the ATL03 geolocated signal photons and the
reference DEMs can be used as an estimate of ICESat-2’s hori-
zontal accuracy. To achieve the ICESat-2 mission requirement,
this error should be below 6.5 m. Our goal is to check whether
the latest version of ATL03 products satisfies this condition.

We now turn our attention to long-term variation in the
ICESat-2 horizontal error, estimated from 379 translation vec-
tors, considering the entire observation interval of 739 days.
The results are summarized in Fig. 7 and Table VII. Statistics
(mean and standard deviation for each beam and all beams),
characterizing the ICESat-2 geolocated photons’ horizontal
errors, for versions 3 and 4, are shown in columns 2–7. The
total error refers to mean +1 σ . Also added to the table are
results reported by [6], obtained with version 3 data.

Comparing the results of versions 3 and 4 from this study
shows only a modest improvement of ICESat-2 horizontal
accuracy (total errors in columns 4 and 7, 4.93 m versus
4.66 m). However, there is a significant drop in the stan-
dard deviation of the horizontal error for all the beams (σ )
from 1.09 to 0.62 m, suggesting that the horizontal errors
of the six ICESat-2 beams determined from version 4 data
are more narrowly distributed than from version 3 data.
Both the versions show beam 1 having the largest error and
beam 5 the smallest error. The horizontal error of beams 1, 2,
and 4 decreased significantly from version 3 to 4 (10%–20%),
while errors of beams 2, 5, and 6 remained unchanged or
slightly increased, The visual inspection of Fig. 7 reveals that
no trend can be discerned over the entire observation period
of 739 days.

When comparing the version 3 data reported in Table VII
with those reported by [6], also obtained with version 3, one



SCHENK et al.: ASSESSMENT OF ICESat-2’s HORIZONTAL ACCURACY 4303811

Fig. 7. Magnitude (length) of translation vector as a function of time, estimating ICESat-2 horizontal geolocation errors for all six beams. Red dots are
results from RGT 275 (descending) and blue dots refer to ascending RGT 475. Time is shown as MMDDYY (top of panel) and in number of days (bottom).
The observation interval spans October 16, 2018, to October 23, 2020, cycle 1 through 9, for a total of 739 days. Accuracy of the magnitude of translation
vector is on the order of 0.05–0.25 m (Table VI) and too small to show.

TABLE VII

GEOLOCATION ERRORS OF ICESAT-2. RESULTS ARE ARRANGED IN THREE GROUPS: VERSION 3 AND 4 (THIS STUDY) AND

FROM ARCTICDEM [6]. NUMBERS REFER TO THE LENGTH OF THE TRANSLATION VECTOR (MAGNITUDE)

should bear in mind some important differences in how the
two datasets are computed, e.g., the geographic region and
its extent (entire ArcticDEM versus MDV Antarctica), the
different methods used to determine ICESat-2 track offsets,
and the horizontal accuracy of DEMs. Looking at the estimated
ICESat-2 horizontal errors, one can conclude that they are,
perhaps surprisingly, rather small and well within the 6.5-m

geolocation requirement. We also note that the values from [6]
are consistently lower than those from this study. This could
be attributed to the fact that including ICESat-2 observations
over the entire Arctic generates a multitude of data and thus
lowers the error.

Although the results presented so far look very promising,
we should not forget that they are obtained over a relatively
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small region of earth. In order to figure out how local or global
our results are, future research should include suitable test sites
at different locations on earth.

VII. DISCUSSION AND CONCLUDING REMARKS

The prime objective of this article is to assess the horizon-
tal accuracy of ICESat-2. We have improved the traditional
method of matching a laser profile with a precisely known
surface, likely being represented as a DEM, by casting it as a
least-squares adjustment. This novel approach does not only
offer the calculation of the 3-D translation vector but also
provide rigorous information about error quantities related to
the unknowns.

We have selected the MDV, East Antarctica, as our known
surface because the DEMs are very accurate (1-m resolution,
0.07-m RMSE), have very stable landscape, and distinct topo-
graphic features. We have chosen two ICESat-2 RGTs from
versions 3 and 4, cycles 1–9. Every GT crosses up to five
DEMs. The least-squares adjustment was calculated indepen-
dently for the six beams leading to a total of 379 accepted
solutions of the 3-D translation vectors. The translation vector
is a very suitable measure to assess the horizontal accuracy of
ICESat-2. Our major results include: 1) the average horizontal
error of the ICESat-2 beams estimated from all the translation
vectors using the latest version 4 is about 4.66 m, well within
NASA’s specification of 6.5 m; 2) the relatively large variation
in the translation vectors within an observation interval of less
than 10 s—the time it takes ICESat-2 to traverse the Dry
Valleys—indicates a significant horizontal error due to high-
frequency jitter; 3) we also note that the temporal behavior is
quite different for the individual beams, even within the same
beam pair.

Our ICESat-2 horizontal accuracy estimates (average
of 4.66 m with individual beam errors ranging from
3.62 to 5.33 m, version 4) show a remarkable agreement with
those presented by [8] and [6]. We extended the study of [8]
both spatially and temporarily. The MDV are 2000 km from
their Antarctic site (Array 4, 88◦S traverse, East Antarctica).
We have a total of 16 distinct dates (two RGTs, each with
eight accepted cycles) compared with the three dates exam-
ined by [8]. For the first time, we investigated the temporal
variation in ICESat-2’s horizontal error on-orbit during a two-
year period with different sun-orbit geometry. Our results
indicate a horizontal error of 4.66 m one sigma (Table VII,
version 4 data), similar to prelaunch estimates [1].

To shed some light on the question of how valid the results
of this study are, on a global scale, we propose that future
work shall concentrate on repeating this research in other
parts of the world. Additionally, we would like to extend the
observation period to find analytical functions for modeling
the temporal variation in the translation vectors. We have
treated the translation vectors independently for the six beams,
neglecting any constraints that may be applicable from a
deeper knowledge on how the beams are physically arranged.

APPENDIX

The appendix contains the ICESat-2 granules used in this
study.

TABLE VIII

RGT 275 AND RGT 451 GRANULES
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