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Abstract— Observations of microwave backscatter from shoal-
ing and breaking surface waves acquired with a shore-based,
coherent-on-receive X-band marine radar are presented. The
radar was located at the dune cliff of a sandy beach with two
breaker bars. Waves were approximately shore-normal (inclina-
tion < 10◦) during the study period. Consistent with other studies,
the backscatter intensity from breaking waves is significantly
increased (≈10 dB compared to nonbreaking) with Doppler
velocities close to the wave phase velocity in shallow water. The
strong backscatter from active breakers can cause a significant
amount of signal artifacts due to the leakage of pulse energy
into adjacent range cells, in particular behind the breaking
crests. In the near range, the backscatter from the undisturbed
surface and such pulse smearing artifacts appear as distinct peaks
inside the Doppler spectra. Thus, the velocity of both sources of
scatterering can be retrieved using a dedicated peak separation
algorithm. In the far range (r > 500 m), the artifacts dominate
the Doppler signal behind breaking wave crests. Therefore,
when investigating the spatio-temporal evolution of breaking
wave-induced Doppler velocities with marine radar, the analysis
should be restricted to the wave crests and the well-illuminated
front faces of the waves. The evolution of Doppler spectra tracked
along the crest of an exemplary individual breaking wave is
extracted during the steepening, active- and post-breaking stage.

Index Terms— Doppler radar, marine radar, remote sensing,
sea surface electromagnetic scattering, surface waves, wave
breaking.

I. INTRODUCTION

SHORE-BASED imaging Doppler radar has high potential
to observe shoaling and breaking waves both in space and

time. This capability is often required, but not available for
studies of surf zone hydro- and morphodynamics. Breaking
waves mainly drive surf zone circulation (e.g., [1]) and are
therefore relevant for e.g., swimmer safety [2], loads on struc-
tures [3], and the mobilization and transport of sediments [4].
Measurements of surf zone waves are complicated because
instruments located in energetic, breaking wave environments
are easily misplaced or damaged [5]. Thus, deployment and
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maintenance costs are high and long-term observations are
rare [6]. Furthermore, nearshore hydrodynamics are character-
ized by a high spatial and temporal variability. This compli-
cates surf zone observations using in situ sensors (e.g., acoustic
sensors, pressure transducers, or wire gauges), in particular, for
long-term monitoring.

Instead, shore-based remote sensing instruments provide
observations in space and time and can be efficiently operated
over longer periods. Besides widely used passive optical
sensors, such as visible light or infrared cameras (see [7] for
a review), imaging marine radar is an active remote sensing
technique. Marine radar can be used to infer bathymetry [8]–
[12], currents [13], [15], [16], or both simultaneously [14],
[17], as well as directional wave spectra [18] and surface
winds [19]–[21]. Marine radars, which are usually used for
nautical navigation, have the advantage of being relatively
inexpensive and easy to install and maintain. In contrast to
camera-based methods, radar can be operated day and night
and during foggy conditions. Spatial coverage is usually larger
and geo-referencing of the imagery is relatively easy.

Imaging radars often operate at grazing incidence angles to
achieve the desired range coverage. Compared to nadir looking
radar wave gauges, which measure the distance to the surface,
i.e., the strongest return signal, the retrieval of the vertical
elevation of the ocean surface at grazing incidence is not
trivial. The development of methods to directly invert marine
radar images to surface elevation is the subject of past and
current research [22]–[27]. However, a deterministic “wave-
by-wave” validation of radar-based surface inversions has not
been realized yet.

In addition to the backscatter intensity, coherent radar
systems are able to measure the Doppler shift of the elec-
tromagnetic waves caused by moving targets at the water
surface. This offers high potential for wave measurements
(e.g., [28]–[32]) and for studying wave breaking [33]–[36].
However, there is not much literature available on coherent
radar backscatter from shoaling and breaking nearshore waves.
Important insight into the scattering dynamics (which are
briefly summarized in Section II) was gained from scat-
terometer data [37]–[39]. However, only very few authors
have used imaging coherent radar inside, or in direct vicinity
of, the surf zone. McGregor et al. [29] used a frequency
modulated continuous wave (FMCW) radar and were able
to derive bathymetry and wave energy from their data. The
elevation of their radar was relatively high (70 m) and hence
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grazing angles were above 8◦ throughout the whole measure-
ment area, spanning over ≈600 m. At these grazing angles,
the backscatter from the ocean surface is considered to be rea-
sonably described by Bragg scattering and composite-surface
theory (CST, cf. Section II). McGregor et al. [29] also found
that the radar-derived energy of breaking waves atop a sand
bar is significantly overestimated. This is because horizontal
surface velocities are significantly increased during breaking
and thus also the variance of the radar measured Doppler
velocity, which they used to infer wave energy. At much
lower grazing angles of <2◦, high correlations were reported
between Doppler velocities observed with the focused phased
array imaging radar (FOPAIR) and bore propagation speeds
derived from particle imaging velocimetry (PIV) [40] as well
as acoustic Doppler velocimeter (ADV) data [41]. However,
Farquharson et al. [41] highlight that Doppler velocities in
the nonbreaking areas are biased toward higher velocities
when compared to ADV measurements. The authors relate
this bias partly to the backscatter from breaking waves hit by
the range and azimuth side lobes (see Section II), the latter
being relatively high for the used radar setup.

Lin et al. [42] and Catalán et al. [43] studied surf zone
Doppler data acquired by a coherent pulsed radar, which is
very similar to the radar used in the present work. While the
study of Lin et al. [42] focuses solely on integrated Doppler
velocity and backscatter intensity data, Catalan et al. [43]
analyzed also the range evolution of the Doppler spectra
(integrated over two minutes) and the range-time evolution
of the Doppler velocity modulated by shoaling and breaking
waves. The results of Catalán et al. [43] also confirm the
simultaneous occurrence of high backscatter intensities and
Doppler velocities close to the phase speed associated with
actively breaking waves. Thus, within the 2 minute averaging
period, a single breaker is enough to completely dominate the
Doppler signal.

In the present article, radar backscatter from shoaling and
breaking surf zone waves is studied using a coherent-on-
receive X-band pulse marine radar. In contrast to many other
studies, the range-time evolution of complete Doppler spectra
with high temporal resolution (0.256 s) is investigated, in addi-
tion to the integrated parameters, the backscatter intensity, and
Doppler velocity. Special emphasis is put on a known, but
previously unreported, consequence of the imaging principles
of marine radar on the Doppler signal and its implications for
its interpretation. More specifically, the range smearing effect
related to the shape of the transmitted radar pulse combined
with strong backscatter from actively breaking waves produces
artifacts that must be considered when the signal is used to
study surf zone waves.

This article is structured as follows: In Section II, a brief
review of radar hardware principles and microwave backscatter
theory is given. In Section III, the radar system and digital
signal processing methods used in this study are described,
followed by a description of the study area and obtained field
data (Section IV). In Section V, the results of the analysis in
terms of the bivariate probability distributions on backscat-
ter intensity and Doppler velocity are presented and dis-
cussed. Furthermore, the consequences of radar pulse smearing

on the radar measurements are highlighted in Section VI.
In Section VII, the Doppler spectral evolution of a breaking
wave tracked in space and time along the steepening and active
breaking phase is discussed. Finally, the main conclusions and
an outlook for future applications are presented.

II. BASICS OF MARINE RADAR HYDROGRAPHY

The radar backscatter mechanisms relevant for oceano-
graphic applications have been reviewed by many authors.
However, the radar hardware fundamentals are often only
briefly addressed. Here, we also like to mention the radar hard-
ware fundamentals in more detail because of its relevance for
the interpretation of surf zone backscatter, which is presented
in Sections V and VI. The focus is hereby on marine radars,
which are widely used for nautical navigation. These radars
operate at X-band at grazing incidence (almost parallel to the
ocean surface).

A. Hardware Fundamentals

Marine radars typically consist of a signal generation unit
and an antenna. Most marine radar antennas are slotted wave
guides either horizontally (HH) or vertically (VV) polarized
in transmit and receive. Usually, HH polarization is used for
navigation because the return signal from the ocean surface,
the so-called sea clutter, is lower compared to VV. While this
is desired for navigation, we believe that VV polarization is
a better choice when studying the backscatter from waves.
The antenna design has a direct implication on the antenna
pattern, i.e., the spatial distribution of the emitted and received
electromagnetic energy density. The length of the antenna
influences the horizontal beam opening angle θbeam and hence
the azimuth resolution of the radar (typically around 1◦).
Longer antennas provide a better focusing of the radar beam
in azimuth.

A pulsed marine radar releases electromagnetic radiation as
individual pulses of a certain pulse duration τ (also called
pulsewidth) at a given pulse repetition frequency (PRF).
Typical pulse widths of marine radars range from 50 ns
(short pulse) to 1200 ns (extra long pulse). The pulsewidth
determines the range resolution and maximum coverage of
a radar. Longer pulses contain more energy hence increase
the maximum distance where the received backscatter stands
out from the sensor’s thermal noise. For hydrographic pur-
poses, in particular for surface wave studies, a reasonably
high range resolution is preferential to range coverage, hence
shorter pulses are preferred. The peak pulse energy is typically
between 4 kW and 40 kW. The pulsewidth (or duration) τ
determines the range resolution Sr = (c0 · τ )/2, where c0

is the speed of light. Sr is the minimal distance two targets
must be spaced apart from each other to be identified as
individual signals. The range spacing �r of the received
backscatter depends on the sampling frequency of the analog-
to-digital converter (ADC) and is usually chosen to match Sr .
For example, an ADC sampling frequency of 20 MHz results
in 7.5 m long-range cells in direction of the radar beam, which
corresponds to a 50 ns long pulse.
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Fig. 1. Shape of the transmitted radar pulse, i.e., time evolution of
the released power, with terms and definitions. The shown pulse shape is
qualitatively similar as for the radar used in the present study. This was
confirmed through oscilloscope measurements in the laboratory.

An ideal pulse would have an instantaneous rise and fall
of the field amplitude from zero to the maximum power level
and back. However, in reality it takes some time for the rise
(or fall) until the power has reached the peak (or zero) power
level. The pulsewidth is hence a matter of definition and is
commonly defined as the time where the power level is above
−3 dB of the peak power, as shown in Fig. 1). If, as explained
above, �r is chosen to match Sr for the −3 dB pulsewidth,
the pulse energy below this level leaks into the adjacent range
cells. In a radar image, this causes smearing in range and thus
reduced sharpness. We will refer to this effect as “radar pulse
smearing” throughout the rest of this article.

B. Sea Clutter

Under moderate grazing angles (θg =10−80◦), the radar
backscatter from the ocean surface is reasonably well
described by the composite surface model (CSM) proposed
in [44] and [45]. In the CSM, the ocean surface is decomposed
into finite, slightly rough [46] surface facets with a constant
inclination toward the radar. The backscatter from each facet at
the ocean surface is due to Bragg resonance on waves that are
of the same scale as the electromagnetic frequency of the radar
radiation (e.g., [47]), i.e., centimeter scale for X-band. The
Bragg model implies two modulation mechanisms (e.g., [37],
[47]–[49]): tilt (local slope) and hydrodynamic modulations
(longer wave orbital motions and/or currents). At low grazing
angles (LGA, θg < 5◦) and high sea state, Bragg scattering
poorly explains observed radar backscatter as other scattering
mechanisms become important (see for example the special
issue edited by Brown [50]). Non-Bragg phenomena include
sea spikes, wave shadowing, and speckle.

At LGA, some areas of the ocean surface cannot be directly
reached by the transmitted radiation. We refer to this effect
as shadowing. In contrast to geometrical shadowing, radiation
may partly diffract into wave troughs, thus “illuminating”
also parts of the wave profile, that would be obscured by
wave crests in camera images. Given the fact that the ocean
surface geometry itself is highly nonlinear, modeling shad-
owing in radar images is not trivial. However, both extreme

cases, a purely geometrical shadowing model [24] as well as
assuming negligible influence of shadowing [51] have been
proposed to be applicable to LGA backscatter, depending on
the radar hardware.

Sea spikes are occasional events of very high radar backscat-
ter intensities that are commonly attributed to steep or
breaking waves (among others, [52]–[59]). Approaches to
explain backscatter from breaking waves include multipath
effects [60], volumetric scattering [61], or increased roughness
due to bound (phase-locked) waves, which appear at the front
face of a breaker [62].

C. Geophysical Interpretation of the Doppler Velocity

Any movement relative to the radar antenna of the scatterers,
i.e., the roughness elements at which the signal is backscat-
tered, causes a Doppler shift within the electromagnetic sig-
nal. The line-of sight component of the scatterer velocity,
the Doppler velocity Ud , is related to the Doppler frequency
shift fd through

Ud = fd λel

2 cos α
(1)

where λel is the electromagnetic wavelength and α is the angle
between the scatterer motion and the antenna line-of-sight.

The Doppler velocity obtained from ocean radar backscat-
ter can be interpreted as a sum of individual components
(e.g., [31]), which are influenced by either geophysical or
radar imaging effects. The geophysical components include
wind drift, ocean currents, surface wave orbital motions, and
surface wave breaking. Nongeophysical influences are, for
example, the intrinsic speed of the Bragg waves, shadowing,
the geometry of the ground footprint of the radar beam, or the
shape of the transmitted radar pulse.

The variation on the scale of the surface waves is mainly due
to orbital motions. Wind drift and ocean currents are usually
varying on longer time scales. At moderate incidence angles,
Ud can be directly transformed to surface elevation through
the application of wave theory [28], [37]. This is different at
LGA, where the influence of non-Bragg scattering mechanisms
is stronger [54]. Breaking waves can lead to high Doppler
velocities close to the phase velocity of the breakers [34],
[39], [63] and thus increase the observed Doppler velocity. The
Doppler velocity at extreme grazing angles (θg < 3◦) contains
an additional Doppler shift toward higher velocities which is
most likely related to the interaction of wave nonlinearity,
shadowing, and wave breaking on a subradar-resolution scale
(see the introduction of [64], and references therein). This
Doppler bias is not yet fully understood. Numerical experi-
ments suggest that wave nonlinearity at the crests of small
“choppy” waves has the largest influence [64]. The above-
mentioned influences make the interpretation of the Doppler
velocity at LGA complicated.

III. INSTRUMENTS AND METHODS

A. Coherent-on-Receive X-Band Marine Radar

The radar used in this study is a coherent-on-receive marine
radar developed at the Helmholtz-Zentrum Hereon [65]. The
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radar system consists of an off-the-shelf X-band (9.48 GHz)
marine radar (GEM Leonardo series) that is complemented
by a dedicated processing board which was developed in
cooperation with the Saint Petersburg Electrotechnical Uni-
versity (ETU-LETI), a high precision angle encoder, and a
step-motor to steer the antenna in a fixed direction. For the
present study, we used a 7.5 ft (2.286 m) wide antenna with
vertical polarization in transmit and receive (VV). The radar
is operated at a PRF of 2 kHz. The duration of the transmitted
pulse (measured at the −3 dB power level) is between 50 and
70 ns. Pulses are generated by a magnetron with a nominal
peak power of 12 kW.

The received signal runs through an ultralow noise linear
amplifier before being digitized by a 4 channel 13 bit ADC.
Analog-to-digital conversion is realized at 20 MHz, which
corresponds to a range cell spacing of 7.5 m. A total number of
435 range cells were recorded resulting in a maximum range
of 3.2 km.

B. Doppler Signal Processing

The received radar signal is coherentized during
post-processing by removing the recorded phase of each
transmitted pulse (coherent-on-receive). The complex coherent
radar signal is then given by

Cel(r, t, θaz) = Ael eiφel (2)

where r , t , and θaz correspond to range (specifically slant
range, i.e., distance from the antenna), time, and the azimuth
angle (antenna view direction). Ael = (I 2

sig + Q2
sig)

1/2 and φel

are the amplitude and phase of the electromagnetic signal,
respectively. Isig and Qsig are the in-phase and quadrature
signals. The signal amplitude is stored in uncalibrated analog-
digital-units (ADU) that are linearly related to the electromag-
netic field amplitude of the received radiation.

In order to calculate the Doppler frequency shift, nens = 512
consecutive radar pulses are aggregated in a Doppler ensemble
of �t = 0.256 s (at PRF of 2000 Hz). Doppler spectra
Sd( f ) are computed for each ensemble using the fast Fourier
transform (FFT). The Doppler shift frequency can be estimated
from the first moment of the Doppler spectrum as

fd =
∫

f Sd( f ) d f
∫

Sd( f ) d f
. (3)

Occasionally, multiple peaks can appear in a Doppler spec-
trum. In the following, we refer to such spectra as multipeaked
Doppler spectra. One reason for the occurrence of multipeaked
Doppler spectra is the presence of different scattering sources
on scales smaller than the radar range resolution or integration
period. Each peak represents the velocity of the respective
subpopulation of scatterers. Conceivable sources would be, for
instance, the presence of breaking waves that only partially fill
a radar cell. But also the presence of other objects such as rain,
floating debris, foam, birds, or marine mammals can cause
multipeaked Doppler spectra. As discussed in Section VI,
also radar pulse smearing effects in combination with steep
or breaking waves can cause a considerable amount of

Fig. 2. Examples of a single-peaked (left) and a double-peaked (right)
Doppler spectrum. Shown are raw (blue line) and smoothed (red) spectra,
noise level (horizontal black dashed line), Doppler shift frequency from the
first moment (vertical black line), and location of the first and second peak
identified by the peak finding algorithm (gray triangles). h and w are the peak
height and width at half-height. The frequency limits were chosen for better
visibility. The full unambiguous range is from −1000 to 1000 Hz.

double-peaked Doppler spectra. Examples of a single-peaked
and double-peaked Doppler spectrum are shown in Fig. 2.

In order to identify and separate individual peaks in the
Doppler spectra, the following processing chain was applied:

1) The noise level is computed as
Pnoise =2×median(Sd( f )).

2) Spectral energy below this level is removed from the
spectrum prior to the peak identification.

3) The spectra are smoothed using a moving average
scheme that is repeated 3 times. The window span
for the moving average was 17 discrete frequency bins
corresponding to 66.4 Hz.

4) Doppler peaks are identified from the smoothed spectra
using the function FINDPEAKS from MATLAB’s sig-
nal processing toolbox. No more than three peaks are
allowed to be identified by the peak finder. The width
w of a peak is defined as the span of the peak at half
of its height h (see Fig. 2). If h <3 Pnoise, the peak is
discarded. For each identified peak, its frequency, width
w, and height h are determined.

Intensity and Doppler Velocity: We compute the backscatter
intensity and Doppler velocity using two different definitions:

1) The backscatter intensity I is the total received power,
i.e., the zeroth moment of the Doppler spectrum. The
corresponding Doppler velocity Ud (vertical black lines
in Fig. 2) is derived from the first moment using 3 and 1.

2) For each identified peak, the intensity is estimated as
Ii = wi hi , where i = 1, 2, 3. The location of the
peak defines its Doppler shift frequency and respective
Doppler velocity Ud,i .

The first-moment Doppler velocity Ud is the most common
definition which is often called the Doppler centroid. For
single-peaked Doppler spectra, Ud,1 and Ud are almost identi-
cal (left plot in Fig. 2). However, Ud,i may be a better choice
for the correct interpretation of the geophysical contributions
to the Doppler spectra, as discussed in more detail later.

C. Terminology

Throughout the rest of this article, the term “peak” refers
to peaks inside individual Doppler spectra, and peaks inside
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the joint distributions of backscatter intensity and Doppler
velocity (analyzed in Section V) are called “modes.” Doppler
peaks (if present in the spectra) are called “first,” “second,” or
“third” Doppler peaks (starting from left to right, or from low
to high velocity). “Multipeaked” Doppler spectra are spectra
where more than one peak was detected. The terms “slow” and
“fast” refer to the absolute Doppler velocity below or above
the adaptive velocity threshold that is described in Section VI.

IV. FIELD OBSERVATIONS

A. Study Area and Field Instrumentation

The Helmholtz–Zentrum Hereon operates a shore-based,
long-term radar station at the west coast of the island of
Sylt, Germany (54.7903◦N, 8.2833◦E) as part of the Coastal
Observing System for Northern and Arctic Seas (COSYNA,
see [66]). A directional wave rider buoy (Datawell DWR-
MkIII) is located ≈1 km off the coast (54.790◦N, 8.267◦E)
in a water depth of 10 m.

Sylt is a narrow barrier island in the German Bight sep-
arating the North Sea from the intertidal mudflats of the
North Frisian Wadden Sea. The western coastline is a mesoti-
dal, sandy, mixed energy coast, equally influenced by tidal
currents, and wave action. The shoreline at the study area
is oriented northward with a small inclination of 2◦ with
respect to north. Wind waves are predominantly approaching
the island shore-normal from west, which was also the case
during the study period. Low-energetic swells typically come
from the northwest.

The bathymetry was measured during September 22–26,
2016, using a 210 kHz single beam echo sounder. The data
were tide corrected using precise differential GPS positioning.
This dataset and further details about data acquisition and
quality control are available from the PANGEA data por-
tal [67]. For the present study, these data were mapped onto
a 5 m × 5 m grid by averaging all data points within one
grid cell along the shore-normal profile in front of the radar
station. The beach profile shows an intertidal sandbar roughly
at a distance of 150 m from the radar and a second, subtidal
sandbar at a distance of 500 m [see Fig. 3(d)].

B. Radar Data: Space-Time Diagrams

For the present study, we restrict our analysis to one single
radar record of 10 min, starting at the September 29, 2016,
22:11:19 UTC, with the radar antenna pointing in a fixed
direction along the cross-shore transect toward the wave rider
buoy (θaz = 271◦). The wind speed measured at the station was
19 m/s from West. The wave rider buoy measured a significant
wave height of Hs = 3.2 m and a peak wave period of
Tp = 10 s. The peak direction of the wave field was θp = 280◦
(nautical convention), and the tidal elevation ζ = 1.61 m
(indicated by the blue solid line in Fig. 3). Wind and waves
were thus approaching the coast almost shore-normal and the
radar antenna was pointing into the wind.

Fig. 3 shows the time-range diagrams of backscatter inten-
sity and Doppler velocity for the given radar record. The
backscatter intensity is given in an uncalibrated relative loga-
rithmic scale (1 dB = 20 log10(Ael/(1 ADU))). Projection

Fig. 3. Time-range diagram of (a) measured backscatter intensity I and
(b) first moment Doppler velocity Ud for the 10-min long radar record with
fix-pointing antenna, (c) still water grazing angle θg , (d) beach profile. Dashed
vertical lines indicate the locations of the stations “inner bar” (r = 180 m),
“trough” (r = 350 m), “outer bar” (r = 500 m), and “buoy” (r = 1100 m).
Panel (e) shows the surface wave spectrum observed by the wave rider buoy.

effects are neglected because the angle between the peak
wave direction (θp = 280◦) and the antenna line-of-sight
(θaz = 271◦) was <10◦, which is in the same range as
the directional accuracy of the buoy and corresponds to a
projection error of about 1.5% (cos(10◦) = 0.985). The stripe-
like pattern in Fig. 3(a) and (b) is due to the modulation of I
and Ud by waves traveling toward the shoreline. The shoreline
is located approximately at r = 55 m. Two breaker zones are
clearly visible. They appear as bright (high power) and fast
(high Doppler) pixels within the range-time images. The first
one (seen from offshore) spans from r = 750 m to r = 380
and the second one from m r = 230 m to r = 70 m. This
corresponds to the location of the sandbars [see the bathymetry
transect in Fig. 3(d)].

V. BIVARIATE PROBABILITY DISTRIBUTION

For further investigation, the bivariate probability distri-
butions of backscatter intensity and Doppler velocity were
computed at different stations along the radar view direction
(i.e., the cross-shore transect). We selected four characteristic
locations at the “inner bar” at r = 180 m, the “trough” at
r = 350 m, the “outer bar” at r = 500 m and the “buoy”
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at r = 1100 m, representing different wave conditions and
grazing angles. These locations are indicated by the vertical
black lines in Fig. 3. The results are shown in Fig. 4 in terms of
empirical joint probability density functions (JPDF). For each
plot in Fig. 4, three adjacent range cells (±1) were compiled
to one sample with a sample size of N = 7314. The bin sizes
used to compute the JPDFs were 0.2 m/s and 1 dB, for velocity
and intensity, respectively. The columns Fig. 4 correspond to
the different locations and the rows to the different definitions
of the backscatter intensity and Doppler velocity (I and Ud ,
I1 and Ud,1, I2 and Ud,2, as defined in Section III-B).

For the top row [Fig. 4(a)–(d)], the intensity I and Doppler
velocity Ud were computed from the zeroth and first spectral
moment of the Doppler spectra (see Section III-B) and thus
it is similar to Fig. 3 of Farguharson et al. [41], who also
studied power weighted Doppler velocities, but for a FMCW
radar system. For all other panels, the intensity and Doppler
velocity are computed by identifying individual peaks inside
the Doppler spectra (using the peak separation algorithm intro-
duced in III-B, shown as triangles in Fig. 2). For simplicity,
we restrict our analysis to the first two peaks (from slow to
fast) inside a Doppler spectrum. The middle row corresponds
to the first peak quantities (I1 and Ud,1), whereas the bottom
row to the second peak (I2 and Ud,2). Note that the first
peak is always present if the signal is above the noise floor,
while the second peak appears occasionally. In both cases,
the probability density is computed relative to the total number
of Doppler ensembles (regardless of how many peaks are
present in each ensemble).

Inside the breaker zones, at the intertidal sandbar (inner
bar) and the subtidal sandbar (outer bar), the JPDFs [Fig. 4(a)
and (c)] indicate a clear bimodal distribution of I and Ud .
One mode is observed with relatively slow Doppler velocities
and low backscatter intensities. A second mode has intensity
values, that are more than 10 dB higher compared to the first
mode, as well as high Doppler velocities close to the phase
velocity of shallow water waves (i.e., cp,sw = (gd)1/2, where
d is the water depth and g is the gravitational acceleration).
The dashed vertical lines refer to (gd)1/2. The solid lines and
the dashed horizontal line are explained in Section VI. This
confirms the expected appearance of distinct modes reflecting
different types of scatterers in the surf zone. The fast mode
is due to scatterers that are phase-bound to the breaking
waves carrying them and the slow mode is due to nonbreaking
scatterers, i.e., the Bragg waves (e.g., [41]).

At the inner bar, there seems to be a sharp cutoff at the
highest intensity values [Fig. 4(a)]. This cutoff is even more
pronounced for the distribution of the first peak intensity
I1 which is shown in Fig. 4(e). This is most likely due to
the fact that the signal runs into saturation for the strongest
scatterers present. The largest percentage of sensor saturation
was found at the inner bar, where ≈16% of the raw pulses are
saturated in one channel. At the outer bar, the percentage of
saturated pulses is <2%. Further offshore or in the absence
of breaking, saturation hardly occurs (<0.1%). The influence
of saturation on the estimation of the Doppler velocity was
estimated through idealized simulations of partially saturated
Doppler ensembles. It was found (not shown) that saturation

lowers the signal-to-noise ratio and, even if this may induce
uncertainty, the effect on the integrated Doppler velocity was
negligible. Therefore, the findings of the present study are not
affected by saturation.

With increasing range and decreasing grazing angle, more
and more Doppler ensembles appear on the low intensity tail
of the distribution for both, the breaking and the nonbreaking
mode. One conceivable reason for this is that radar some
range cells are partially shadowed. This would lower the
observed intensity proportional to the percentage of the range
cell occupied by shadowing. The dependence on the grazing
angle supports this hypothesis, but more data is needed to
validate it.

The first peak intensity I1 and Doppler velocity Ud,1

[Fig. 4(e) and (f)] are in general very similar to the JPDFs in
the top row [Fig. 4(a)–(f)]. However, at the inner bar, the two
modes (breaking and nonbreaking) are apparently more clearly
separated [Fig. 4(a) compared to (e)]. This is different at
the outer bar, where there is no clear difference between the
JPDFs with or without peak separation [Fig. 4 (c) versus (g)].
The observed differences are most likely due to radar pulse
smearing in combination with strongly backscattering breaking
waves and shadowing, which will be shown and discussed in
Section VI.

Regardless of the definition of the intensity and Doppler
velocity, all four stations show some ensembles in a third mode
with Doppler velocities around 4.5 (±2) m/s [Fig. 4(a)–(h)].
The corresponding range of intensities spans over the complete
intensity range of the nonbreaking mode. A few ensembles
show intensity values that are much higher than the nonbreak-
ing mode, but still lower than the breaking mode. Possible
reasons for this could be either the appearance of smaller
breakers (whitecaps), which do not fill a complete radar cell
but still increase the intensity and Doppler velocity, or huge
and strongly backscattering breaking waves that are hit by
side lobes. However, a clear attribution of the origin of such
Doppler ensembles is beyond the scope of the present study.

Panels (i)–(l) of Fig. 4 show the JPDFs for the second
Doppler peaks (I2 and Ud,2), in case where they are present in
the Doppler spectrum. At the inner and outer bar [(i) and (k)],
fast peaks mostly show velocities similar to the breaking
mode which was observed in (a), (e), (c), and (g), but with a
significantly lower intensity. However, at the trough (j) and
the bouy (l), second Doppler peaks have velocities around
4.5 (±2) m/s, which is the range of speeds of the third mode
mentioned in the paragraph before. In fact, this third mode and
corresponding second Doppler peaks are also apparent at the
two breaker bars [panels (i) and (k)]. The appearance of second
Doppler peaks is related to the presence of multiple sources of
scattering within one range cell, e.g., Bragg waves and bound
waves at the crest of breaking waves [62]. However, radar
pulse smearing can also cause multipeaked Doppler spectra.
This effect is analyzed in detail in the following Section VI.

VI. BREAKING WAVES AND RADAR PULSE SMEARING

As described above, two major modes appear in the JPDFs
of intensity and Doppler velocity at both breaker zones.
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Fig. 4. Joint Probability Distributions of backscatter intensity (I r3, corrected for range spreading loss which is ∝r−3) and Doppler velocity computed from
the zeroth and first moments Doppler spectra [I and Ud , (a)–(d)], from the first Doppler peaks [I1 and Ud,1, (e)–(h)] and from the second Doppler peaks [I2
and Ud,2, (i)–(l)]. Bin sizes are 1 dB for the intensity and 0.2 m/s for the Doppler velocity. The sample size of each JPDF is N = 7314. The columns refer
to the locations marked in Fig. 3.

A relatively slow (nonbreaking) mode and a fast (breaking)
mode. Especially at the outer bar, a considerable amount of
fast Doppler ensembles show intensity values, that are of the
same magnitude as the slow (nonbreaking) mode, but with
similar Doppler velocities as the breaking mode. Such fast
and weak scatterers cannot be explained by scattering theory
alone (without considering further aspects of radar imaging).
In the following, we will therefore analyze and discuss this
feature and show evidence that this can be addressed to radar
pulse smearing at LGAs.

A. Occurrence of Fast or Multipeaked Doppler Spectra

To investigate the occurrence of fast Doppler ensembles,
we first split the sample into two subsamples based on the

Doppler velocity relative to the shallow water phase velocity:
slow Doppler ensembles, with Ud ≤ 0.7(gd)1/2, and fast
Doppler ensembles, with Ud > 0.7(gd)1/2. The velocity
threshold Uthresh = 0.7(gd)1/2 is selected here because it
roughly matches the location of the local minimum in the
Doppler velocity histograms throughout the whole surf zone.
Moreover, with the assumption that the observed Doppler
velocity roughly resembles the horizontal surface velocity,
this threshold is similar to the well-known kinematic breaking
criterion (e.g., [68], where 0.85 was used). The fast subsample
was then again separated into two classes: Class I consists of
fast Doppler ensembles with a high backscatter intensity, class
II of fast Doppler ensembles with low intensity. The intensity
threshold Ithresh is defined as the median plus two standard
deviations of the slow ensembles (where Ud < 0.7(gd)1/2).
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Fig. 5. Zoom of the space-time diagram (white rectangle in Fig. 3) of (a) backscatter intensity, (b) Doppler velocity and (c) location of ensembles with high
intensity (Class I), fast ensembles with low intensity (Class II) and multipeaked spectra. The dotted horizontal lines show the location of the Doppler spectra
shown in Fig. 6, inclined dotted lines to the tracked breaker shown in Fig. 8.

The classes are labeled in the JPDFs shown in Fig. 4, where
the solid black lines indicate the adaptive intensity and velocity
thresholds used for the conditional analysis of the sample at
each station. The horizontal dashed lines in Fig. 4(a)–(h) show
the median intensity value of the slow ensembles. For the
inner bar and trough, the median matches the most frequent
values of the slow mode in the JPDFs. However, at the outer
bar and the buoy it does not match anymore with the most
frequent value of the slow mode and the distribution becomes
wider in terms of intensity with increasing range. In terms
of Doppler velocity, however, the breaking mode is relatively
symmetric around its most frequently observed velocity (at
(gd)1/2, or slightly faster).

In order to investigate where and when fast Doppler ensem-
bles or multipeaked Doppler spectra appear, a zoom of the
range-time diagram of backscatter intensity and Doppler veloc-
ity is shown in Fig. 5. The third range-time plot shows the
location of Doppler ensembles with high intensity (Class I),
fast ensembles with low intensity (Class II), and multipeaked
spectra. Two major peculiarities can be noticed in this figure:

1) The fast but weak (class II) ensembles appear almost
exclusively behind the fast and strong (class I) ensem-
bles, which stem from dominant breakers.

2) The spatial extent of the class II area is much larger at
the outer bar (350 m < r < 650 m).

In the absence of fast objects in the air e.g., birds, strong
rain, hail, or snow, the Doppler ensembles in class I are caused
by the dominant actively breaking waves of the wave field.
This is consistent with the findings of [41]. However, this does
not explain the class II ensembles, which are fast but have
moderate to low backscatter intensities. The fact that class II
accumulates behind class I and is more frequently observed
at the outer bar is a strong indication that the reason for the
class II is radar pulse smearing in combination with shadowing
behind the steep breaking waves, as shown below.

B. Spatial Extent of Breaking Wave Doppler Signatures

To gain further insight into the spatial characteristics of
the Doppler signal, we studied the range distribution of the

Fig. 6. Range distribution of Doppler spectra at t = 11.776 s (along the
dotted horizontal line in Fig. 5). Each spectrum is normalized between 0
and the individual maximum spectral power. The backscatter intensity is
shown in the upper panel. Colors in the upper (lower) panel correspond
to I (U ), I1 (Ud,1), and I2 (Ud,2), which are first moment, and the first
and second Doppler peak, respectively. The whitened areas indicate “similar
and decaying” Doppler spectra as defined in Section VI-C.

Doppler spectra at a given time t = 11.776 s, when multiple
breaking waves at different distances were present. Fig. 6
shows the normalized Doppler spectra corresponding to each
pixel along the dotted horizontal line in Fig. 5.

Six potential breakers show up as regions with increased
velocity and intensity, three at the inner bar and three at the
outer bar. While for most breakers, the Doppler velocity is
close to the shallow water phase velocity (gd)1/2, the event at
roughly r = 525 m shows a slower Doppler velocity around
4.5 m/s. As it can be seen in Fig. 5, this event does not contain
any class I ensembles, because the Doppler velocity does not
exceed the velocity threshold of 0.7(gd)1/2. This event could
be either a breaking shorter wave riding on the dominant
longer waves and breaking is due to steepening caused by
the longer waves, or the wave is only steepening over the
outer sandbar then deshaols and breaks later at the inner bar
at roughly r ≈ 250 m.
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The dominant scatterers of active breakers are mainly
droplets surfing down the front face of the waves. Their
velocity distribution, and hence the Doppler spectral width,
is much broader than the one of the nonbreaking surface,
where most scatters move at similar speeds.

Furthermore, the spatial extent of the breaking waves signa-
tures is between 6 and 9 cells corresponding to 45 to 67.5 m
in range. The dominant waves (T = 10 s) have a wavelength
of 92 m at 10 m water depth, or 10 m at 3 m, respectively.
Thus, the fast moving region spans over more than 60 to 90%
of the wavelength. This seems unrealistically large as in other
observational studies [69]–[72] the reported extent of surface
rollers (i.e., the turbulent, fast moving air-water mixture at the
front face or breaking waves) is only a small fraction of the
wavelength.

The three individual breakers at the outer bar seem to differ
only in the leading part of the signature. Farther behind,
the (normalized) spectra are almost identical to the preceding
radar cells. At the same time, the intensity drops by about
5 dB from one range cell to the next. The high spectral
similarity and rapidly decaying backscatter intensity are a
strong indication that this can be attributed to radar pulse
smearing (see Section II). Let us consider a realistic pulse
shape such as the one sketched in Fig. 1, with a pulselength
(at the −3 dB level) of τ = 50 ns. The shape of this pulse is
qualitatively similar to the measured pulses for the radar that is
used for the present study. There is also energy left below the
−3 dB level. This pulse energy leaks into the adjacent cells and
thus the total time a (small) target at a given location would be
affected by the energy of a single pulse is significantly longer
than for an ideal pulse shape (approx. 130 ns for the sketched
pulse). Thus, the target will be mapped to more than one range
cell in the recorded backscatter image. If the next range cell
has a very low return signal, for example, due to shadowing,
the leaked energy due to radar pulse smearing of the preceding
range cell is high enough to dominate the Doppler spectrum.
This causes very similar spectra with a strong range decay of
the backscatter intensity.

At the inner bar (r < 250 m), this behavior is different.
Here, the grazing angle is higher (8.5◦ versus 3.2◦) and
hence the expected amount of shadowing lower. Surf zone
waves are asymmetric about the vertical axis (e.g., [73]).
Thus, the larger part of the wave profile has a negative slope.
Moreover, turbulence generated by the breakers can destroy
surface roughness behind breakers. As demonstrated recently
for a Ka-band scatterometer in a wave flume [74], this effect
can lead to a very low backscatter intensity in this region, even
if it is not geometrically shadowed. Therefore, the smeared
signal from the preceding range cell is usually strong enough
to produce a noticeable signal and appears as a second Doppler
peak in the succeeding range cells. For 3 to 4 range cells,
both the slow and the fast peaks inside the Doppler spectra
are of similar magnitudes [which can be seen from the red
and orange lines in Fig. 6(a)]. The fast and broad Doppler
signal, most likely resulting from active breaking, shows a
similar range behavior as the one observed at the outer bar,
where the signal from the nonbreaking surface is not strong
enough to cause a Doppler peak. The slow Doppler peaks are

in the range of the orbital motion of waves and thus mostly
represent the velocity of the nonbreaking surface. However,
at large grazing angles, breaking signatures are not restricted
to fast peaks [75]. Instead, some parts of the breakers show
Doppler velocities close to the orbital velocity, while at lower
grazing angles the breaking Doppler velocity is close to the
phase velocity breakers. The difference between the signatures
at the inner bar and the outer bar further confirms this finding.

The black line in Fig. 6(b) corresponds to the first-moment
Doppler velocity Ud (i.e., the power weighted average of
scatterer velocity). In some parts of the wave profile, Ud

will neither represent the speed of the breaking parts, nor the
nonbreaking, but yield something in between. However, if the
true signal from the surface is still strong enough to cause a
distinct peak in the Doppler spectrum, the peak separation can
help to recover both, the smeared and the true signal.

Second peaks (Ud,2, orange crosses) appear primarily at
the edges of the breakers. The second peaks have similar
Doppler velocities as the fast first peaks (Ud,1 > 0.7(gd)1/2).
This suggests that the nonbreaking surface is still strong
enough to induce a distinct peak, until the point when the
fast breaking scatterers dominate the spectrum. Then the first
peak (which then is a fast peak) is the only detectable peak
inside the Doppler spectrum, and breaking scatterers dominate
the spectrum. The first peak Doppler velocity (Ud,1) jumps
from the level of the slow scatterers to the velocity of the fast
scatterers within one range cell. Note that the first moment
Doppler velocity Ud [black line in Fig. 6(b)], also changes
from slow to fast, but the the transition happens much more
gradually. This is due to the fact that Ud represents a mix
between both populations of scatterers. The extent of this
smoothing effect will depend on the range resolution of the
radar. This shows nicely that the peak separation algorithm
introduced in Section III-B makes it possible to detect the
sharp increase of the Doppler velocity at the leading edge of
a breaking wave, even if the recorded signal is oversampled in
range. On the contrary, the interpretation of the transition from
fast to slow scatterers at the trailing edges is more difficult due
to the influence of shadowing and the signal attenuation due
to turbulence, which was mentioned before.

C. Percentage of Unrecognized Shadowing

For quantitative analysis, the occurrences of radar pulse
smearing and shadowing were detected by comparing one
Doppler spectrum to its predecessor in range. Different spec-
tral similarity measures were tested. The correlation of the
spectral power of the frequency bins of the Doppler spectra
after smoothing the spectra with a moving average filter span-
ning over 5 frequency bins yielded the best results. The applied
filter is equivalent to reducing the number of samples used to
compute the spectra, thus reducing the frequency resolution.
“Similar and decaying” spectra are defined as spectra with a
very high correlation (r > 0.98) and a decrease in backscatter
intensity by more than 4 dB compared to the preceding range
cell. The whitened regions in Fig. 6 mark all of those Doppler
spectra. Fig. 7 shows the space-time diagram for the first 250 s
of the measurement, where “similar and decaying” spectra
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Fig. 7. Space-time diagram (first 250 s) with colorized pixels where the
spectra are similar and decaying (green), the return signal is low (SNR <
3 dB, black) or the Doppler spectrum is multipeaked (orange). The lower
panel shows a stacked bar visualization of the relative occurrence at each
range cell over the entire 600 s of measurement.

are indicated by green color. Black pixels indicate where the
signal is low compared to the average amplitude of sensor
noise Ael,noise = 8 ADU and SNR = 20 log10(Ael/Ael,noise) <
3 dB. Orange pixels indicate multipeaked Doppler spectra. The
lower plot shows a stacked bar visualization of the relative
occurrences of such “similar and decaying”, “low signal,” and
“multipeaked” spectra for each range cell, considering the
entire sample of 600 s.

In the very far range (r > 2500 m), about 40% of the
Doppler ensembles have a low return signal and another 10%
are similar and decaying spectra. At range r = 1500 m, “low
signal” and “similar and decaying” ensembles (black and green
pixels) together account for roughly 40% of the samples.

At the crest of the outer bar (r ≈ 500 m), no “low sig-
nal” pixels are detected. However, the percentage of “similar
and decaying” spectra is still up to 50% at this location.
Roughly 10% of the Doppler spectra at this location are
“multipeaked” (orange pixels), where the power weighted (first
moment) Doppler velocity neither represents the nonbreaking
nor the breaking surface Doppler velocity, but the correct
Doppler velocity can be recovered through peak separation
(see Section VI-B). However, the “similar and decaying”
spectra are artifacts due to radar pulse smearing and the
Doppler velocity must be discarded. At the inner bar (r < 250
m), the share of pulse smearing artifacts is negligible, but the
multipeaked spectra still cover 50% of the measurements. Thus
half of the Doppler velocities would be biased, if the traditional
Doppler velocity Ud is considered, instead of Ud,1 which is
obtained through peak separation.

Fig. 8. Space-time evolution of Doppler parameters for a manually
tracked individual breaking wave. The top panel shows the backscatter
intensity (black) and Doppler velocity (red), normalized by the maximum
intensity (2.4726 1015 ADU2) and phase speed (7.48 m/s) of the breaker
during the trace. Also shown are normalized Doppler spectra (middle panel)
and the water depth (bottom panel).

At both breaker bars, the percentage of orange pixels
is increased. This shows that wave breaking significantly
increases the occurrence of multipeaked spectra. Another
apparent feature here is the drop in the amount of green pixels
between r = 500 m and r = 400 m. Wave breaking reduces
the wave height and, if the water depth does not change, also
the mean wave steepness (i.e., the ratio between wave height
and wavelength). This behavior strengthens our hypothesis
that “similar and decaying” ensembles are artifacts and should
be considered as “unrecognized” shadowing, which depends
directly on wave steepness.

In summary, Fig. 7 shows that the amount of valid data
depends not only on the local grazing angle and wave steep-
ness but also on the occurrence of wave breaking and the
pulse properties of the used marine radar. For this particular
radar system and environmental conditions, the percentage of
multipeaked Doppler spectra is roughly 50% at the inner bar
and 20% at the outer bar. This means that the power weighted
Doppler velocity without peak separation would yield unbiased
Doppler velocities for only 50% of the measurements at both
breaker bars.

VII. RECOMMENDATIONS FOR STUDYING INDIVIDUAL

BREAKERS

The biggest advantage of marine radar remote sensing is its
ability to trace features in space and time. Of special interest
for the study of nearshore waves is the space-time evolution
of individual shoaling waves passing different stages of wave
breaking, i.e., steepening, active breaking, and post-breaking.
To avoid unwanted influences of the radar imaging, we want to
make two main recommendations for fixed antennas looking
into the main wave direction of a shoaling wave field:
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1) Doppler peak separation should be used to obtain the
Doppler velocity.

2) The study should be restricted to the front faces (leading
parts) of the waves, where the wave profile is completely
“illuminated” by the radar radiation.

Fig. 8 shows the space-time evolution of the Doppler spectra
of a breaking wave tracked along its path. The track is assumed
to be linear, i.e., at constant speed. It was chosen by visual
inspection of the range-time diagram (black dots in Fig. 5).
The evolution of the backscatter intensity and (first moment)
Doppler velocity are remarkably similar to each other. Both
show a rapid increase over 5 s until the Doppler velocity
reaches its maximum at about 1.2 times the phase speed.
We believe that the rapid increase represents the steepening
phase of the wave, active breaking starts at the local maximum
(at ≈12 s) and lasts for roughly 15 s. After that, it takes another
5 s until the breaking signature vanishes from the backscatter.
The observed space-time Doppler signatures are generally very
similar to the laboratory radar measurements by [76]. This
supports our hypothesis about the different breaking stages but
must be further validated in the future, for example, through
collocated video analysis.

Also worth noting is the evolution of the Doppler spectra.
Within the steepening phase, the Doppler spectra broaden
significantly and there are no clear Doppler peaks visible
in that region. However, the first moment Doppler velocity
follows faster parts of the spectra. This indicates that the
signal from breaking is always strong enough to dominate the
backscatter, even if the nonbreaking surface appears as a dis-
tinct slower peak. During wave steepening and before breaking
terminates, the Doppler spectra still contain information on the
nonbreaking surface, which can be recovered through Doppler
peak separation.

VIII. SUMMARY AND CONCLUSION

We have presented a detailed study of the coherent
microwave backscatter from shoaling and breaking waves
measured with a shore-based coherent-on-receive marine radar.
The radar was located on a dune cliff at a height of 28 m
above mean sea level, yielding near to LGAs for the vast
majority of the dataset. The antenna was pointing into the main
wind and wave direction, which was perpendicular to the coast
line. We focused on a 10 minute radar record during a locally
generated storm sea state with significant wave heights of up
to 3 m and a peak wave period of 10 s. The dataset covers
a maximum distance of 3 km, whereas the main focus of our
study is on the first 1000 m, where the wave field propagates
over a subtidal and an intertidal breaker bar toward shore.

Consistent with previously reported findings [41], the domi-
nant depth-induced breaking waves show up as a distinct mode
in the JPDFs of backscatter intensity and Doppler velocity.
The backscatter intensity of breaking Doppler ensembles is
about 10 dB higher compared to nonbreaking ensembles and
the Doppler velocity at breaking is close to the shallow water
phase velocity of the waves.

We put special emphasis on the consequences of radar imag-
ing effects, particularly radar pulse smearing, on the resulting

backscatter signal and its interpretation. Pulse smearing causes
artifacts that appear in areas where the radar pulse cannot
be directly transmitted to the surface because of sheltering
by preceding waves. In these cases, the remaining energy
of the preceding radar range cell is often still large enough
to influence or even dominate the Doppler signal in the
succeeding cells. Because a “low signal” threshold alone is
not able to identify such Doppler ensembles, we call this
“unrecognized” shadowing and propose a combined threshold
by comparing the Doppler spectra of adjacent range cells: a
strong range signal loss (>4 dB) and a high spectral similarity
(r > 0.98). This combined threshold allows for an automated
detection of radar pulse smearing artifacts. For the present
dataset, unrecognized shadowing affects up to 40% of the
observed Doppler ensembles and depends on the local grazing
angle and most likely on wave steepness. The actual share of
“unrecognized” versus “recognized” (as low signal) shadowing
is also expected to depend on the used marine radar hardware,
in particular the shape and peak power of the transmitted pulse.

Both, wave breaking and radar pulse smearing are a source
for multipeaked Doppler spectra. For such spectra, the Doppler
velocity estimated from the first moment (i.e., the power
weighted average) neither represents the velocity of the non-
breaking nor the speed of the breaking surface scatterers. How-
ever, a clear distinction between valid multipeaked spectra,
where breaking and non-breaking is actually present within the
radar cell, and radar pulse smearing artifacts requires further
investigation. Conducting a Doppler peak separation during
processing of the raw data allows for the reconstruction of the
nonbreaking surface scatterer velocity, as long as the signal
can reach the surface behind the breaker and the nonbreaking
surface produces a peak in the Doppler spectrum. Otherwise,
the strong signal from breaking that leaks into adjacent range
cells due to radar pulse smearing dominates the Doppler
spectrum.

We, therefore, recommend to restrict the analysis of surf
zone backscatter to the well-illuminated front faces of the
waves and to conduct peak separation, if shore-based pulsed
marine radar is used to study surf zone waves. Careful analysis
of the space-time evolution of the Doppler spectra along a
tracked breaking wave crest revealed high potential to identify
different stages (steepening, active breaking, and termination)
of wave breaking.
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