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A Novel Algorithm Based on Compressive Sensing
to Mitigate Phase Unwrapping Errors in
Multitemporal DInSAR Approaches

Michele Manunta

Abstract—1In this work, we present a new method based on
the compressive sensing (CS) theory to correct phase unwrapping
(PhU) errors in the multitemporal sequence of interferograms
exploited by advanced differential interferometric synthetic aper-
ture radar (DInSAR) techniques to generate deformation time
series. The developed algorithm estimates the PhU errors by using
a modified L;-norm estimator applied to the interferometric
network built in the temporal/spatial baseline plane. Indeed,
in order to search the minimum L;-norm sparse solution,
we apply the iterative reweighted least-squares method with an
improved weight function that takes account of the baseline
characteristics of the interferometric pairs. Moreover, we also
introduce a quality function to identify those solutions that
have no physical meaning. Although the proposed approach
can be applied to different multitemporal DInSAR approaches,
our analysis is tailored to the full-resolution small baseline
subset (SBAS) processing chain that we properly modify to
implement the proposed CS-based algorithm. To assess the
performance of the developed technique, we carry out an
extended experimental analysis based on simulated and real SAR
data. In particular, we process two wide SAR datasets acquired
by Sentinel-1 and COSMO-SkyMed constellations over central
Italy between 2011 and 2019. The achieved experimental results
clearly demonstrate the effectiveness of the developed approach
in retrieving PhU errors and generating displacement time series
related to strongly nonlinear deformation phenomena. Indeed,
the developed CS-based technique significantly increases the
number of detected coherent points and improves the accuracy
of the retrieved deformation time series.

Index Terms— Compressive sensing (CS), differential synthetic
aperture radar interferometry (DInSAR), phase unwrapping
(PhU), small baseline subset (SBAS).
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I. INTRODUCTION

HE advanced differential synthetic aperture radar (SAR)

interferometry (DInSAR) [1]-[3] techniques are multi-
temporal approaches that allow the generation of deformation
time series through the processing of large stacks of SAR
interferograms relevant to an area of interest of the Earth’s
surface [4]-[13]. Although the several multitemporal DInSAR
techniques can differ for a number of specific technical and
implementation details, all these techniques have to deal with
the phase unwrapping (PhU) operation [14] to retrieve the
unwrapped phase of each analyzed SAR pixel in the consid-
ered differential interferograms. PhU can be effectively tackled
by applying different approaches (i.e., spatial, temporal, 3-D,
or other combination of spatial and temporal PhU methods);
however, as PhU is an ill-posed problem, regardless of the
used solution method, the PhU errors still represent an open
issue in any multitemporal DInSAR approach, which can
negatively impact the accuracy of the retrieved deformation
time series. Indeed, despite that the PhU methods, developed
in the last two decades, reached a high level of efficiency,
the PhU errors can jeopardize the correct reconstruction of
the deformation time series relevant to significantly nonlinear
displacement signals, such as those related to seismic events,
volcanic unrest episodes, and anthropogenic-related hazards.
Due to the impact that PhU errors have in the generation
of deformation time series, several methods were developed
for their mitigation in multitemporal DInSAR approaches.
Yang et al. [15] and Ojha et al. [16] propose two techniques
based on a region growing strategy, whereas, in [17], the pro-
posed method, based on space constraints, is a bridging
scheme to automatically connect reliable regions using tree
searching algorithms. Finally, some approaches exploit the L;-
norm to mitigate the impact of the PhU errors on the DInSAR
time series [18]—[20].

In this work, we propose a new method based on the
compressive sensing (CS) theory to estimate and mitigate
the PhU errors in the interferograms exploited within the
multitemporal DInSAR approaches. Due to the characteristics
of the most recent SAR systems (reduced revisit time and short
orbital tube) that allow us to generate interferograms with
reduced spatial and temporal decorrelation phenomena [21],
the number of PhU errors that affect coherent points is
often very small with respect to the number of the used
interferometric pairs. This means that, from a mathematical
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point of view, the vector associated with the PhU errors can
be considered sparse.

An effective way to address inverse problems characterized
by sparse solutions, as for the case of PhU errors estimation in
multitemporal DInSAR approaches, is to apply the CS theory.
Compressive (or compressed) sensing (CS) is a relatively new
signal processing approach that, under appropriate conditions,
allows robust and stable reconstruction of signals from an
undersampled set of noisy measurements [22], [23]. Generally
speaking, CS is based on the sparsity concept to solve Ly-norm
minimization problems by using L;-norm methods. Indeed,
Ly minimization problems occur in several scientific fields,
but their solution is hard to find (computer science defines
this class of problems NP-hard [24], [25]). The CS theory
demonstrates that, when the solution of the L problem is a
sparse vector, i.e., a vector where the number of nonzero ele-
ments is significantly smaller than the number of its elements,
the Ly minimization problem can be converted in an equiv-
alent, and easier, L; problem if some matrix conditions and
properties are satisfied. Indeed, unlike Ly-norm minimization
problems, those L; can be effectively addressed by utilizing
solvers based on linear programming or iterative methods [22].
The CS principles have been successfully applied in several
contexts related to SAR processing and applications [26]-[31].
However, even if some works investigated the use of L;-norm
minimization methods for multitemporal DInSAR applica-
tions [18]-[20], the full exploitation of CS techniques in
multitemporal DInSAR approaches is broadly unexplored.

In this work, we present an effective way to benefit from
CS theory in the multitemporal DInSAR techniques. In par-
ticular, the developed algorithm can be applied to correct
interferograms unwrapped with any PhU method and the
only requirement concerns the selection of the interferometric
pairs that have to be based on a triangulated network. The
procedure is based on a pixel-by-pixel analysis, i.e., all pixels
are analyzed independently of each other; therefore, the pixels
can be computed in parallel. The algorithm is then intrinsically
suitable to be implemented through parallel programming
techniques to reduce its computing time.

To demonstrate the effectiveness of the proposed algorithm,
among the several multitemporal DInSAR approaches, we tai-
lor our method to the small baseline subset (SBAS) processing
chain [4], [5] that is a well-known algorithm able to reconstruct
deformation time series with centimeter to millimeter accu-
racy [32]-[34]. The SBAS algorithm has initially been pro-
posed to retrieve low-to-medium spatial resolution DInSAR
products (i.e., deformation time series and mean velocity
maps) relevant to very extended areas [35], [36] by processing
multilook interferograms. Later, the SBAS approach has been
extended to work on full-resolution (FR) SAR interferograms
to retrieve high-resolution deformation time series [5]. The FR
SBAS algorithm has been then enhanced to jointly process
SAR data acquired by different satellite systems characterized
by slightly different carrier frequencies, as for the case of the
ERS-1/2 and ASAR-ENVISAT systems [37].

The FR SBAS algorithm allows retrieving deforma-
tion phenomena that characterize both natural and anthro-
pogenic hazards, such as seismic events, volcanic unrest,
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landslides, faults, urban areas, and single man-made infrastruc-
tures. It has been used and successfully applied in several
application scenarios, and its accuracy has been assessed
by benefitting from independent ground-based measure-
ments [32], [33], [36], [38]-[46].

The rationale of the FR SBAS algorithm is quite simple as
it is effective; it is based on a two-scale approach referred to
as regional (or large) and local spatial scale analyses.

1) The regional-scale analysis is carried out by process-

ing multilook interferograms through the P-SBAS
processing chain [47]-[49]. The interferometric stack
is unwrapped and subsequently inverted through the
singular value decomposition (SVD) method to retrieve
medium resolution products, such as deformation time
series, atmospheric phase screen contribution, and DEM
and orbital errors.
The local-scale analysis uses single-look interferograms
and is carried out on a pixel-by-pixel basis; after a
high-pass (HP) spatial filtering, the HP phase component
is processed by estimating the linear terms, i.e., the
deformation velocity and topographic phase. Finally,
the nonlinear deformation phase term is retrieved by
applying the SVD method. This latter operation is car-
ried out by assuming that the nonlinear phase component
ranges in the [—x, 7) interval, and no additional PhU
operation is needed.

The overall FR SBAS products are finally achieved by
adding up regional- and local-scale SBAS products.

By benefiting from the proposed CS-based PhU errors
estimator, we modify the FR SBAS processing chain to esti-
mate the PhU errors that are mainly associated with strongly
nonlinear deformation patterns. In particular, we apply our
CS-based approach in two different points of the FR SBAS
processing chain.

1) In the regional-scale analysis, we estimate and mitigate
27 multiples errors that affect the unwrapped multilook
interferograms.

2) In the local-scale analysis, we unwrap the nonlinear
phase component with no assumption that such a com-
ponent is small enough to be considered unwrapped in
the [—x, 7) interval.

In this article, we firstly analyze the main theorems of CS,
in order to investigate how and when the CS approach can be
effectively applied to the PhU problem. In particular, we show
that, although it cannot be always solved with the CS, this
latter provides the optimal or suboptimal solution in a large
number of real cases. Moreover, to enhance the capability of
the proposed approach to retrieve the PhU errors, we present
an L; estimator that we have properly modified to improve
its performances on real DInSAR cases. Subsequently, the
tailoring of the proposed algorithm to the FR-SBAS processing
chain is presented. Finally, we carry out a deep experimental
analysis based on both simulated and real data to assess the
performance of the proposed approach. More in detail, we use
a TOPS Sentinel-1 dataset made of 171 images acquired over
Central Italy between March 2015 and December 2018; by
exploiting this dataset, we perform the experimental analy-
sis on real data to assess the results of the CS-enhanced

2)
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regional-scale SBAS approach. The second analysis is based
on a Stripmap COSMO-SkyMed (CSK) dataset acquired
over the city of Rome, Italy, from March 2011 to March 2019.
The CSK dataset, composed of 129 scenes, is analyzed with
the local-scale SBAS approach, properly modified with the
proposed CS method, and the deformations affecting the city
of Rome are retrieved at the full spatial-resolution scale.

II. COMPRESSIVE SENSING IN A NUTSHELL

The compressive (or compressed) sensing theory is a rela-
tively new signal processing approach originally proposed by
Donoho [23] and Candes et al. [50] since 2004. An overall
and up-to-date overview of the CS theory and implementation
can be found in [22]. Generally speaking, CS exploits the
sparsity of the signals to reconstruct their expression from a
small set of measurements or samples. Before analyzing some
key achievements of CS, for the sake of completeness, it is
important to introduce some basic concepts largely used in
CS. First, CS is applied to Lo-norm optimization problems,
where the L ,-norm of a vector x € R™ is defined as follows:

(1)

Ly:lxll, =

It is worth noting that, even if it is always used in this sense,
Ly is actually not a norm (for example, |lax|o # allx|o); it
corresponds to the number of nonzero elements of a vector

lxllo = card{x; : x; # 0O}. 2)

Moreover, CS makes use of the concept of sparsity: a vector
is defined as k-sparse if

lxllo =k and k < m. 3)

Generally speaking, a vector is defined as sparse when the
number of nonzero elements is significantly smaller than the
number of the vector elements, i.e., when card{x; : x; # 0} <
card{x}.

Let us now suppose’ to have a signal x € R™ that is
undersampled according to (4)

y = Ax @)

1

where A € R"", y € R", and n < m. (4) is an undetermined
system of linear equations and has an infinite number of
possible solutions. However, if x can be represented as a linear
combination of a sparse signal s € R” and |5y =k

x = Ws (5)

where ¥ € R™*", and the original signal x can be effectively
reconstructed by solving (6)

§ = argmin||s|, subjecttoy =Cs with C = A¥ (6)

where § is the estimate of s.

Unfortunately, finding the solution of (6) is not a trivial
problem because Lj-norm has no mathematical representation;
indeed, Ly minimization is computationally very expensive

IThe following analysis is carried out on real numbers R but can be easily
extended to complex numbers C.
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form.

Simple scenario where three acquisitions are paired in a triangulation

and is regarded by computer science as an NP-hard prob-
lem [24], [25], i.e., in terms of computational complexity, it is
not manageable.

In this framework, the CS theory demonstrates that, under
appropriate conditions, it is possible to reconstruct the sparse
vector § from the vector of measurements y by solving the
following problem:

§ = argmin|ls||; s.t. y=Cs. (7)

Converse to Ly optimization problems, L; ones can be
effectively addressed by utilizing solvers based on linear pro-
gramming or iterative methods. In literature, several algorithms
to solve (7), such as convex and nonconvex optimization,
greedy, thresholding, Bayesian, and combinatorial approaches,
can be easily found. A detailed analysis of the several solving
algorithms has been carried out in [22].

As previously anticipated, a unique and sparse solution
of (6) exists and can be achieved by solving (7) if some
conditions are satisfied. First, a minimum number N =
O(klog (m/k)) of measurements is needed. Second, a suf-
ficient (not necessary) condition on C matrix is the restricted
isometry property (RIP) [23]

2
Cull;

(1 —-06) <
)2

<(1+8) YueR'| July=k @

The matrix C satisfies the k-order RIP condition when a
value of J; € (0,1) that fulfills (8) exists; J; is defined
restricted isometry constant (RIC): the smaller the d, the bet-
ter the reconstruction of the sparse signal in the presence of
noise.

IIT. COMPRESSIVE SENSING AND PHASE
UNWRAPPING ERRORS

Let us now consider three SAR acquisitions A, B, and
C (see Fig. 1) acquired at time 4,75, and f¢, respectively.
The associated interferograms, say ¢, ¢», and ¢3, are created
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by pairing acquisitions A and B, B and C, and A and C,
respectively. When dealing with correctly unwrapped phase
measurements, the triangle shown in Fig. 1 must exhibit
irrotational property, i.e., for any point of coordinates (x, r),
we can write

¢1(xar)+¢2(xar)_¢3(xar)=O' (9)

Now, let us consider an SAR dataset of N + 1 acquisitions
acquired at the ordered times ¢ = [fy, 11, .. ., fy], from which a
list of M small baseline interferometric pairs can be extracted;
an effective way to select the interferometric pairs has been
proposed in [51], where the Delaunay triangulation method is
applied in the temporal/spatial baseline plane. Accordingly, (9)
can be easily extended to the N + 1 acquisitions case where a
system of Q linear equations is defined, where Q represents
the number of triangles in the temporal/spatial baseline plane.
Therefore, (9) can be easily organized in matrix form as
follows:

Ch=0 (10)

where C, hereafter referred to as triangulation matrix, is a
sparse matrix of order Q x M and Q < M.

In the presence of PhU errors, (10) can be violated over a
set of interferograms affected by PhU errors

Cp#0 (an
that can be rewritten in the following form:
C(p—2m-¢) =0, witheeZ" (12)

where & represents the vector of PhU errors; (12) is equivalent
to

1 .,

22 7

which identifies a system of (@ independent equations,
M unknowns, and co™~€ solutions.

Since we can reasonably suppose that, among all the possi-
ble solutions of (13), the most physically realistic one provides
the minimum number of 2z errors, and the solution of (13)
is given by the following minimization problem:

Ce

13)

min|le], s.t. Ce= ¢ with ¢ iﬂcéﬁ.

As discussed in Section II, solving (14) is not a trivial
problem; anyway, by benefiting from the CS theory, the class
of problems as (14) can be effectively reduced to L | minimiza-
tion problem if the solution & is a sparse vector, i.e., in our
case, when the number k of unwrapping errors is significantly
smaller than the number of interferograms

(14)

llellp =k < M. (15)

Accordingly, following the analysis presented in Section II,

(14) becomes:
min|e]l, st Ce=¢" (16)

that can be formulated as a linear programming problem [23].
However, before applying the CS approach and stating
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that (16) provides the unique sparse solution, we have to verify
that some conditions are satisfied.

First, the minimum number Q of needed measurements
(triangles) is [29]

o-ofom ()

Considering the small value of k, (17) is easily fulfilled.
However, large values of O (number of measurements) are
recommended. Although the proposed approach is not intrin-
sically limited to work with networks triangulated in the
temporal/spatial baseline plane and can be implemented also
pairing the SAR images with quadrilateral or other geometrical
shapes, it is easy to show that, given a dataset of N +1 SAR
images, a network based on triangles guarantees the largest
ratio (Q/M) between the numbers of equations and unknowns
because the number of equations (Q) grows faster than the
number of unknowns (M) when the number of polygon sides
decreases (e.g., when the network includes only one polygon
with N + 1 sides, we have (Q/M) = 1/(N + 1).

Second, the RIP condition in (8) has to be checked to guar-
antee a robust solution in the presence of noisy measurements.
It has been found in the literature that demonstrating (8) for
an arbitrary matrix C is an NP-hard problem [52]. However,
it is possible to show that, although, in our problem, matrix
C never satisfies the RIP condition, we have a small enough
RIC in a significant number of cases where CS, then, can be
successfully applied. Accordingly, we have a high probability
to solve our problem with CS methods.

To show this, (8) can be written as a system of inequalities

a7)

o >1—

b=k ICul)?

&= u—1 = (18)
o € (0,1) “ii2

whose solution is represented by the points belonging to the
area shaded in red in Fig. 2 (0 < u < 2).

To show that, in our problem, (18) is never satisfied for any
value of k, let us consider some possible distributions of PhU
errors. In Fig. 3(a), we depict a generic SAR dataset made
of ten acquisitions that we couple in interferometric pairs by
applying the Delaunay triangulation method [see Fig. 3(b)].
Now, let us consider a PhU error that affects one of the
interferograms internal to the network, i.e., the interferometric
pair belongs to two different triangles [red arc in Fig. 3(c)].
In this case, RIC becomes too large, and the RIP condition
is not met. As an example [see Fig. 3(c)], we can easily
retrieve that, when we have one PhU error in an internal
interferogram, ||g||§ = 1; ||C8||% 2 = u 2; and
similar results (# > 2) can be found with combinations of
errors occurring in internal interferograms with no more than
one error for each triangle. Contrarily, when the PhU errors
occur only in the interferograms belonging to the network
borders [see Fig. 3(d)] (namely, external interferograms),
i.e., interferometric pairs that belong to the borders of the
network and the corresponding arcs are part of one triangle
only, [l]|3 Cell3 1 = u = 1; it can be easily
verified that a similar result (¢ = 1) is always achieved when
a number of PhU errors affects external interferograms only.
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Fig. 2.  Graphical representation of (18), whose solution is represented by

the red area enclosed by the three lines.

However, a more complex PhU errors distribution [red arcs
in Fig. 3(e)] shows that, when PhU errors affect only internal
interferograms, a small enough RIC can be achieved; in this
case, since in one of the three triangles impacted by the PhU
errors the residual is zero, we achieve ||¢]|3 = ||Ce|3 = 2 =
u = 1. Finally, let us now consider a simple combination
of internal and external PhU errors [see Fig. 3(f)]; in this
latter case, we have ||g||§ = 3; ||Cg||§ =1= u =1/3,
corresponding to d; > (2/3), which guarantees robust solution
through the CS approach.

These simple examples demonstrate that the C matrix does
not satisfy the RIP condition, i.e., a value of J; € (0, 1) such
that (8) is satisfied for any u# vector does not exist, even if
we consider only very sparse PhU errors (k = 1). However,
the value of d is strongly impacted by the distribution of PhU
errors in the several triangles of the network, and in a large
number of cases, we have a high probability to have a small
enough RIC, as happens in a large number of real applications
where CS is successfully used and good results are achieved
even though RIP condition is not satisfied [53]. However,
to achieve more robust solutions, we properly adapt the L,
estimation algorithm to take into account the characteristics of
the processed DInSAR dataset; moreover, in order to assess the
results of the CS procedure, we introduce a quality function
that allows us to recognize and discard unreliable results.

In order to estimate and compensate for possible PhU
errors, we implement a solution of (16) by benefitting from
the iterative reweighted least-squares (IRLS) method proposed
in [54]. The IRLS method is an algorithm largely used to solve
L, problems by using the L,-norm solution iterated with a
weight function. Generally speaking, in the IRLS method at
the n-th step of the iteration process, the solution ¢, of (16)
is provided by

en = [WTw]’lcT[C[WTw]’ICT]_ldﬂ (19)
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where W is a diagonal weight matrix defined as follows:

W = diag(abs(e,_1)"?). (20)

The method proposed in [54] slightly modifies this approach
to include a homotopy update factor that improves the robust-
ness and convergence performances of the algorithm.

The IRLS method can be applied to a general problem
defined by (16) and does not take into account the peculiarities
of the specific problem. In particular, we know that very
small temporal baseline interferograms are statistically less
affected by PhU errors, whereas large deformation signals
can significantly increase the number of PhU errors of long
temporal interferograms. Accordingly, we modify the IRLS
implementation by adapting the procedure to “foster” the
correction of long temporal interferograms. In particular,
we modify the diagonal weight matrix W by introducing the
temporal baseline values of the interferometric pairs, and (20)
becomes
) @1
where Biemp = [Bo, ..., By—1] is the vector of the temporal
baselines of the interferograms of the Delaunay triangulation,
normalized with respect to the maximum temporal baseline
value (0 < [B;| < 1,V B; € Biemp). @ is a parameter that
depends on the SAR dataset; we estimate that proper values of
o range between 0 and 4 (0 is the original IRLS); high values
of a lead to more weighting of long temporal interferograms
to the detriment of the shorter ones.

It is worth noting that the proposed algorithm does not
retrieve integer numbers, as, instead, it is requested in the PhU
operation; accordingly, the final result is rounded to the closest
integer

W = diag(abs(g,_; * (Blemp)a)

&mg = round(e). (22)

To evaluate the quality of the solution and discard those
points for which the solution is not acceptable, we apply a
double check. First, since we are searching for a sparse vector
&md, We consider only solutions, where

”grndHO < thsparse« (23)

As the algorithm estimates sparse PhU error vectors and
no model or a priori information is used to drive the PhU
errors estimation, values of thgpase smaller than 10% of M
are strongly recommended in order not to violate the sparsity
constraint.

The second quality function is based on the capability of
the algorithm to find integer solutions, by defining a coherence
function as follows:

1
Ymd(x, 1) = » . (24)

M
Z ej (&rna (x,r)—€(x,r))
i=1

ymd(x, r) ranges in the interval [0, 1] and becomes 1 when
all the elements of &(x, r) are integer numbers; only the points
with ymg(x, r) > thyg are considered well unwrapped. Very
high values of th;,g (greater than 0.9) are recommended.

As a final remark, it is worth noting that other works have
already shown the effectiveness of the L;-norm solution in
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errors (red arcs), where two are located inside the network and one is at the outer edge of the network.

mitigating PhU errors. In particular, in [18] and [20], the devel-
oped methods benefit from L;- and Huber-norms to mitigate
the impact of PhU errors and noise effects in the generation
of deformation time series, but no 2z constrain is applied on
the corrections. Conversely, in our method, we first estimate
and compensate for PhU errors (27 multiples) to correct the
unwrapped interferograms, and subsequently, we generate the
time series. Moreover, in our method, a Delaunay triangulation
in the spatial/temporal baseline plane is generated to benefit
from the phase closure property of the interferometric network,
whereas the abovementioned works are based on the inversion
of the incidence matrix of the oriented graph associated with
the interferometric pairs [see (26)], and the solution is obtained
in the L- and Huber-norm senses. Finally, the two algorithms
proposed in [18] and [20] do not benefit from the characteristic
of the interferometric dataset, whereas the method proposed
in this work introduces the temporal baseline factor (weighted
by the a parameter) in the procedure to retrieve the optimized
L{-norm solution.

IV. CS-BASED PhU ERRORS CORRECTION
IN THE SBAS APPROACH

In order to demonstrate the effectiveness of the proposed
CS approach and assess its performance, we tailor it to
the FR SBAS processing chain. The SBAS algorithm is a
two-scale approach that works with multilook and single-look
interferograms to carry out regional (low-resolution) and local
(high-resolution) analyses of the displacements that occurred
in an area of interest [38]-[40], [42]-[44]. The rationale of
the SBAS approach is the generation of a stack of small base-
line interferograms to reduce the noise effects (decorrelation

phenomena) and maximize the number of coherent points
that can be detected. Once the wrapped interferometric stack
is generated, the interferograms are unwrapped, and subse-
quently, the time series is retrieved by applying, on a pixel-by-
pixel basis, the SVD method. Finally, the atmospheric artifacts
are estimated and compensated for in the time series by
applying spatial and temporal filterings [7]. We implement the
proposed CS method to retrieve and correct the PhU errors in
both regional and local scale SBAS processing chains, before
applying the SVD method. The detailed description of the two
enhanced processing chains is now in order.

A. Regional-Scale SBAS Analysis

A detailed description of the conventional regional-scale
SBAS processing chain can be found in [47] and [48]. In this
work, we mainly focus on the modifications applied to the
conventional chain (see Fig. 4) to estimate and correct the
PhU errors with the proposed CS-based algorithm. The red
block in Fig. 4, referred to as PhU errors’ retrieval, is here
introduced to implement the CS-based procedure described in
Section III, which enhances the SBAS processing chain.

Let us assume to have an SAR dataset of N + 1 acquisitions
acquired at the ordered times ¢ = [ty, t1, ..., tx], from which a
list of M small baseline interferometric pairs can be produced;
an effective way to select the interferometric pairs has been
proposed in [51], where the Delaunay triangulation method,
applied in the spatial/temporal baseline plane, is exploited.
From the list of small baseline pairs, a low-resolution
(multilook) wrapped interferometric stack is produced and
then unwrapped, as described in [47] and [48]. The final step
of the conventional SBAS approach concerns the generation
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procedure developed to mitigate the PhU errors, whereas the black boxes belong to the conventional regional-scale SBAS processing chain.

of deformation time series, by searching for the minimum
norm least-squares solution through the exploitation of the
SVD method, and the estimation of the DEM errors and the
atmospheric phase screen component.

In the CS regional-scale SBAS processing chain, we intro-
duce a new processing step (red block in Fig. 4), based on
the CS procedure described in Section III, to estimate and
compensate for possible PhU errors. The new processing step
works with the stack of spatially unwrapped interferograms;
the developed algorithm can be applied to interferograms
unwrapped with any method, such as those proposed in [51]
and [55], and the only requirement concerns the selection of
the interferometric pairs that has to be based on a triangulated
network. The proposed procedure deals with a pixel-by-pixel
analysis, i.e., all pixels are analyzed independently of each
other, which allows the pixels to be computed in parallel,
so the developed algorithm is intrinsically suitable to be imple-
mented by benefitting from parallel programming techniques
to reduce its computing time.

Once the 2z multiples are retrieved and corrected, only the
points that have g > thyyg and [emallo < thparse [s€€ (23) and
(24)] are selected, and the processing can then move on to the
SVD-based module and the reconstruction of the deformation
time series.

B. Local-Scale SBAS Analysis

The local-scale SBAS approach is properly modified to
introduce the PhU error retrieval procedure. To better under-
stand how such an SBAS chain is enhanced, we quickly sum-
marize the main steps of the approach. Benefitting from the list
of M small baseline interferometric pairs, selected by using
the method described in [51], a wrapped FR interferometric
stack is generated. The FR stack (single-look), together with
the low-pass (multilook) products, represents the input of the
high-resolution SBAS approach (see Fig. 5).

The first step of the chain is the HP filter; the low-pass prod-
ucts are removed from the FR interferograms by carrying out
a modulo-2z subtraction; the HP residual phase is retrieved;
and the my, interferogram, for each point with azimuth and
range coordinates (x, ), can be expressed as follows?:

4z

Sy’ (x,r) = BE [(tg, — ts,) 0" (e, r) + B(te,, x,r)
b AZHP(X, r) HP
— B (5 _— A
plns,.x.r) + rsin(0) Ay (6,1

(25)

Note that our analysis is based on [5] for the sake of simplicity. A more
complex and realistic expression, proposed by Bonano et al. [33], can be
easily taken into account without any change of the general meaning.
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Fig. 5. Block diagram of the local-scale SBAS processing chain enhanced
with the CS-based PhU error correction algorithm (red block).

where g, and f1s, represent the acquisition time of the slave
and master images, 0" and p represent the HP linear and
nonlinear components of the residual displacement, Az is
the residual topography, and An!l is the noise term, whereas
b, and 0 are the perpendicular component of the spatial
baseline and the incidence angle, respectively.

The expression in (25) is solved pixel-by-pixel by applying
a two-step approach; first, the linear components of »Hf and
AzHP are estimated by maximizing the linear model coherence
factor [5]. Subsequently, the nonlinear deformation component
f is computed by solving the following linear system with the
SVD method:

A-B =6 (26)

where A is the incidence matrix of the oriented graph asso-
ciated with the interferometric pairs in the spatial/temporal
baseline plane (start and end points of each arc are the master
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of images and interferometric pairs is reported in the supplementary material.

and slave images of each interferometric pair, respectively),
and f = [fo, b1, ..., fn] is the vector of the N + 1 nonlinear
phase components. 0¢™ = [d¢g >, . .., o¢);_,] is the vector of
the M interferometric residual phases given by, for the generic

my, interferometric pair,

res 47 b,y Az (x, y)
oy, (x, 1) = <5¢EP(X» y) — TW
_4m

p 27)

(1, — tis,)0"" (x, y)>
2
where (x),, represents the wrapping operation.

Once the vector f of the nonlinear phases is retrieved,
this latter is added, together with the HP mean deformation
velocity v''P, to the regional-scale deformation time series
to achieve the full-resolution time series. A similar oper-
ation is carried out on the low-pass and HP topography
components. It is worth noting that (27) is computed in the
wrapped form; however, the resulting d¢™ component can
often be considered unwrapped in the [-7, +7) interval and
solved according to (26) without any additional unwrapping
operation.

In order to improve this latter step and filter out the possible
PhU errors that may impact on d¢™ phase term, i.e., to prop-
erly solve those cases when some elements of d¢p™ are not
unwrapped, we implement the PhU errors’ retrieval procedure
describe in Section III. As for the approach implemented in the
regional-scale processing chain, we modify the conventional
local-scale SBAS algorithm by introducing a new step that
estimates and correct the possible PhU errors of the HP
residual phase d¢™ (red block in Fig. 5) before applying the
SVD module. In particular, once the residual phase d¢™ is
retrieved, we can reasonably assume that: 1) the PhU errors
are sparse with respect to the number M of interferometric
pairs and 2) they mainly affect long temporal interferograms
due to important nonlinear displacement signals. Accordingly,
possible PhU errors can be effectively retrieved and compen-
sated for by applying the procedure described in Section III.

The correction of PhU errors is carried out on a pixel-by-pixel
basis and can be applied to all or only a subset of pixels to
reduce the processing time.

V. EXPERIMENTAL RESULTS

In order to investigate the performance of the developed
algorithm and assess its capability in recovering PhU errors,
we carry out an experimental analysis based on simulated and
real data. In particular, we select a Sentinel-1 (S-1) dataset
acquired between March 2015 and December 2018 over
Central Italy from descending orbits (track number 22). The
S-1 dataset is made of 171 acquisitions that are paired
in 478 interferograms.

Moreover, we also use a CSK ascending dataset acquired
over the city of Rome between March 2011 and March 2019.
The CSK dataset consists of 129 Stripmap SAR images paired
in 361 interferograms.

The two interferometric networks are shown in Fig. 6; the
lists of the used images and selected interferometric pairs are
provided in the Supplementary Material.

A. Simulated Data

To carry out the experimental analysis on simulated data,
we use the S-1 dataset acquired over Central Italy, and we
select a number of simulated signals (see Fig. 7) from which
the unwrapped interferometric phases are retrieved; these
phases are then wrapped to simulate PhU errors. By wrapping
the interferometric phases, we are simulating the worst case we
could address, i.e., when the PhU procedure totally fails and no
27 multiple is retrieved. The number, magnitude, and positions
of PhU errors are shown in the second column of Fig. 7,
whereas the least-squares solution is depicted in the third one.
The magnitude of the signals is set up to have a number
of PhU errors large enough to be a representative test case
but with a maximum number of uncorrected interferograms
that do not exceed 10% of the total number of interferograms
to guarantee the solution sparsity. In particular, we simulate
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ordered for increasing values of temporal baseline, are shown. The column on the right represents the solution retrieved by using the minimum L;-norm

criterion.

displacement phenomena with linear and parabolic behaviors
with a maximum amplitude of 60 rad in the analyzed time
period, single- and double-step functions with a maximum
amplitude of 18 rad, a one-year periodic function with an
amplitude of 4 rad, and a constant signal. Different from the
others, in the last example (constant signal), we add uniformly
distributed PhU errors to simulate random errors, i.e., in this
latter case, the PhU errors do not affect mainly long temporal
interferograms, but each interferometric pair has the same
probability to have errors of 2z multiplies. The number of PhU
errors for each of the simulated signals is between 40 and 50,
except for the one-step behavior where it is smaller than 30.
As easily foreseeable, due to the large numbers of 2z errors,
in all the simulations, the least-squares solution is significantly
distant from the original signal (third column in Fig. 7).

The results obtained by applying the proposed CS-based
technique are shown in Fig. 8. For each signal, we apply four
different values of the a parameter pointed out in (21) (0, 1, 2,
and 4 from left to right columns in Fig. 8, respectively). In each
time series of Fig. 8, the retrieved L; result is represented
with red triangles, whereas the continuous black line is the
original signal; for each time series, the standard deviation
value o of the difference between the original and the retrieved
signals is reported. For the first five signals, it is evident that
the quality of the result gets better as a increases, becoming
very good for &« = 2 and excellent for o = 4, whereas
the last example shows that, when the errors are randomly
distributed with respect to the temporal baseline values of

the interferometric pairs, the best results are achieved for
low values of a. This is further confirmed by computing the
average standard deviation between the six results of Fig. 8 for
each value of a (3.83, 2.93, 1.13, and 0.57 rad for a from
0 to 4, respectively). Accordingly, in the following analyses,
the value of the parameter a will be set up equal to 2 for
better compensating the performance of the L; estimator with
respect to the possible distributions of the PhU errors.

Finally, the performance of the developed method is com-
pared to that of the approaches proposed in [18] and [20]
based on the L;- and Huber-norm, respectively. In particular,
for the six signals shown in Fig. 7, Fig. 9 reports the results
obtained by applying our method with a 2 (red line
in Fig. 9), and Lauknes’ and Khwaja’s approaches (blue and
green lines in Fig. 9). It is evident, as in five cases out
of six cases, the best reconstruction of the original signal
(black line) is provided by our approach, and only in the
bottom-right example (random errors), Lauknes’ and Khwaja’s
methods show a smaller number of errors. This comparison
points out, once again, the great capability and effectiveness of
our technique in reconstructing strongly nonlinear deformation
signals.

B. Regional-Scale SBAS Results

To assess the performance of the CS-enhanced
regional-scale SBAS chain, we carry out an experimental
analysis on real SAR data acquired by the Sentinel-
1 constellation over Central Italy (see Fig. 10), as shown
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in Fig. 6. The analyzed area is around 50 x 50 km and
was affected between 2016 and 2017 by a long seismic
sequence, characterized by three main shocks that occurred
on August 24, 2016 (Amatrice earthquake), October 30,
2016 (Norcia-Visso earthquake),® and January 18, 2017

3The two main earthquakes, occurred on October 26 and 30, 2016, cannot be
distinguished with the used S-1 dataset because no SAR scene was acquired
between the two events. Accordingly, throughout this article, they will be
considered as a unique event.
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Fig. 10. Red: footprint of the Sentinel-1 dataset over Central Italy. Red stars:
epicenters of the three main earthquakes that occurred in the area between
2016 and 2017.

(Montereale earthquake); the magnitude and the location of
the epicenters of the three main shocks are reported in Fig. 10.
To carry out the assessment of the results achieved with the
developed CS algorithm, we perform a comparison with those
obtained with the conventional regional-scale SBAS chain.
It is worth noting that the selection of the coherent points
in the SBAS analysis is based on the temporal coherence
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(a) LOS mean deformation velocity maps generated through (Left Top) CS-based and (Right Top) conventional regional-scale SBAS processing

chains. (b)—(f) Comparisons between the deformation time series estimated by (Left) CS-based and (Middle) conventional regional-scale analyses for five
points whose location is pointed out in (a). The third column is relevant to the difference between the two SBAS time series. The dashed red lines reported
in each plot are relevant to the occurrences of the three main shocks (Amatrice, Norcia-Visso, and Montereale) registered in the analyzed area.

function y[51]

Yip =

ﬂlEre M 1is the number of the interferometric pairs; Agp; and
Ag; represent the wrapped (original) and unwrapped (esti-
mated) phases of the iy interferogram, respectively; the
unwrapped phase Zg; is regenerated from the time series
retrieved with the SVD-based module (see Fig. 4). Note that,

M i(Ap,—Ap,
> el (A0i=Ap)

M

(28)

for pixels where y, — 1, we expect that no unwrapping error
is present, as a quasi-perfect retrieval of the original phase has

been obtained.
To assess the performance of the CS-based algorithm,

we first investigate the coherent point density. In both analy-

ses, the coherent points are selected by using a threshold
of 0.85 for the temporal coherence in (28). For the CS-based
SBAS analysis, in addition to the temporal coherence criterion,
we also use (23) and (24). In particular, we set up thgparse = 30,
corresponding to around 6% of the number of interferograms,
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and th;,g = 0.95. The CS-based SBAS approach achieves an
improvement of around 40% of points with respect to the
conventional one (31 053 points the former and 22 070 points
the latter); such an outcome represents the first evidence of
the impact of the mitigated PhU errors.

The capability of the CS algorithm to mitigate PhU errors
and retrieve a larger number of coherent points is evident and
even more relevant if we consider the location of the denser
areas. Fig. 11(a) shows the two geocoded mean deformation
velocity maps superimposed on an optical image of the area;
the zones mainly interested by the increase of coherent points
are placed where the maximum displacement magnitudes are
estimated, along the major active faults that generated the
seismic sequence occurred between 2016 and 2017 [56], [57].
This result demonstrates that the proposed algorithm can
significantly improve the quality of the SBAS results when
large and significantly nonlinear deformation signals occur.
To better explain this point, in Fig. 11(b)—(f), we show the
line-of-sight (LOS) deformation time series, retrieved with
CS (left) and conventional (central column) regional-scale
SBAS chains (whereas the last column on the right reports
their difference) in some relevant areas affected by seismic
movements.* The atmospheric phase screen is not filtered
out in the LOS time series shown in Fig. 11(b)—(f) not to
tamper the analysis on the impact of the detected PhU errors
with the effects of any postprocessing filter. The first two
LOS deformation time series [see Fig. 11(b) and (c)] are
relevant to two pixels located in the maximum and minimum
deformation areas, respectively. In both cases, the CS-based
SBAS approach retrieved a deformation signal stronger of
about 4 cm, which, in the first case [see Fig. 11(b)], are mainly
related to the Montereale earthquake (about 3 cm out of 4),
whereas, in the second time series, most of PhU errors mainly
impact on the October 30 event (Norcia-Visso earthquake).

Let us now consider the pixel D located in the neighbor of
the town of Arquata del Tronto; we show a point where con-
ventional SBAS chain does not estimate the seismic pattern,
whereas the CS-enhanced analysis correctly detects the defor-
mation resulting from the seismic sequence, around 10 cm in
LOS. By analyzing pixel E, selected in the surroundings of
Amatrice, we note that the deformation time series retrieved
with both CS and conventional SBAS chains follows the same
trend, but with different dynamics. In particular, while the two
results retrieve the same result for the Amatrice earthquake,
the developed CS approach detected a larger LOS down lift of
around 3 cm related to the Norcia-Visso earthquake and other
2-3 cm in correspondence of the Montereale event.

Finally, the pixels far away from the epicenters (in the
Northern zone of the analyzed area) are less prone to defor-
mation, as pixel F in Fig. 11. Both CS and conventional SBAS
analyses detect an uplift of around 11 cm, mainly as a result
of the Norcia-Visso earthquake; however, the CS approach
detected an LOS down lift of around 4 cm related to the
Montereale earthquake, which is not revealed in the results
of conventional SBAS chain. Since the pixel F is quite far

It is worth noting that the five selected points are not coherent in the
conventional SBAS analysis due to the large number of PhU errors.
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from the epicenter of the last seismic event (Montereale), the
deformation time series retrieved with the CS-based analysis
could be interpreted as affected by any error. To investigate,
more in detail, this latter result, assess its correctness or,
eventually, identify possible error sources, we further analyze
the area in the surroundings of pixel F.

In Fig. 12, we show a 3-D view of the area where pixel F
is located (the red ellipse in Fig. 12 represents the area under
observation). First, we note that this zone is placed along a
slope and could be interested in mass movements. Second,
other pixels belonging to the same flank show a pattern similar
to that shown by pixel F, characterized by a jump in the LOS
deformation time series in correspondence with the Montereale
earthquake (see the LOS displacement time series in Fig. 12).
It is evident that all the time series belonging to the same flank
are characterized by a similar pattern. It is worth noting that,
in the CS module developed to correct PhU errors, the pixels
are analyzed independently of each other; therefore, the spatial
consistency of the results may be considered as an indirect
assessment of their correctness. Accordingly, the CS-based
SBAS chain could have revealed a signal not directly generated
by the fault movement of the seismic event (in this case, the
jump would be present in a larger area and not only along
some slopes) but, more likely, the effect of a possible seismic-
induced landslide.

As a final analysis, to assess the accuracy of the deformation
signals retrieved with the CS-based SBAS chain, we focus
on the deformation pattern generated by the Norcia-Visso
earthquake (October 30, 2016), which is the strongest seis-
mic event that occurred in this area during the analyzed
period. This event has been widely investigated by also using
InSAR methods [57]; therefore, we can use it as a test
case for the assessment of the accuracy of the proposed
algorithm. In Fig. 13(a), we show the displacement map
retrieved by unwrapping the differential interferogram related
to the October 26 and November 1, 2016, S-1 images. This
interferometric pair has the shortest temporal baseline among
the possible pairs covering the event, and it allows us to
accurately reconstruct the deformation pattern related to the
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(a) Displacement map retrieved by unwrapping the differential interferogram generated processing the two S1 images acquired on October 26 and

November 1, 2016. (b) Difference between the map shown in Fig. 13A and the corresponding map extracted by the conventional SBAS time series. (c) Difference
between the map shown in (a) and the corresponding map extracted by the CS-based SBAS time series. The white circle in (c) represents the area of maximum

deformation.

Fig. 14. Optical image of the city of Rome. The area analyzed with the CSK
dataset (about 6 x 4 km?) is highlighted by the red rectangular box; the area
includes part of the downtown, some famous Roman archeological sites, and
the southern part of the city interested in significant deformation phenomena.

Norcia-Visso earthquake. The deformation map is retrieved
by applying the Minimum Cost Flow unwrapping approach
described in [55], and the displacement results are in perfect
agreement with those presented in other geophysical studies
related to such a seismic event [57]. In Fig. 13(b) and (c),
we show the difference (residual) between the displacement
map of Fig. 13(a) and the corresponding signals achieved
with the conventional and CS-based SBAS chains, respec-
tively. The impact of the PhU errors mitigation operation
is evident from the visual comparison of Fig. 13(b) and (c);
indeed, the deformation pattern is more accurate after the
compensation of PhU errors estimated with our method [the
residuals in Fig 13(c) are significantly smaller than those

Azimuth

Range

(a) (b)

Fig. 15. Coherence maps relevant to the city of Rome were achieved with
(a) conventional and (b) CS-based local-scale SBAS analyses.

in Fig. 13(b)], and only the area of maximum deformation still
shows an underestimated pattern [white circle in Fig. 13(c)].
To provide a quantitative analysis of the retrieved results,
we compute the standard deviation of the residuals presented
in Fig. 13(b) and (c), and we achieve about 2.5 cm for the
conventional SBAS results and 1.5 cm for those corrected with
the proposed approach, thus demonstrating the effectiveness
of our approach in mitigating PhU errors in the presence of
strongly nonlinear deformation patterns.

C. Local-Scale SBAS Results

To assess the performance of the CS-enhanced SBAS
approach at the local scale, we use an FR SAR dataset
composed of 129 scenes paired in 361 interferograms (see
Fig. 6) acquired by the CSK constellation between 2011 and
2019 over the city of Rome from ascending orbits. In partic-
ular, we process an area of about 6 km x 4 km around the
downtown city of Rome (see Fig. 14). This area includes the
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Fig. 16.

LOS mean deformation velocity maps relevant to (Left) conventional and (Right) CS-enhanced SBAS chains, superimposed on an optical image

of the area of interest. The three rectangular boxes, referred to as (a)—(c), represent the Ostiense Station, Via Giustiniano Imperatore, and a public park,
respectively. The three selected areas are characterized by relevant deformation phenomena.

most ancient zone of the city, where some world-renowned
Roman ruins are present (e.g., Colosseum, Palatino Hill, Foro
Romano, Foro Traiano, Domus Aurea, and Circo Massimo),
and the southern part of the city, where well-known deforma-
tion phenomena (e.g., Ostiense Station and Via Giustiniano
Imperatore) were deeply analyzed by using multitemporal
DInSAR techniques [40], [43], [58]-[60].

In order to assess the results achieved with the CS FR SBAS
approach, we compare the new results with those achieved
with the conventional FR SBAS processing chain. The two
analyses (conventional and CS-based) are carried out only on
pixels with a model coherence factor (see (25) and [5]) greater
than 0.25, in order to speed up the processing time by dis-
carding points significantly affected by decorrelation effects;
accordingly, around 25% of the SAR pixels are processed
(1 538 109 pixels out of 6 000 000).

A direct comparison of the results of the two SBAS analyses
is first based on the number of the retrieved coherent points.
Fig. 15 shows the distribution of coherent points of conven-
tional (left) and CS-based (right) SBAS processing retrieved
over the analyzed area.

To compare the results achieved with the two chains,
we select the coherent points with homogenous criteria. In par-
ticular, in both analyses, the coherent points are selected by
using the temporal coherence criterion (28) with a threshold
of 0.85 and 0.95 for the conventional and CS-based analyses,
respectively. Moreover, in the CS-based SBAS processing,
we also apply (23) and (24) with 20 (5.5% of the number of
interferometric pairs) and 0.95 thresholds, respectively. It is

worth noting that, in the case of the CS-enhanced SBAS
approach, the temporal coherence value can be set up to a
value significantly higher than the conventional one due to
the reduced number of PhU errors that allow us to be more
restrained on the acceptable noise level of the time series.
Indeed, despite the more prudent thresholds applied in the CS
FR processing, the number of coherent points is significantly
larger, as it is quite evident in Fig. 15, with an increase of
about 85% (381 609 points retrieved in the conventional SBAS
approach and 708 614 with the CS-based one).

To better analyze such an improvement, in Fig. 16, the two
mean deformation velocity maps are represented in geographic
coordinates and superimposed on an optical image of the
area. It is evident that the increase in the number of coherent
points achieved with the CS approach concerns the whole
area, and it allows us to better map the ongoing deformation
phenomena. To show this, we select three zones, referred to
as (a), (b), and (c¢) in Fig. 16, where relevant deformation
signals are detected. The zoomed-in view of these three areas
is shown in Fig. 17, where the CS-based results are shown on
the left and the conventional ones on the right. In particular,
Fig. 17(a) and (b) shows the Ostiense Station and Via Gius-
tiniano Imperatore, respectively, where deformation phenom-
ena related to soil compaction are still ongoing [58], [59], and
Fig. 17(c) is relevant to a public park located in the southern
part of the investigated area.

Through the visual inspection of Fig. 17, we note that the
results achieved with the CS approach allow us to recognize
spatial details about the ongoing phenomena that are not
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Fig. 17.
and (Right) conventional local-scale SBAS analyses are shown.

clearly visible in the conventional analysis. This is particularly
evident in the square in front of the Ostiense station and the
structures around there [see Fig. 17(a)], in some buildings of
Fig. 17(b), and in the park of Fig. 17(c), where a subsidence
phenomenon is underway. In this latter case, the CS-enhanced
approach detects several coherent points in correspondence
with the center of the park, where the conventional analy-
sis does not provide any coherent points and significantly
increases the number of points along the borders of the area
interested by the subsidence phenomenon.

As further analysis, we concentrate on the archeological
sites located in Palatino Hill and its surroundings (see Fig. 18).
In this area, we can measure some very localized deformation
phenomena affecting entire structures or single portions, not
visible in the results achieved with the conventional FR SBAS
approach, already pointed out in previous investigations car-
ried out in other works [44], [61], [62]. In particular, we detect
displacements signals in correspondence of the Arch of Titus
(P1 in Fig. 18), Temple of Venus and Roma (P2 in Fig. 18),

Zoomed-in view of the subsiding areas referred to as (a)—(c) in Fig. 16; the LOS mean deformation velocity maps retrieved with (Left) CS-based

the outer border of Roman Forum (P3 in Fig. 18), and Domus
Aurea (P4 in Fig. 18). For each of these sites, a deformation
time series is shown in Fig. 18.

As a final analysis, we assess the capability of the CS-based
local-scale SBAS approach in retrieving nonlinear deforma-
tion signals. To this aim, we focus our analysis on some
metallic structures particularly sensitive to temperature vari-
ations. In particular, we investigate the southern zone of the
city where a metallic gasometer and several other metallic
structures are located [see Fig. 19(a) and (c)]. On these
structures, we carry out two different processing by using in
both cases the CS-enhanced local-scale SBAS chain. In the
first experiment, we modify the linear model by introducing
in (25), as done for the azimuthal position of the scatterers
in [37], an additional phase term dependent on the temperature
difference between master and slave acquisitions [63], [64].
The thermal dilation component is estimated together with
the other linear terms and subtracted before processing the
nonlinear component. The result of such analysis is shown
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Fig. 18. (Top) LOS mean deformation velocity map, geocoded on an optical

image, of the archeological sites and surrounding area around Palatino Hill.
Pixels P1, P2, P3, and P4 correspond to Arch of Titus, Temple of Venus and
Roma, the outer border of Roman Forum, and Domus Aurea, respectively.
(Bottom) Deformation time series of the selected four pixels.

in Fig. 19(b). We detect several structures having a temporal
behavior correlated with the temperature variations and charac-
terized by thermal dilation coefficients ranging in the interval
+1 mm/°C [see Fig. 19(b)], which corresponds to a peak—
peak displacement of +7 rad for an X-Band SAR system
and a temperature variation of about 35 °C. In the second
experiment, we do not estimate the thermal dilation component
together with the linear model and leave such a phase term to
be estimated as nonlinear signal term; it is, therefore, retrieved
as a generic nonlinear phase term by applying the CS-based
algorithm presented in Section IV without benefitting from any
a priori information (recorded temperatures). In another way,
we intend to perform an experiment with real data similar
to the sinusoidal curve simulated in Section V-A (fifth row
in Figs. 7 and 8). The results of the two analyses are finally
compared to assess their agreement and the limits of the
proposed CS algorithm.

Fig. 20(a) shows the thermal dilation coefficients estimated
through (left) the linear model and (right) the CS algorithm,
whereas, in Fig. 20(b), the deformation time series related
to some relevant points belonging to the gasometer and the
closer metallic structures are shown. It is worth noting that
the achieved deformation time series takes into account only
for the thermal dilation and nonlinear components; the other
terms coming from the regional- and local-scale analyses (e.g.,
atmospheric phase screen and mean deformation velocity)
have not been added since they do not change between the
two experiments.

By visual inspection of Fig. 20(a), it is evident that the
number of coherent points achieved in the second experiment
is significantly smaller because the points characterized by
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large thermal dilation coefficients have not been correctly
unwrapped. In particular, in the second experiment, the largest
values of the estimated thermal dilation coefficients are about
40.45 mm/°C, corresponding to a peak—peak displacement of
about 6.5 rad (1.6 cm). This result is fully in agreement with
the simulated data analysis carried out in a noise-free scenario
(see Fig. 8), where the considered sinusoidal behavior had a
peak—peak value of 8 rad. In Fig. 20(b), the retrieved deforma-
tion time series of 3 pixels with a thermal coefficient around
4 mm/°C is shown. The first column is relevant to the results
of the first experiment (enhanced linear model), whereas the
CS-based experiment results are reported in the second column
and their difference in the third one. The almost perfect
agreement between the results of the two experiments is
evident, and even more relevant, the points with large PhU
errors have been properly discarded. This latter result is really
appreciable when applying L;-norm minimization methods
because these approaches rarely guarantee the unicity and the
convergence of the solution; accordingly, the development of
proper quality assessment functions plays a key role in the use
of L-norm minimization methods in real application domains.

D. Computing Time Analysis

As a final analysis, we deal with the assessment of the
computational efficiency of the proposed approach. It is worth
noting that, as the proposed method represents an additional
processing step to be included within the conventional multi-
temporal DInSAR approaches, its computing time has to be
added to the overall conventional chain processing time.

The proposed method includes several operations, but it is
worth remarking that from the computational point of view
the heaviest one is the L;-norm estimation. Indeed, as said
in Section II, no analytical expression to solve L;-norm
optimization problems exists; however, these can be effectively
tackled by utilizing solvers based on linear programming
or iterative methods. In particular, in this work, we benefit
from the IRLS method that is based on an L,-norm solution
iterated with a weight function. Accordingly, the following
computational time analysis deals with the performance of
the IRLS method that we implemented by using MATLAB
version R2020a, which is widely used throughout the scientific
community.

The core operations performed within the IRLS algorithm
consist of two matrix inversions and four matrix multiplica-
tions, along with two vector operations (element-by-element
multiplication) for each iteration. The algorithm performs a
number of iterations until either convergence is achieved or
the maximum number of iterations is exceeded; therefore,
its computing time changes point-by-point depending on the
amount of PhU errors of the input unwrapped interferometric
dataset. Finally, as the size of the matrices involved in the
Li-norm estimation depends on the number of triangles and
interferograms of the Delaunay network, the problem com-
plexity grows with the number of acquisitions of the dataset.

To assess the IRLS computing time, we use the
Sentinel-1 dataset already presented in this section, com-
posed of 171 acquisitions paired in 478 interferograms;
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Fig. 19. Zoomed-in view of area located in the southern part of the city of Rome where several metallic structures are placed. (a) Optical image related
to the analyzed area. (b) Thermal dilation coefficient map estimated the enhanced formulation of the linear model. (c) Photography relevant to the metallic
gasometer located in the area.
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Fig. 20. Experimental results of the thermal dilation coefficient estimation. (a) Comparison between the thermal dilation coefficient maps estimated with (Left)
enhanced linear model and (Right) CS-based PhU errors’ retrieval algorithm. (b) Deformation time series of some pixels relevant to the metallic gasometer
and other metallic structures. The three columns represent (Left to Right) results with the enhanced linear model, the CS-based algorithm, and their difference.

the corresponding Delaunay network includes 308 triangles. converge toward the solution. Assuming these numbers as
We estimate that, on average, ten iterations were needed in a use case, we estimate that our MATLAB implementation
the S-1 experimental analysis presented in Section V-B to of the IRLS method takes approximately 25 s to analyze
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TABLE I
COMPUTATIONAL TIME ANALYSIS

Method Average computational
time for 1000 pixels
[sec]
Lauknes ~14
Khwaja ~1540
Our method ~25

1000 points (roughly corresponding to 7 h for an area
of 1000 x 1000 pixels). In Table I, the computing time
of the proposed method is compared with those achieved
for the Lauknes’ and Khwaja’s approaches presented in [18]
and [20], respectively. For the implementation of the Huber-
norm optimization operation applied in Khwaja’s method,
we used the CVX package [65], [66], whereas Lauknes’
approach was implemented with the IRLS routine. The three
tests have been carried out on an Apple MacBook Pro 13”
equipped with a quad-core Intel i7 CPU (2.3 GHz) and 32 GB
of RAM.

VI. CONCLUSION

In this article, we presented a solution based on CS theory
to mitigate the PhU errors in the multitemporal sequence of
differential interferograms exploited by the advanced DInSAR
methods. In particular, the developed CS-based algorithm
receives as input the unwrapped interferometric stack and
estimates the PhU errors by retrieving, for each pixel,
the sparse vector that solves the triangulated network built in
the temporal/spatial baseline plane. We tailored our approach
to the SBAS processing chain to estimate and correct the
PhU errors that may affect FR SBAS results. In particu-
lar, we enhanced both the regional- and local-scale SBAS
processing chains with a new module that retrieves the PhU
errors of the sequence of exploited differential interferograms
by searching for a minimum L;-norm solution. We demon-
strated that CS can be effectively used to retrieve PhU
errors although a unique sparse minimum Lj-norm solution
cannot be always retrieved. To improve the robustness of
the proposed approach, we modified the L; estimator, based
on the IRLS method, by changing the weight function that
now takes into account the temporal interferometric baselines.
This enhancement significantly improves the performance in
retrieving the PhU errors that can be originated by significant
nonlinear deformation signals. Finally, to limit false alarm
issues and discard unreasonable solutions, we developed a
quality assessment function based on the phase residuals of the
interferometric pairs. The developed method was successfully
assessed both on simulated and real data. In particular, two
SAR datasets, acquired over Central Italy in the last ten
years by Sentinel-1 and CSK constellations, were used to
validate the proposed CS-based algorithm with the regional-
and local-scale SBAS results. The achieved experimental
results clearly confirm the capability of the enhanced CS-based
SBAS processing chain to effectively reconstruct nonlinear
deformation time series; this relevant achievement is clearly
shown by better recovering, with respect to the conventional
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SBAS chain, the deformation signals relevant to the three
main shocks of the 2016 Italian seismic sequence, and the
FR thermal dilation displacements relevant to several metallic
structures located within the city of Rome.

The main drawback of the proposed approach concerns the
computational load and the processing time. Converse to L,
methods, there is no analytical expression for L;-norm min-
imization algorithms, and the CS reconstruction approaches
are mainly based on linear programming strategies and iter-
ative methods, whose complexity and computational load are
significantly larger than L, analytical methods. To overcome
this drawback, advanced parallel computing techniques could
be used. For example, as the algorithm is applied on a
pixel-by-pixel basis, an effective way to easily speed up
the procedure is to compute different groups of pixels with
different cores/CPUs. Likewise, the exploitation of graphic
processing units (GPUs) is an effective way to significantly
reduce computing time.

Considering the huge flow of SAR data coming from the
existing (e.g., Sentinel-1, COSMO-SkyMed, and TerraSAR-X)
and incoming systems (NISAR), it will be highly beneficial to
investigate the computational optimization of the developed
CS-based PhU errors’ retrieval algorithm, by also taking
advantage of high-performance computing (HPC) and cloud
computing environments.
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