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Abstract— The benefits of composite products are well known
to users of data from optical sensors: cloud-cleared com-
posite reflectance or index products are commonly used as
an analysis-ready data (ARD) layer. No analogous composite
products are currently in widespread use that is based on
spaceborne radar satellite backscatter signals. Here, we present
a methodology to produce wide-area ARD composite backscatter
images. They build on the existing heritage of geometrically and
radiometrically terrain corrected level 1 products. By combining
backscatter measurements of a single region seen from multiple
satellite tracks (incl. ascending and descending), they are able to
provide wide-area coverage with low latency. The analysis-ready
composite backscatter maps provide flattened backscatter esti-
mates that are geometrically and radiometrically corrected for
slope effects. A mask layer annotating the local quality of the
composite resolution is introduced. Multiple tracks are combined
by weighting each observation by its local resolution, generating
seamless wide-area backscatter maps suitable for applications
ranging from wet snow monitoring to land cover classification
or short-term change detection.

Index Terms— Radar cross sections, radar scattering, radar
signatures, radar terrain factors.

I. INTRODUCTION

COMPOSITE products are well-known to users of optical
sensors, as it is commonplace to automatically gener-

ate cloud-cleared reflectance data. For example, in the case
of the well-known MODIS “Moderate Resolution Imaging
Spectroradiometer” sensor, if one browses through its product
Table [1], [2], one notes that almost all entries are composite
products.

Recall that remote sensing products are generally distin-
guished by processing levels, quoted from [3] (own emphasis):

1) L0: Reconstructed unprocessed instrument data at full
resolution
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2) L1A: Reconstructed unprocessed instrument data at full
resolution, time referenced, and annotated with ancil-
lary information, including radiometric and geometric
calibration coefficients and georeferencing parameters
(i.e., platform ephemeris) computed and appended but
not applied to the L0 data.

3) L1B: L1A data that has been processed to sensor units
(i.e., radar backscatter cross section, brightness tem-
perature, etc.). Not all instruments will have an L1B
equivalent.

4) L2: Derived environmental variables (e.g., ocean wave
height, soil moisture, ice concentration) at the same
resolution and location as the source data.

5) L3: Variables mapped on uniform space-time scales,
usually with some completeness and consistency proper-
ties (e.g., missing points interpolated, complete regions
mosaicked together from multiple orbits).

6) L4: Model output or results from analyses of lower-level
data (i.e., variables that were not measured by the instru-
ments but instead are derived from these measurements).

In comparison to the MODIS product table, no analogous
standardized set of methodologies to generate L3 backscatter
products from L1 radar data have been established to date.
ESA’s Sentinel-1 (S-1) satellites are providing free and open
data with unprecedentedly high geolocation quality [4]–[6]
and wide spatial coverage at high temporal resolution. In this
article, we introduce a new standardized approach for the
generation of L3 backscatter composites. This enables mul-
titrack and multisensor integration, opening the door to the
“daily” level of temporal resolution that has long been a
goal [7].

We begin with a review of L1 terrain corrections in
Section II. This is followed in Section III with a descrip-
tion and demonstration of local resolution weighting (LRW)
applied to generate L3 backscatter composites. Applications
of the backscatter composites are discussed at the end
of Section IV. Conclusions and recommendations are then
summarized.

II. LEVEL 1 TERRAIN CORRECTIONS

We first review products based on conventional
range-Doppler geocoding (i.e., geometric terrain correction),
and illustrate the benefits of radiometric terrain correction
(i.e., “RTC” product type [8]), whereby the influence of
mountainous terrain on the retrieved radiometry is mitigated.
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A. Geometric Terrain Correction (GTC)

In many “geocoding” analyses, each synthetic aperture
radar (SAR) input product is first individually translated
to map geometry as “geometrically terrain corrected” GTC
products. Range-Doppler geolocation [9], [10] is typically
applied, whereby external precise orbital state vectors (OSVs)
are interpolated at each azimuth line. The backscatter val-
ues are then resampled from the input products’ slant or
ground range geometry into the map geometry of the digital
elevation model (DEM) being used. “Blind” geocoding with
modern sensors is possible, whereby no “tie-points” need
to be used [11]. One assumes that an accurate geometric
calibration [12] has been applied to the sensor, and that the
L1 product annotations can be applied directly. For even
higher accuracy (e.g., geodetic applications), further correc-
tions for atmospheric path delay distortions, solid Earth tides,
frameshift, and further SAR processor-specific artifacts can be
considered during geolocation [5]. Depending on the desired
resolution of the output product, these latter corrections may or
may not provide added benefit. However good the geometric
correction is, only the positions of the measurements are
adjusted in GTC backscatter products: their backscatter values
(σ 0

E or γ 0
E ) themselves remain ellipsoid-based. Methods for

radiometric corrections evolved over the years from rela-
tively simple approaches that used the local angle of incid-
ence [13]–[16] to a trend in recent years of acknowledging that
“heteromorphic” approaches are required [8], [17]–[19]. These
approaches acknowledge the “heteromorphism” [20] (i.e., lack
of 1-to-1 correspondence) between the topologies inherent in
radar versus map (DEM) geometries.

B. Radiometric Terrain Correction (RTC)

Whereas in the case of GTC products, only the location
of pixels is modified between the L1 input product and the
output map geometry, in the case of RTC products both the
location and the brightness (radiometry) of each pixel is
corrected to account for terrain-induced modulations of the
image radiometry. First, an image simulation is performed by
proceeding through the available DEM and projecting each
DEM triangular facet into the plane perpendicular to the
local slant range direction. The areas are summed at each
image location (range and azimuth), with facets covered by
radar shadow carefully excluded from the summation. The
projection into the plane perpendicular to slant range follows
the gamma nought convention, and ensures that the actual
area seen by the sensor is replicated in the final image
simulation [8]. The RTC backscatter (γ 0

T ) is computed by
sourcing the normalized radar cross section generated during
the image simulation to provide the local area, rather than
a simple ellipsoid-based incident angle model traditionally
widely applied to backscatter (σ 0

E or γ 0
E ) in the literature.

Whereas the normalization area Aγ (θE) is a function of the
ellipsoidal incident angle θE for γ 0

E [8]

γ 0
E = Aβ

Aγ (θE)
· β0 = β0 · tan θE (1)

in the case of γ 0
T , the normalization area Aγ (r, a) is individual

to each range and azimuth coordinate (r, a) in the L1 product

γ 0
T = Aβ

Aγ (r, a)
· β0. (2)

Fig. 1 shows GTC and RTC products of the same data
set juxtaposed for comparison. In the top row, GTC vertical-
transmit horizontal-receive (VH) backscatter (γ 0

E ) is shown for
a set of three S-1 Interferometric Wide-swath (IW) Ground
Range Detected High-resolution (GRDH) products covering
the central Alps acquired on May 4 and 5, 2016. In the
lower row, the associated RTC images (γ 0

T ) are shown for
comparison. Note how the dark wet snow backscatter signals
are mixed with terrain-induced brightness distortions in the
GTC images in the top row, but are directly visible in the
RTC image in the bottom row. Given that RTC backscatter
retrievals show less contamination from the effects of terrain,
they are a preferred product for higher-level analysis, i.e., they
are an “Analysis Ready Data” (ARD) product.

Fig. 2 shows a geocoded version of the ascending image
simulation (in map geometry). One can understand the RTC
product roughly as a β0 GTC backscatter image divided by the
area (seen in the image simulation). Note how the mountainous
foreslopes are much brighter in the area image, while the
back-slopes are darker. By dividing the β0 backscatter by
the local contributing area, the foreslopes are proportionally
darkened while the back-slopes are lightened in comparison
to flat regions.

The algorithm for producing standardized RTC
terrain-flattened gamma nought (γ 0

T ) was published in [8] and
is referenced within the “CARD4L” CEOS ARD for Land
specifications [21]. The algorithm’s pseudo-code was used as
a template while implementing the terrain-flattening module
within ESA’s SentiNel Application Platform (SNAP) toolbox
[22]. Some errors in SNAP’s implementation remain [23] and
will hopefully be remedied. Further implementations [18],
[19] have been widely applied, e.g., at the Alaska Satellite
Facility. Issues surrounding standardized RTC production for
integration in data cubes were reviewed in [23].

C. Added Value of Radiometric Flattening

Gamma nought backscatter retrieved from three S-1 tracks
covering Switzerland is shown in Fig. 3. The green region
was covered by one ascending track, while the yellow
and purple regions were covered by one ascending track
and one descending track each. The gray region was cov-
ered by all three tracks (one descending, two ascending).
A further ascending track covering the western extreme and
another descending track covering the eastern extreme is not
shown, as red/green/blue (RGB) overlays can only unam-
biguously highlight three tracks. Fig. 3(a) shows the GTC
gamma nought backscatter γ 0

E , while in Fig. 3(b), the RTC
gamma nought γ 0

T is shown. Note how the mountainous
regions produce wildly different backscatter values on the
fore- versus backslopes in the GTC overlay, and that the
terrain-induced distortions clearly visible in the GTC over-
lay are strongly reduced in the RTC overlay. It should be
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Fig. 1. Sentinel-1 VH-pol. backscatter mosaics of central Alps in of three azimuth-adjacent Interferometric Wideswath (IW) Ground-Range-Detected-
HighRes (GRDH) products–geographic coordinates–Shuttle Radar Topography Mission (SRTM) Digital Surface Model (DSM) applied–(a) 2016.05.04 γ 0

E ,
(b) 2016.05.03 γ 0

E , (c) 2016.05.04 γ 0
T , (d) 2016.05.03 γ 0

T –contains modified Copernicus Sentinel data (2016).

noted that thematic land cover change interpretation would
be severely impaired by terrain-induced distortions when the
analysis is based on a GTC time series. However, the RTC
products allow interpretations also within the mountainous
terrain [24].

D. Local Resolution in GTC and RTC Products

Although the improvement to the thematic backscatter
estimation is much improved in RTC versus GTC products,
the local resolution within both product types is identical.

The poor local resolution on foreslopes in GTC products is
made visible by their bright return (see Fig. 1). Although
the distortion in the local radar brightness is strongly miti-
gated in the RTC case, the poor local resolution remains on
the foreslopes. Indeed, no further improvement is conceiv-
able given only a single image acquisition, as in that case
no better-resolved backscatter values are available at those
locations.

In the following, a novel further stage of processing is
introduced that works to mitigate that remaining issue.
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Fig. 2. Local contributing area of three azimuth-adjacent Sentinel-1 IW
GRDH products from 2016.05.04-SRTM DEM applied-Central Alps.

III. BACKSCATTER COMPOSITES THROUGH LRW

In this section, we introduce a second stage process whereby
the highly variable local resolution of radar imagery in
mountainous terrain is dealt with by combining multiple data
acquisitions acquired from differing geometries. Mosaicking
processes typically place backscatter values from a single date
next to adjacent areas viewed on a different date, applying
Boolean class membership to each input data set. Here,
we instead apply the concept of fuzzy class membership [25]
to each pixel, with variable (fractional) degrees of attribution
from each input set based on the local resolution.

This method can be used to produce wide-area backscat-
ter composites for a variety of applications that maintain
validity also in mountainous regions. Unlike “one-off” SAR
mosaicking approaches [26]–[30], LRW combines all available
data into a local backscatter estimate based on a weighting
appropriate for the local terrain distortions applicable within
each contributing image product. This opens the door to
seamless composites using data from multiple imaging modes
and satellites. We demonstrate here how composites can be
generated automatically over large regions. More generally,
they have seen application as an analysis ready product [31],
[32] for a wider variety of users investigating land cover
time series for applications such as forest classification [33],
storm-driven windthrow in forests [34], or estimating melt
onset [35].

A. Local Contributing Area

Recall how during RTC product generation, knowing
the local area was necessary in order to properly calculate
the normalized radar cross section in the gamma nought
convention under consideration of terrain. That local area

can also be terrain geocoded for every acquisition, so after
GTC and RTC processing one can have the GTC backscatter,
RTC terrain-flattened gamma nought backscatter, and the local
area—all in map geometry.

An example of two sets of GTC/Area/RTC product groups
is illustrated in Fig. 4. The swissALTI3D height model [36]
was used for processing with 10 m postings. An ascending
acquisition is shown in the top row, a descending acquisition
in the bottom row. The dark regions are Lake Thun in the
west and Lake Brienz in the east, with the city of Interlaken
located directly between the lakes. Note how the foreslopes are
clearly visible on one side of the hills in the GTC/Area images
for the ascending case, and the opposite in the descending
case. Similarly, the small black radar shadow regions are
generally visible in one location in the ascending case, and
a different one in the descending (see RTC and Area images).
RTC images mark regions affected by radar shadow with a
null-cell-value, as no backscatter estimate is possible there.

By combining RTC products generated from images
acquired in different geometries, one is able to produce a com-
posite backscatter image where such radar-shadow artifacts are
strongly mitigated. Note that radar shadow is not common in
Sentinel-1 geometries: the example shown contains some of
the steepest terrain in Europe, particularly the Lauterbrunnen
valley south of Interlaken.

B. Local Resolution Weighting

Users of radar data should be aware of the fact that the
local area observed is inversely proportional to the local image
resolution [37]. So, if one generates a composite with multiple
coregistered inputs, whereby the inverse of the local area is
used to weight the contribution of each input image, one has
weighted each image by its local resolution. Given a local set
of M nonshadowed input RTC image samples γ 0

1 . . . γ 0
M , for

each image i with a local area Ai , the sum of the available
resolutions is

Sr =
M∑

j=1

1

A j
. (3)

The weight Wi to be applied to each image i is then

Wi = 1

Ai
· Sr . (4)

Given that all weights W1 . . . WM are now available, for
any given map geometry sample location, the composite’s
backscatter estimate γc is the weighted sum of all M available
input RTC backscatter values [37], [38]

γc =
M∑

i=1

Wi · γ 0
i . (5)

Input images where the location in question is subject
to radar shadow are not included, as they do not offer an
observation. In those cases, the number of available images M
is locally smaller and the weights account for that. A flowchart
outlining the processing scheme is shown in Fig. 6. From
the DHM and SAR backscatter inputs, image simulation is
used to estimate the local illuminated area in radar geometry,
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Fig. 3. Comparison of temporal signature in S-1. (a) GTC vs. (b) RTC VV-pol. backscatter overlays for IW acquisitions over Switzerland from 2017.04.27-29;
Swiss map projection; Red = 2017.04.27 05:33; Green = 2017.04.28 17:21; Blue = 2017.04.29 17:14–contains modified Copernicus Sentinel data (2017).

Fig. 4. GTC (left), Local Area with shadow marked blue (middle), RTC (right) for Sentinel-1 IW GRDH descending (top, 2015.05.26) and ascending
(bottom, 2015.05.267) acquisitions–region surrounding Interlaken, Switzerland-Swiss oblique Mercator-VH-pol. swissALTI3D DEM applied–contains modified
Copernicus Sentinel data (2015). (a) GTC γ 0

E 2015.05.26. (b) Local area 2015.05.26. (c) RTC γ 0
T 2015.05.26. (d) GTC γ 0

E 2015.05.27. (e) Local area 2015.05.27.
(f) RTC γ 0

T 2015.05.27.

then used to normalize the backscatter. Both the normalized
backscatter and the area are terrain-geocoded. A set of areas
and backscatter maps corresponding to a set time window are
then integrated into a single backscatter map for a region of
interest.

By applying the above equations given the two sets of
Sentinel-1 Area/RTC images shown in Fig. 4, one is able to
generate the composite shown in Fig. 5. One can see that
the radar shadow regions (black in the input RTC images)
do not appear in the composite, as they only very rarely are
colocated in multiple input images. This leads to both sides
of the hills and mountains being well resolved, as the effects
of foreshortening and layover are strongly mitigated.

In this simple example, the number of input images was
M = 2. But the technique can be applied with a larger
number of input images: all available images that satisfy

membership within the specified (a) spatial extent and (b) time
window, can contribute to the local composite backscatter
value. By increasing the number of images, one is able to
extend full coverage and further lower the noise in the output
composite. Lowering the noise is particularly important when
working at the full resolution of the sensor. The composites
are L3 products, expressed on a uniform spacetime grid
scale [3], [39].

The top row of Fig. 7 juxtaposes simple mosaics following
the σ 0

E and γ 0
E conventions, respectively. As radiometric terrain

effects are not compensated, edge effects are prominent at
the cutover between different sources. In Fig. 7 at bottom-
left, one sees that an RTC has much-improved behavior in
the mountains. Though not visible at this scale, variations
in local resolution remain. In Fig. 7 at the bottom right,
the LRW backscatter is shown, whereby all available data
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Fig. 5. LRW VH-pol. backscatter composite generated with ascend-
ing/descending combination of Sentinel-1 IW acquisitions of 2015.05.26 and
2015.05.27-Interlaken, Switzerland–Swiss map coordinates-swissALTI3D
DEM applied–contains modified Copernicus Sentinel data (2015).

Fig. 6. Flowchart of LRW Backscatter Composite Processing starting with
inputs DHM and SAR β0 backscatter.

sets were integrated to produce the composite. In the overlap
region, the local resolution became more consistent, with fewer
poor-quality outliers.

C. Local Quality: Number of Observations

Depending on the time window length and the number of
tracks where a SAR sensor observes a specific region within
the coverage area, the number of observations can vary signif-
icantly across a single LRW-backscatter map. Radar shadow
can also reduce the number of local observations in areas
affected by steep terrain. A map of the number of observations
that were used to generate a backscatter composite can be
useful as a potential auxiliary product to document variations
in the quality of the composite generated. Examples of such
auxiliary products are illustrated in Fig. 8. Fig. 8(a) shows the
local number of observations in the case of a 4-day window,
while Fig. 8(b) shows the same for a 6-day window. Note how
widening the observation window by two days significantly
increased the number of independent observations available
for integration within the composite. Widening the temporal
window improves the number of observations available, but
also increases susceptibility to the introduction of uncertainties
caused by natural variability within the time span of the win-
dow. That can potentially make interpretation of the composite
backscatter value more difficult, so narrow time windows are
preferred when possible.

These maps are useful as a qualitative map of possible
variations in the quality of the composite, but they do not
differentiate between ascending and descending observations,
nor do they give a direct indication of the locally valid
resolution within the composite. We propose a further auxiliary
product to help map those variations.

D. Local Quality: Composite Local Resolution

A more quantitative auxiliary product that would be poten-
tially useful to document variations in quality within an
LRW-backscatter mosaic is illustrated in Fig. 8(c) and (d).
These are composite quality maps (CQM), calculated in a
manner similar to the calculation of the backscatter composite
itself. The map expressed in dB is calculated as

CQM = −10 · log10

(
M∑

i=1

Wi · Ai

)
. (6)

Rather than applying the weights to each input RTC
image, for these products, the weights are instead applied to
the local contributing areas (originally used to generate the
RTC products) to produce a map of the weighted relative area
within the LRW-composite. High values indicate relatively
high (good) resolution, low values indicate relatively coarse
local resolution.

Composite quality maps give a better indication of local
quality, as they provide a finer account of the local availability
(or not) of high-quality observations. Note in Fig. 8(c) how
the local resolution remains poor in mountainous regions
when only ascending or only descending observations are
available. When both ascending and descending observations
are available for combination, then the local variations in the
resolution are reduced, and the composite’s quality becomes
more homogeneous. The types of variations seen in Fig. 8(c)
would be cause for concern, and one might need to consult
the auxiliary product to ensure that an analysis conducted
on the composite would be valid in the region of interest.
However, once relative homogeneity is achieved such as
that seen in Fig. 8(d), then the auxiliary product can serve
as a “green light” indicating that 2-D analysis across the
wide region covered by the whole composite can be applied
without significant reservation. Fig. 9 shows the distribution
of CQM for elevations above 1000 m in the western alps
given acquisitions over (a) 4 days, and (b) 6 days versus the
local slope. Note that the 4-day case includes many points
lower than −3 dB, while after 6-days most of those poor
quality points were improved to above that level. As expected,
steep slopes exhibit even higher quality than flatter regions,
as the back-slope acquisitions dominate there locally, with
high local resolution. In the steepest slopes, the low number of
such observations made the calculation of the median erratic.
A log scale was applied here; the actual improvement in linear
backscatter is even more pronounced.

IV. DISCUSSION

A. Input SAR Product Resolution

The LRW-approach can be used to integrate products from
different sensors and modes into a single 2-D backscatter map.
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Fig. 7. Sigma nought versus Gamma nought in the Alps-Sentinel-1A ascending/descending 2016.05.03-04-SRTM DEM applied–(top-left) σ 0
E mosaic,

(top-right) γ 0
E mosaic, (bottom-left) γ 0

T mosaic, (bottom-right) γ 0
c composite–contains modified Copernicus Sentinel data (2016).

Fig. 8. Potential auxiliary products-Number of local observations versus CQM-Western Alps. (a) No. of local observations in 4-day LRW. (b) No. of local
observations in 6-day LRW. (c) CQM 4-day LRW. (d) CQM 6-day LRW.

Different L1 processing schemes can also be accommodated:
e.g., if users prefer detected L1 single-look-complex (SLC)
products presented in slant range as input, they can be used
instead, or even “mixed” with ground range detected (GRD)

products. Cases can arise where a set of contributing modes
have different inherent resolutions. For example, one might
wish to mix S-1 IW GRDH (10 m samples) and Extra
Wide-swath (EW) GRDM (40 m samples) into a single
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Fig. 9. Composite Quality versus slope for (a) 4-day and (b) 6-day composites
over Western Alps at elevations above 1000 m–Green line is median, red
shows number of occurrences with given slope in data set.

composite product. Then the user must decide how to treat the
uneven input image resolutions. One can (a) undersample the
IW-GRDH data to the same sample rate as GRDM and proceed
with a uniform input sample interval, or (b) oversample the
GRDM data into the higher sampling rate available in GRDH
data. In the following, we chose the former option in order
to reduce the data volume. Other use cases might favor other
options.

B. Composite Backscatter Resolution

It is important to recall that the backscatter composite has a
better mean spatial resolution than any one of the input SAR
images used to generate it. This is the case because the LRW
prefers to use information from the back-slopes (with high
local resolution) in comparison to fore-slopes (with very poor
local resolution due to foreshortening/layover). As a bonus,
back-slopes provide more looks (more independent observa-
tions). The noise characteristics of the composite backscatter
product are therefore superior to those of the individual input
products due to (a) more looks per image and (b) integration of
information from more images. The composites can be based
on backscatter values with or without denoising applied [40],
[41] at the L1 input stage. In a manner similar to the CQM,
composite “noise maps” generated using the same weights
applied to make the backscatter composite could provide
guidance on local noise levels.

C. Multisensor Integration

The LRW compositing approach enables the integration of
observations from multiple radar modes [e.g., Sentinel-1 IW
and EW or Radarsat-2 ScanSAR Wide Swath Beam Combi-
nation A (SCWA)] but also from different sensors. In cases

where the sensors observe at the same wavelength [e.g.,
Sentinel-1 (S-1) and Radarsat-2 (RS2) or Radarsat Constel-
lation Mission (RCM)], then given that all sensors meet
consistently high standards of geometric and radiometric cali-
bration, the LRW-backscatter composites can benefit from an
increased diversity of viewing geometries rather than suffer
from it, as is the case in single-track analyses or InSAR
combinations that require repeat passes. For example, S-1 data
crossed with RS2 or RCM will not likely be able to offer
systematic InSAR pairs, but their L1 backscatter products can
be combined into hybrid backscatter maps using the LRW
approach.

An example of the differences between evaluations of a
region given data only from a single sensor, or by integrated
calibrated “hybrid” multisensor retrievals is shown in Fig. 10.
A DEM based on the Canadian DEM (CDED) data set [42]
was used during RTC product generation. For the period
of August 2–3, 2016, in Fig. 10(a), an LRW-backscatter
composite of Ellesmere island is shown that was based on
RS2 data only. In Fig. 10(b), an LRW-backscatter composite
is shown for the same region and time period that was based
on S-1A data alone. S-1B had not yet been commissioned
when these data were acquired. S-1A mainly covered only the
southern part of the region, and RS2 mainly the eastern central
portion.

In Fig. 10(c) an integrated LRW taking data from both
S-1A and RS2 is shown. This is the first known instance
of a composite based on calibrated multisensor SAR input.
Each sensor’s tracks have individual terrain-induced distor-
tions that were first corrected (RTC product generation) and
then used to locally weight each sensor’s contribution to the
composite (LRW ARD product generation). The coverage is
much wider than either in isolation. Note that no obvious
“edge” effects are visible at the boundary between S-1A and
RS2 acquisitions. LRW products from our processor were
recently used to demonstrate that single-day temporal reso-
lution is becoming possible with SAR sensors [35], becoming
competitive with the coverage and revisit of passive microwave
and scatterometer sensors while providing orders of magnitude
of improvement in spatial resolution. Multiple sensors can
be combined at appropriate “Application Readiness Levels”
(ARL), as introduced in [43]. ARL-1 through ARL-3 cat-
egorize sensors according to their compatibility. Seamless
ARL-3 backscatter coverages of the types shown here are well
suited to the direct integration of multiple virtual constellations
for regional or global terrestrial monitoring.

D. Seamless Wide-Area Composites

Users of a radar composite need not always know the
ultimate origin of each backscatter observation used to build
up the 2-D maps they analyze. These composites are not
simple “mosaics” of independent images, but actual merged
composite outputs, wherein overlapping regions the quality of
the composite improves upon the individual inputs. Note that
no “feathering” was applied at the edges between individual
acquisitions: a hard cutover was always applied. The guarantor
for the lack of edge effects between individual acquisitions is
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Fig. 10. Single versus multisensor HV-pol. backscatter composites-
(unobserved voids white)-August 2–3, 2016-Ellesmere Island, Nunavut,
Canada-(a) RS2 only (SCWA), (b) S-1A only (EW), (c) S-1A combined with
RS2-Universal Transverse Mercator (UTM) zone 22 map projection–contains
modified Copernicus Sentinel data (2016)-RADARSAT-2 Data and Prod-
ucts MacDonald Dettwiler and Associates Ltd. (2016)-All Rights Reserved.
RADARSAT is an official trademark of the CSA.

that both data sources meet strict geometric and radiometric
calibration requirements [24], [44]. The method is applicable

to single, dual- or quad-pol data sets, and not dependent on
the availability of the full scattering matrix [45].

Proper terrain-corrections ensure that no significant
beam-edge artifacts are visible. Being able to combine data
from multiple radar sensors could offer 1–2 day temporal
resolution over wide regions, opening up research questions
and applications that base their analysis on 2-D change detec-
tion to wide-area coverage. It is also more cost-effective to
cooperate among space agencies, as services built on their
satellite constellation become less sensitive to a single point
of failure.

Examples of wide-area composites covering the whole of
the European Alps are shown in Fig. 11. Alpine wide-area
mosaics have been generated since the first release of
Sentinel-1A data in Oct. 2014. In the following, we show three
sample images illustrating the seasonal progression of snow
melting in the Alps from Jan. through May 2017. In these
cases, first 10 × 10 multilooking was applied to the input
GRDH products, RTC processing was performed, and LRW
was applied. This was performed for a set of (overlapping)
time windows. In the first example, a time-window of 12 days
was used. Fig. 11 shows a series of three wide-area backscatter
composites calculated using the LRW approach. The backscat-
ter range was set identically for all 3 RGB channels (−21 to
−6 dB). A 12-day window length was applied. Note how rela-
tively high backscatter is seen during the winter in Fig. 11(a),
with melting (lower backscatter) evident in the March image
seen in Fig. 11(b). The melting is seen to be more intense and
extends also to higher elevations by May, as seen in Fig. 11(c).
The progression of melting from lower elevations to higher
is made even clearer in the RGB-overlay of three 12-day
composites shown in Fig. 12. The highest peaks appear yellow,
as their backscatter remained high (from the dry snow present
locally) in the first two time-windows (bright red and green
channels), only reducing in the final composite (dark blue
channel). Short time windows can increase the probability
of parts of the composite having a “single source”, which
can increase the likelihood of having a visible edge within
a composite.

E. Wet Snow and Ice Mapping

Optical sensors see snow clearly in the absence of clouds,
but they are not able to differentiate well between dry and
wet snow. C-band radar sensors provide an extra layer of
information: the backscatter they receive is modulated strongly
by wet snow [46], while dry snow is often nearly transparent.

Mapping wet snow is important for hydrology [47] and
run-off models [48]. Mapping wet snow particularly in the
mountains is important, as (a) that is where snow lies for
extended periods, and (b) snow-laden mountains provide a
water source to many people for many months when alterna-
tive sources are not easily accessible [49]. LRW backscatter
composites provide wide area coverage with an otherwise
unknown combination of high geometric accuracy, radiomet-
ric calibration, and consistent local resolution. Wet snow
has traditionally been mapped by comparing new incoming
“candidate” images with a dry cold reference backscatter
image, and delineating image regions where the backscatter
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Fig. 11. Time series of wide-area Sentinel-1 VH-pol. backscatter composites with 12 day time windows in 2017 covering the Alps–(a) 2017.01.01-12,
(b) 2017.03.26-04.06, (c) 2017.05.13-24–Lat/Lon 43.5-49◦ N; 5.5-17.5◦ E–SRTM applied—contains modified Copernicus Sentinel data (2017).
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Fig. 12. Alpine snow melt visualized in RGB overlay of three LRW Sentinel-1 VH-pol. backscatter composites; each color channel corresponds to the
following date ranges—Red: 2017.01.25-02.05, Green: 2017.04.01-12, Blue: 2017.06.18-29—Lat/Lon 43.5-49◦ N; 5.5-17.5◦ E—SRTM applied—contains
modified Copernicus Sentinel data (2017).

Fig. 13. Alpine forest time series. (Top) Sentinel-1 VV-pol. backscatter from coniferous forests. (Bottom) VH-pol. backscatter from broad-leaved forests.
The number of investigated pixels (n) was comparable for both forest types—medians in blue, quartiles in green-Lat/Lon 43.5-49◦ N; 5.5-17.5◦ E—contains
modified Copernicus Sentinel data (2014–2020).

is significantly lower than the reference [50], [51]. This relies
on a stream of strictly single-track acquisitions, with dry
cold reference images precalculated for each track [52], [53].
The temporal resolution is tied to the repeat-pass interval.
Studies of requirements for snow products in the past [7],
[54] have requested daily temporal resolution–however, this
has never been achieved over wide areas: neither with optical
sensors (due to cloud cover) nor radar (due to longer revisit
intervals). Using LRW wide-area composites, one is able to
provide maps with large spatial coverage with the temporal
resolution not directly tied to the orbital repeat interval,
while simultaneously ensuring use of a consistent dry cold

reference and more homogeneous local resolution, especially
in mountainous regions [55], [56].

F. Land Cover Monitoring

Fig. 13 illustrates a longitudinal time series of backscatter
signatures retrieved from LRW composites covering the Alps
from 2014 to 2020. Backscatter from CORINE land cover
2018 [57] forest class regions were extracted after 3 × 3 ero-
sion to reduce edge contamination. The backscatter statistics
for each forest type were then evaluated through time. As seen
in Fig. 13(top) the conifer VV-pol. backscatter regularly rises
in the summer and falls in the winter, possibly due to needle
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growth [33]. A seasonal trend with an opposite phase is seen
in VH-pol. within broad-leaved forests in Fig. 13(bottom).
This may be caused by stronger backscatter from branches
and/or a stronger ground scattering component in the leaf-off
state [33]. Thaw events occasionally introduce ambiguity in
midwinter, esp. in VH-pol. Quartile backscatter intervals are
marked in green above and below the blue median. Similar
backscatter trends were reported in local Alpine test sites
in [33] and [58]. Backscatter composites generated via this
LRW method have been successfully used to monitor the
phenology and classify different types of forest [33] and for
change detection on short time scales, e.g., to detect windthrow
in forests after a storm [34]. Achieving a seasonal overview
of Alpine conifer backscatter would be more challenging
using single-track approaches based on L1 products [3], but it
becomes a relatively quick task given the availability of L3 [3]
backscatter composites. Single-track approaches do not inte-
grate information from other viewpoints and are hence subject
to higher noise levels.

V. CONCLUSION AND RECOMMENDATIONS

We demonstrated backscatter composites that fulfill the
definition of L3 products [3]. LRW composites are generated
on uniform space-time scales, have completeness and con-
sistency properties (seamless wide-area coverage with RTC),
and cover complete regions mosaicked together from multiple
orbits. To our knowledge, no previously proposed backscatter
mosaicking methodology has fulfilled these criteria, often
lacking RTC and always exhibiting inconsistent geometric
resolution over areas with steep terrain. Our methodology is
also the first to demonstrate seamless multisensor integration.

Space agencies have until now developed constellations
that included a maximum of a few radar imaging platforms.
With “new space”, we are entering an era with possibly
larger constellations [59]–[61] (e.g., ICEYE [62], [63], Capella
Space [64]) and this may enable the attainment of daily
coverage (at X-band) by combining data acquired in different
geometries. Only limited spatial coverage will be possible
in cases where solely spotlight or stripmap narrow-swath
acquisitions are available-it will be possible to extend the
size of the region covered at a high temporal resolution if
instead predominantly wide-swath acquisitions are available
[e.g., ScanSAR or Terrain-Observation with Progressive Scans
SAR (TOPSAR)]. Using wide-swath modes, operators are
encouraged to exploit a nominal incident angle range that
endeavors to stay within a consistent backscatter regime (e.g.,
as Sentinel-1 IW). In the future, there will likely be a trend
to naturally introduce this data into the mix of existing
institutional data streams. These trends underline again the
need for powerful techniques for constructing composites.

Comparing the two major methods of wet snow detec-
tion, one may note the following. Ensuring that ascending/
descending acquisitions are acquired close in time allows
composites generated from their data to maintain a narrow
time-tag [65]. Single-track/mode methodologies are tied to
a single sensor setting and best suited to “data poor” envi-
ronments. Backscatter composite methodologies are open to
combining inputs from multiple SAR sensors and modes,

whether that be e.g., IW + EW in the S-1 case, or S-1
IW + EW + RS2 SCNB + SCWA (ScanSAR Narrow Beam
Combination B and ScanSAR Wide Beam Combination A).
They are best suited to “data rich” environments. Multiple
beam modes may even be acquired in different tracks/relative
orbits. Diversity in the details of the acquisition modes
being integrated is not a hindrance. On the contrary, it can
provide extra information, e.g., by providing measurements
in mountain valleys in perpetual radar shadow given only
a different sensor’s set of available geometries. Although
backscatter composites from LRW show their largest ben-
efits in mountainous regions where the high resolution on
backslopes is harnessed, they do not lose applicability also
in comparative flatlands. In flat smooth terrain, differences
caused by individual viewing geometries may remain apparent
(e.g., copol. Bragg scattering on water). Depending on their
relative strength, without further corrections, these may hinder
interpretation of local backscatter behavior in the composite,
detracting from the “analysis readiness” of the L3 data set.

The following recommendations are made:
1) Over mountainous regions, radar satellite acquisition

plans should stress ascending/descending tracks to be
planned with as little delay as possible to ensure
temporal coherency (these requirements can vary with
application-e.g., for wet snow: daily).

2) Consideration should be given to adding level 3 [3]
analysis ready wide-area backscatter composites to the
standard product families of radar satellites.

3) Space agencies may consider consulting with each other
to define a possible test region with a harmonized
acquisition pattern [65] for the study of improvements to
composite backscatter temporal resolution. For example,
were the full complement of S-1 and RCM satellites to
participate in monitoring a springtime melt process over
a mountainous region, the temporal resolution would be
significantly improved. Improving the temporal resolu-
tion will be advantageous in capturing leaf emergence,
monitoring leaf fall, and generally in change detection
(e.g., mapping wet snow or windthrow).

By adding wide-area calibrated geocoded backscatter products
to their standard offerings, space agencies would make their
data much more accessible to a wide spectrum of users,
encouraging the development of new applications.
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