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Abstract— This article proposes a method for estimating the
Doppler power spectrum (DPS) of a weather radar via minimum
mean square error (MMSE). In order to detect severe weather
phenomena that mostly occur within the lowest few kilometers
of the atmosphere, weather radars have to direct their beams
at low elevation angles, and the received signals from such
observations usually contain reflections from the ground and
buildings, so-called ground clutter. The MMSE estimator, which
is an adaptive spectral estimator, allows weather radar DPSs to be
obtained with excellently reduced ground clutter contaminations.
The MMSE estimator was examined by numerical simulations,
which supposed various precipitation and ground clutter scenar-
ios and DPS estimation parameter values. The MMSE estimator
provided DPSs almost as accurate as those from the traditional
Fourier and windowed Fourier estimators in simulations with no
ground clutter and much better DPSs than those estimators in the
presence of ground clutter. Furthermore, the MMSE estimator
gave better suppression of ground clutter contamination than the
Capon estimator, which is another adaptive spectral estimator.
As a result of statistical evaluations, ground clutter signals with
a strong clutter-to-noise ratio of 70 dB appeared only in a
narrow velocity range of the MMSE DPS, from −2 to 2 m/s, and
caused degradation of the mean and standard errors outside
this velocity range by just 1 dB. The MMSE estimator was
also applied to signals received by actual weather radar, and
DPS estimation of precipitation signals with similarly low ground
clutter contamination was demonstrated.

Index Terms— Adaptive filter, Doppler spectrum, weather
radar.

I. INTRODUCTION

A WEATHER radar’s Doppler power spectrum (DPS)
represents the Doppler velocity profile of power received

from hydrometeors in a target volume and is typically output
by current weather radars. A weather radar’s range from tens
to hundreds of kilometers gives it many advantages over
spot anemometer observations, and radar Doppler velocity
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measurements are widely used to reduce or avoid severe
weather damage in various applications [1].

Severe weather is occurring more frequently than in the past
and bringing greater risks, particularly to urban areas. There-
fore, there is an increasing demand for early detection and
warning of severe weather phenomena, for which we purpose
that a network of small weather radars is better than a single
long-range weather radar [2]. Chandrasekar et al. [3] deployed
a network of X-band weather radars in the Dallas-Fort Worth
area that had various practical applications. In Japan, X-band
weather radars have been deployed nationwide, and redundant
observations are being made of urban areas in particular [4].
A network of Ku-band weather radars, which have very
localized coverage of a few tens of kilometers and a very
high range resolutions on the order of several meters, has
been constructed and evaluated for research purposes [5]–[7].
Furthermore, an X-band phased array weather radar (PAWR)
designed specifically for severe weather detection with a high
temporal resolution of 30 s for a full-volume scan has been
developed and is now in test operation [8].

When observing urban areas, weather radar DPSs are heav-
ily contaminated by ground clutter due to the high concen-
trations of buildings. Moreover, the contamination becomes
more serious when observing at the lower elevation angles
where severe weather occurs. Even outside urban areas, both
precipitation and ground clutter signals typically appear in the
DPSs of many observations. While precipitation signals span
a wide range of Doppler velocities, ground clutter appears
in a narrow band of velocity components around the zero
velocity [9]. Most weather radars use a signal processing
method to filter DPSs for eliminating ground and sea clutter,
erroneous outliers, and so on. For ground clutter suppression,
near-zero-velocity components in DPSs are cut and filled by
considering the continuity of velocity components [11]. This
method can almost completely extract a pure precipitation
signal from a DPS when it does not overlap with a ground
clutter signal. In a DPS in which these overlap, however,
near-zero-velocity components of the precipitation signal are
discarded when the ground clutter signal is removed and
cannot, in principle, be completely repaired.

The traditional DPS estimator is based on the Fourier
method. When strong ground clutter exists, heavy contamina-
tion caused by sidelobes are present in all velocity components
of a DPS and smear any precipitation signal (so-called spectral
leakage). The filtering method described above cannot be
successfully applied in this case. Although a windowed Fourier
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method can obtain a DPS with reduced sidelobes, it broadens
both the ground clutter and precipitation signals in the DPS.
A widened ground clutter mainlobe has a higher probability
of overlapping with a precipitation spectrum, and when such
overlap occurs, the precipitation signal is heavily degraded
by the removal of many near-zero velocity components. Even
when there is no overlap, the precipitation signal is distorted by
the spectral broadening. This article defines “spectral broaden-
ing” as an effect that broadens a DPS as the result only of the
DPS estimation process. More generally, “spectral broadening”
occurs not only due to the DPS estimation process but also
due to turbulence, variations of hydrometeor movements, and
so on. For general spectral estimation, it is well known
that adaptive estimators, such as the Capon method [12],
can effectively suppress sidelobes without causing spectral
broadening.

This article proposes a method of adaptive DPS estimation
via a minimum mean square error (MMSE) framework. The
MMSE framework was proposed in our previous research on
phased array digital beamforming and realized the estimation
of the precise angle profile of received power by excel-
lently suppressing antenna sidelobes [13]. Since the Doppler
spectral analysis is in principle equivalent to phased array
beamforming, as explained in Appendix A, it is analogously
expected that a DPS estimator via MMSE can suppress ground
clutter contamination caused by sidelobes and can make a
precipitation signal detectable and correctly estimable even in
the presence of strong ground clutter.

In the following, Section II presents a signal model
of weather radar Doppler spectral analysis as a preface.
The methodology of the MMSE estimator is elaborated in
Section III, in which the traditional Fourier and windowed
Fourier estimators and the Capon estimator are also explained.
In Section IV, the characteristics of the MMSE estimator are
compared with the traditional estimators, and its accuracies are
statistically evaluated by numerical simulation. In Section V,
MMSE-estimated DPSs calculated from actual weather radar
observation signals are presented. Section VI discusses the
dependencies of estimation accuracy on detailed parameters
of the MMSE process. Section VII concludes this article.

II. SIGNAL MODEL

A weather radar typically emits pulses at a repetition fre-
quency [pulse repetition frequency (PRF)] of several kilohertz
and receives pulses backscattered by hydrometeors. A signal
from hydrometeors in a target volume (that is, in a gate at a
desired distance) is obtained by sampling the received signal
at the PRF with a delay time corresponding to distance. The
signal due to a single moving hydrometeor is supposed to
appear in the received signal as a constant-frequency wave,
the properties of which are determined by a complex amplitude
and the Doppler velocity of the hydrometeor. The principle of
superposition gives the received signal from multiple hydrom-
eteors as the summation of the signals of each individual
hydrometeor, expressed as

y =
∑

ν∈�

χνθ ν + n (1)

where y denotes a received signal at an arbitrary distance
(delay time), which is digitized into N samples as

y = [
y(1) y(2) . . . y(n) . . . y(N)

]T
.

N is also the number of transmitted pulses. χν depends on the
complex scattering amplitude of the νth hydrometeor in the
target volume. θ ν is a constant-frequency wave corresponding
to the νth hydrometeor, represented as

θ ν = [
θ(1)
ν θ (2)

ν . . . θ (n)
ν . . . θ (N)

ν

]T

where θ(n)
ν = exp( j2π fνn�t ) and fν is the Doppler frequency

shift due to the motion of the νth hydrometeor. �t is the dis-
cretization step size (the reciprocal of the PRF). � represents
a set of hydrometeors in a target volume. n is an N-vector
of additive noise which is supposed to be a complex normal
random. Specifically, E[n] = 0, and E[nnH] = σ 2

n I .
The received signal from a target volume can be

approximated as

y ≈
M/2−1∑

m=−M/2

xm sm + n (2)

where

xm =
∑

ν∈�m

χν

and

sm = [
s(1)

m s(2)
m . . . s(n)

m . . . s(N)
m

]T
.

s(n)
m = exp( j2πm� f n�t ) is defined. �m represents a set of

hydrometeors that have Doppler shifts from (m − 1/2)� f to
(m + 1/2)� f . � f (≤ (N�t )

−1) must be sufficiently small.
Now, 2 can be expressed in the matrix form as

y ≈ Sx + n (3)

where

S = [
s−M/2 s−M/2+1 . . . sm . . . sM/2−1

]

and

x = [
x−M/2 x−M/2+1 . . . xm . . . xM/2−1

]T
.

When M = N = (�t� f )
−1, S is a row-switching transforma-

tion of the inverse Fourier matrix. When M ≥ (�t� f )
−1 ≥ N ,

furthermore, 2 and 3 become equalities because θν can be
decomposed by a Fourier series of S.

III. DOPPLER SPECTRAL ESTIMATORS

Doppler spectral estimation is expressed by

x[μ] = W [μ]H
y (4)

where x[μ] is an estimated (complex) spectrum. An estimated
DPS can be obtained by applying the absolute square function
to each element of x[μ]. W [μ] is a matrix for Doppler spectral
analysis that is determined by an estimator. In this article,
the superscript [μ] denotes the type of estimator: [ f ]: Fourier
estimator; [h]: windowed Fourier estimator; [c]: Capon esti-
mator; or [m]: MMSE estimator. These four estimators are
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categorized as nonparametric spectral estimators because they
do not assume any models on signals y. Parametric spectral
estimators that assume a parametric random process model are
also well known. A typical method of such parametric spectral
estimators is based on an autoregressive (AR) model [14,
Ch. 3], which is discussed in conjunction with weather radar
received signals in [1, Ch. 20a]. This article briefly compares
the MMSE estimator to the AR estimator in Appendix B.

A. Fourier and Windowed Fourier Estimators

Fourier estimation is the fundamental approach for Doppler
spectral analysis. A Fourier spectrum x[ f ] is estimated by

x[ f ] = W [ f ]H
y (5)

where

W [ f ]H = 1

N
AH.

A is defined as

A = [
a−M �/2 a−M �/2+1 . . . am� . . . aM �/2−1

]

am� = [
a(1)

m� a(2)
m� . . . a(n)

m� . . . a(N)
m�

]T

where a(n)
m� = exp( j2πm ���

f n�t). The primes indicate that
� f and M (and m) are obtained from the weather radar’s
specifications and are not necessarily the same as those in the
signal model. A Fourier DPS is calculated by applying the
absolute square to each element of x[ f ].

To mitigate velocity sidelobes that occur in x[ f ],
the received signal may be multiplied with a window function
prior to Fourier estimation. A windowed Fourier spectrum x[h]
is estimated by

x[h] = W [h]H
y (6)

where

W [h]H = AH diag (h).

h is a vector that digitally expresses the window function
that is normalized as hTh = N−1. When h is rectangular,
6 is equivalent to 5. The windowed Fourier DPS is calculated
by taking the absolute square of each element of x[h]. It is
known that, for a single velocity component, its sidelobes
are suppressed, and the mainlobe is broadened in the win-
dowed Fourier DPS compared with the (nonwindowed) Fourier
DPS [9]. In practice, it is necessary to use an aggressive
window function, which brings large spectral broadening, only
when strong ground clutter exists.

B. Capon Estimator

The Capon estimator is also called the maximum likelihood
method. It is obtained as the minimum power estimation at
each arbitrary Doppler velocity, which is expressed by

x[c] = W [c]H y (7)

where

W [c]H = {(AH R−1 A) � I}−1 AH R−1.

R = E[ y yH].

The Capon DPS is obtained by applying the absolute square
to each element of x[c]. E[•] indicates the expectation. The
expectation has to be approximated by an finite number of
received signals y, and N received signals are at least neces-
sary to invert R. In weather radar DPS estimation, a single
received signal is obtained at a range gate and angle. Although
several similar signals can simultaneously be acquired at its
adjacent range gates or adjacent angles, even with them,
the number of received signals does not reach N in most
weather radars. As explained in [14, Ch. 6], otherwise, an
invertible R is approximately calculated with a received signal
which contains (2N −1) elements. To obtain y with (2N −1)
samples, however, weather radars have to spend longer time
observing each direction.

This article instead defines a concatenated received signal
as y[c] = [ yT yT

a1 yT
a2 . . .]T. ya1, ya2, . . . are the received

signals at adjacent range gates or adjacent angles, which are
simultaneously measured with y. By using y[c], a practical
approximation for calculating R can be derived in a similar
manner to [14, Ch. 6] as

R[c] ≈ 1

N � − N + 1

N �−N+1∑

n=1

y[c]
n y[c]

n
T

(8)

where N � is the number of elements of y[c]. y[c]
n is an N vector

containing the nth to (n + N − 1)th elements of y[c]. Similar
to [14, Ch. 6], N � must be greater than or equal to (2N − 1)
in order to make R[c] invertible. In the concatenated received
signal y[c]

n , for example, there is no correlation between the
N th and (N + 1)th elements. This is because the N th and
(N + 1)th elements of y[c], respectively, correspond to the
N th element of y and the first element of ya1, and y and ya1
are obtained from different sets of hydrometeors. Thus, R[c]
does not converge to R even though N � increases.

Note that the diagonal loading method [10], which is
well-known to make a covariance matrix invertible by adding
a diagonal matrix with a small magnitude, is not considered
in this article because it involves a problem how to determine
the magnitude.

C. MMSE Estimator

A derivation of the MMSE estimator for phased array beam-
forming is elaborated in [13]. Applying the MMSE framework
to the Doppler spectral analysis (see Appendix A for the
equivalency between the phased array beamforming and the
Doppler spectral analysis), MMSE estimation is carried out as
the following iterative procedure:

x[m]
(l) = W [m]

(l)

H
y (9)

where

W [m]
(l)

H = {(
AH R−1

(l−1) A
) � I

}−1
AH R−1

(l−1)

R(l−1) = A�x(l−1) AH + �n

�x(l−1) = E
[
x[m]

(l−1)x[m]
(l−1)

H]
.

x[m]
(l) denotes the MMSE spectrum of the lth iteration, and

x[m]
(0) = x[ f ] is defined. As with the other estimators, the
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TABLE I

SIGNAL SIMULATION PARAMETERS

MMSE DPS (of the lth iteration) is calculated by applying the
absolute square to each element of x[m]

(l) . �x(l) is approximated

to an arithmetic mean as (x[m]
(l) x[m]

(l)

H
)� I , where the arithmetic

mean is taken over multiple independent received signals
obtained from adjacent range gates or angles. �n = E[nnH] =
σ 2

n I is defined, and σn is assumed to be known. The addition of
the diagonal matrix �n makes R(l−1) invertible. The addition
of �n may look similar to the diagonal loading method. In
contrast that the diagonal loading method does not determine
its loading magnitude, the MMSE estimator can calculate the
magnitude from the noise level. Iteration is continued until the
difference between x[m]

(l) and x[m]
(l−1) becomes sufficiently small.

This article applies an iteration termination criterion using σn

as
∥
∥x[m]

(l) − x[m]
(l−1)

∥∥2
2 < δ

M �

N
σn

2 (10)

where δ should be small so that the iterative updates are
sufficiently smaller than the noise level.

It is noticed by comparing 7 with 9 that the Capon and
MMSE estimators are quite similar and differ only in the
approximate calculations of their covariance matrices, R[c]
(Capon) and R(l−1) (MMSE). As stated in the Section III-B,
the Capon estimator applies an approximation of 8, in which
the vector concatenation obstructs R[c] converging to R. In
contrast, the MMSE estimator approximates the calculation of
�x(l−1) , which is based on an assumption that every couple of
x[m]

(l) elements are independent. The assumption in the MMSE
estimator is consistent with the characteristics of the weather
radar received signal.

IV. PERFORMANCE

The accuracy and computational complexity of the MMSE
estimator were evaluated by numerical simulation. The sim-
ulated signals received by a weather radar were synthesized,
and their DPSs were estimated. The parameters of the weather
radar and the estimation processes are summarized in Tables I
and II, respectively. Table I supposes a typical X-band weather
radar with a carrier frequency of 9.5 GHz.

A. Signal Simulation

The simulated received signals containing precipitation and
ground clutter signals were synthesized based on [15], [16].
Each DPS of a precipitation or ground clutter signal was
represented by a Gaussian function with a certain parameter
set. The parameter sets were varied, as shown in Table I.

The powers of precipitation and ground clutter signals were
represented by relative values to the power of noise, that is,
the signal-to-noise ratio (SNR) and the clutter-to-noise ratio
(CNR), respectively. The frequency axis of DPSs was defined
by the Nyquist frequency of 20 kHz, and the number of digital
samples of the simulated received signal M was set to 4,096.
In other words, the frequency axis was digitally defined from
−10 to 10 kHz with a step size of 20/4096 kHz (strictly
speaking, the maximum frequency was 10–20/4096 kHz.) The
principle of the radar Doppler spectral analysis converts the
frequency axis to a velocity axis, which was from −157.89
to 157.82 m/s with a step size of 0.08 m/s. The velocity
axis covered a sufficiently wide range considering the natural
Doppler velocities of precipitation and was sufficiently fine for
the approximation of 2.

A complex spectrum of precipitation was generated as
elementwise products of square roots of a precipitation DPS
and a sequence of complex normal random numbers. A com-
plex ground clutter spectrum was also generated in the same
manner. Summation of these two complex spectra results in a
simulated x. Equation 3 gives a noise-added received signal in
the time domain, y. Here, the PRF (�−1

t ) was set to 2.5 kHz,
and the number of transmitted pulses N was 32, 64, or 128.
For additive noise n, σn is relative to the powers of the
precipitation and ground clutter signals.

Fig. 1 shows an example of a simulated signal. The pre-
cipitation signal in this example was defined with a power of
10 dB (SNR), a mean velocity of 4 m/s, and a spectral width
of 2 m/s, and the ground clutter signal had a power of 30 dB
(CNR). The absolute square of x is shown as a black line.
DPSs of the precipitation and ground clutter signals, of which
x consists, are shown as blue and green lines, respectively. The
black line is almost overlapped by the green and blue lines.
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Fig. 1. Example generated signal simulating a precipitation signal of 10-dB
(SNR) power, 4-m/s mean velocity, and 2.0-m/s spectral width and a 30-
dB (CNR) ground clutter signal. The reference was calculated by supposing
N = 32.

The blue dashed line indicates a DPS of precipitation, which
is calculated by using a mainlobe of the Fourier estimator.
Specifically, its complex DPS is calculated as

x[t] = {(W [ f ]H
A) � E}x̂ (11)

where x̂ denotes the complex spectrum of a precipitation
signal. E is a matrix of size W [ f ]H A. Each row of W [ f ]H A
represents a (velocity) ambiguity function of the Fourier
estimator, and the ambiguity function has a mainlobe and side-
lobes. E works to discard the sidelobes, that is, its elements
that correspond to the Fourier estimator’s mainlobe are set to
one; otherwise, they are zero. For Fig. 1, x[t] was calculated
by setting the number of transmitted pulses N to 32.

x[t] is the reference DPS in weather radar DPS estimations.
Radars that observe distributed targets (such as weather radars)
postulate that a component of measurement contains signals
from many particles (hydrometeors). As in 2, a velocity
component of complex spectra is defined as the summation
of complex scattering amplitudes of hydrometeors in a range
of Doppler velocities �m . With a weather radar, the temporal
length of a received signal (N�t ) is defined in its specification
and determines an ambiguity function’s mainlobe that works to
sum the complex amplitudes of hydrometeors. The mainlobe
depends on the DPS estimator employed, and the Fourier
estimator produces a mainlobe with the minimum achievable
width.

B. DPS Estimation

The specifications of DPS estimations in the simulations are
summarized in Table II. The number of frequency samples
M �, which is a parameter of A in 5, was set to 512. Since
the PRF (�−1

t ) is 2.5 kHz, the frequency axis of the estimated
DPS is then from −1.25 to 1.25–2.5/512 kHz with a step
size of 2.5/512 kHz. This was converted to a velocity axis
from −19.74 to 19.66 m/s with a step size of 0.08 m/s.
The Hamming window [17] was adopted for the windowed
Fourier estimations except for cases with a large CNR of 70
dB, for which the Blackman window, which is well known to

Fig. 2. Examples of DPS estimation results with N = 32, a precipitation
signal of 10-dB (SNR) power, 4-m/s mean velocity, and 2-m/s spectral width
and a ground clutter signal of 30-dB (CNR) power.

have small sidelobes, was applied. For the Capon estimator,
it was assumed that five independent received signal were
used, that is, N � = 5N . For the MMSE estimator, the same
number of independent received signals was used for R(l).
The termination criterion of the MMSE estimator’s iteration
process was based on 10 with δ = 10−2.

Fig. 2 shows examples of DPSs estimated by the Fourier,
windowed Fourier, Capon, and MMSE estimators as blue,
green, yellow, and red lines, respectively. The reference (pre-
cipitation) DPS is overplotted as a black line. The DPSs were
calculated from the simulated signal of Fig. 1. With the Fourier
DPS, the precipitation signal is smeared by ground clutter
contaminations caused by sidelobes. Although the windowed
Fourier estimation reduces the sidelobes and makes the pre-
cipitation detectable, it broadens the ground clutter signal that
interferes with the precipitation signal over a wide range of
around-zero Doppler velocities. The Capon estimator narrows
the ground clutter signal and has reduced sidelobes compared
with the Fourier estimator. However, the first and second
sidelobes cogenerated by the ground clutter are seen at the
Doppler velocities from roughly −4 to −2 m/s. They are
expected to appear on the positive velocity side at higher
CNRs although they are not prominent here since they have
less power than the precipitation signal. In the MMSE
estimation, ground clutter contaminations due to sidelobes do
not appear, and the ground clutter signal is sharply estimated
and interferes with the precipitation signal only in a narrow
range of around-zero Doppler velocities.

C. Accuracy

1) DPSs Without Ground Clutter: Fig. 3 shows examples of
estimated DPSs without ground clutter (a CNR of −∞ dB).
Fig. 3(a)–(c) corresponds to the simulations with precipitation
signals with powers of 10, 20, and 30 dB (SNR), respectively.
In these simulations, a mean velocity of 4 m/s and a spectral
width of 2 m/s were defined for the precipitation signals, and
N was set to 32. The Fourier estimation accurately reproduced
the reference in Fig. 3(a) because it does not produce spectral
broadening, and its sidelobes are not remarkable with a
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TABLE II

SPECIFICATIONS OF DPS ESTIMATION

precipitation signal power of 10 dB (SNR). Fig. 3(b) and (c)
shows the effect of sidelobes due to precipitation signals of
20- and 30-dB (SNR) powers, respectively. The windowed
Fourier estimator is accurate with a precipitation signal of
10 dB (SNR), as with the Fourier estimator, and does not
show the sidelobe effect even with 20- and 30-dB (SNR)
power signals. Spectral broadening brought by the window
function is not significantly seen in any of the plots of Fig. 3.
The Capon estimator, despite the approximation of 8, works
in these simulations. In the Capon DPS, underestimations are
seen particularly around 4-m/s Doppler velocity in Fig. 3(a)
and 6 m/s in Fig. 3(b). It is considered that these were caused
by the principle of the Capon estimator, that is, the minimum
power estimation. The Capon estimator, moreover, produced
sidelobes smaller than those of the Fourier estimator, as can
be seen around Doppler velocities of 13 m/s in Fig. 3(c). The
MMSE DPSs show underestimations similar to the Capon
DPSs [see around 6 m/s in Fig. 3(b)]. However, the effects
of its sidelobes that are apparent in the Fourier and Capon
estimations are not seen. Fig. 4(a) and (b) shows the examples
of estimated DPSs from the simulated precipitation signals
with spectral widths of 1 and 4 m/s, respectively. Since the
simulation has SNR = 10 dB and N = 32, Fig. 4 can
be compared with Fig. 3(a). The MMSE estimator performs,
as well as the other three estimators in cases with spectral
widths representative of real-world observations.

Fig. 5(a)–(d) shows histograms comparing the reference
with Fourier, windowed Fourier, Capon, and MMSE estima-
tions, respectively. In these histograms, a single case cor-
responds to a single velocity component of a DPS. The
histograms were created from two hundred simulations, which
consisted of ten simulations for each mean velocity (0–19 m/s
in 1-m/s increments). All simulations assumed precipitation
signals with 10 dB (SNR), 2-m/s spectral width, and N = 32.
Mean and standard errors between the references and the DPSs
of the four estimators were calculated in dB by considering
cases that were more than the noise level (0 dB) in the
reference, that is, cases in the grayed areas were neglected.
As indicated in the lower right side of each plot, mean
errors of 0.17, 0.13, −1.51, and −0.94 dB resulted from the
Fourier, windowed Fourier, Capon, and MMSE estimations,
respectively. Their standard errors were 3.26, 3.58, 4.19, and
3.65 dB. Fig. 6 shows the dependencies of the mean and
standard errors on SNR.

Fig. 6(a)–(c) were, respectively, obtained from simulations
with precipitation spectral widths of 1, 2, and 4 m/s, that is,
the mean and standard errors indicated in Fig. 5(a)–(d) appear

in Fig. 6(b) at 10 dB (SNR). The Fourier estimator is accurate
particularly with 0- or 10 dB (SNR) precipitation signals. With
heavier precipitation, its high sidelobes increase the mean and
standard errors. The largest mean and standard errors of about
3 dB and 6 dB, respectively, are seen in the 1-m/s spectral
width, 30 dB (SNR) case. The windowed Fourier estimator
is accurate with 0- or 10-dB (SNR) precipitation signals,
similar to the Fourier estimator, and with 20- or 30-dB (SNR)
precipitation signals, its mean errors are suppressed compared
with the Fourier estimator because of its sidelobe reduction.
Its mean and standard errors are about 2 and 5 dB at maximum
with a 1-m/s spectral width and the 30-dB (SNR) power
signal, which are caused by the spectral broadening of the
Hamming window. With the Capon estimator, negative mean
errors appear, which are about 2.5 dB at largest. Although
the negative errors decrease as SNR increases, they were
considered to be canceled by positive errors brought about by
sidelobes. The Capon estimator’s standard errors are the largest
of the estimators for most of the spectral width and SNR
combinations simulated. The MMSE estimator also shows
negative errors, which are around 1 dB or less at spectral
widths of 2 and 4 m/s. With a small spectral width of 1 m/s,
however, the negative error reaches almost 2.5 dB with a
30-dB (SNR) precipitation signal. Regarding the standard
error, the MMSE estimator is similar to the windowed Fourier
estimator except for 1 m/s spectral width, and its standard
deviations are similar to the Capon estimator in cases with
1-m/s spectral width.

Fig. 7(a) and (b) shows the mean and standard errors,
supposing that N = 64 and 128, respectively. Since the
spectral width was set to 2 m/s, these plots can be compared
with Fig. 6(b). The Fourier, windowed Fourier, and MMSE
estimators are improved by increasing N , while the Capon
estimator is not improved so well. The resulting negative mean
errors of the MMSE estimator are less than 1 dB. Fig. 8
shows the results from N = 64 and 128 simulations with
1-m/s spectral width and also shows the MMSE estimator’s
improvement more clearly.

2) DPSs With Ground Clutter: Fig. 9 shows examples of
the estimated DPSs with ground clutter CNRs of 50 and
70 dB. The windowed Fourier estimator adopted the Hamming
window for the simulations with a CNR of 50 dB and the
Blackman window for a CNR of 70 dB. Since the simulations
assumed N = 32 and precipitation signals with a power of
10 dB (SNR), a mean velocity of 4 m/s, and a spectral width
of 2 m/s, the DPSs can be compared with Fig. 2, which
has a 30-dB (CNR) ground clutter signal. The windowed
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Fig. 3. Examples of DPS estimation results with N = 32 and a precipitation
signal of mean velocity of 4 m/s, spectral width of 2 m/s, and powers of
(a) 10 dB (SNR), (b) 20 dB (SNR), and (c) 30 dB (SNR).

Fourier estimator in Fig. 2 utilized the Hamming window. With
the Fourier estimation, ground clutter contaminations due to
sidelobes appear at a CNR of 30 dB, and their levels increase
with CNR. The windowed Fourier estimator has lower ground
clutter contaminations than the Fourier estimator, and any
ground clutter contamination due to sidelobes is not observed
in the 30-dB CNR simulation. However, the contaminations
appear in the 50-dB CNR simulation. At a ground clutter
power of 70-dB CNR, they are not completely suppressed

Fig. 4. Examples of DPS estimation results with N = 32 and a precipitation
signal with a power of 10 dB, mean velocity of 4 m/s, and spectral widths of
(a) 1 m/s and (b) 4 m/s.

to below the noise level even though the Blackman window
was applied. Furthermore, the windowed Fourier estimator
outputs the ground clutter signals more broadly around the
zero velocity than the Fourier estimator, and the estimated
ground clutter signals contaminate more velocity components
of the precipitation signals. The ground clutter signals are
even wider when using the Blackman window compared
with using the Hamming window. With the Capon estima-
tor, although the ground clutter signals are not broadened,
its contaminations due to sidelobes appear. As shown in
Figs. 2 and 9(a), the Capon estimator produces ground clutter
contaminations due to sidelobes which are partially higher than
the windowed Fourier estimator with the Hamming window.
In Fig. 9(b), the ground clutter contaminations of the Capon
estimator are higher than those of the Blackman-windowed
Fourier estimator (when considering outside the broadened
ground clutter signals of the windowed Fourier estimation).
For the MMSE DPSs, meanwhile, ground clutter signals
appear sharply around the zero velocity and do not cogenerate
contaminations due to sidelobes. Precipitation signals are,
therefore, represented by more noncontaminated velocity com-
ponents than the other estimators. Fig. 10 shows how many
velocity components of the MMSE DPSs are not contaminated
by ground clutter, where the vertical axis indicates the mean
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Fig. 5. Histograms comparing the reference with (a) Fourier estimation, (b) windowed Fourier estimation, (c) Capon estimation, and (d) MMSE estimation.
Precipitation signals of 10 dB (SNR) and 4-m/s spectral width and N = 32 are assumed.

or standard error, and the horizontal axis is velocity (half)
width for masking around-zero-velocity components. For
example, errors at 2 m/s of the horizontal axis were calculated
by excluding velocity components in the −2- to 2-m/s range.
That is, Fig. 10 indicates that, by excluding a narrow velocity
range of −2 – 2 m/s, the differences of the mean and standard
error between the no ground clutter case and the case with a
CNR of 70 dB were reduced to less than 1 dB and decrease
further with decreasing CNR. Note that the mean and standard
errors were calculated as in Section IV-C, that is, based on two
hundred simulations with N = 32 and precipitation signals
with 10 dB (SNR) and 2-m/s spectral width.

Fig. 11(a) and (b) shows ambiguity functions of the four
estimators that were calculated when estimating a velocity
component of 3.01 m/s in the simulations of Fig. 9(a) and (b),
respectively. The ambiguity functions were derived as follows.
Substituting (2) into (4) gives

x[μ] = W [μ]H Sx + W [μ]H
n. (12)

The first term of the right side means that an element of x[μ]
is calculated by an average of x weighted by a corresponding
row of W [μ]H

S. For the m �th element of x[μ], the weights of
the average are

ω
[μ]
m� = SHw

[μ]
m� (13)

where w
[μ]
m� is the m �th column of W [μ]. The ambiguity func-

tions for estimating the m �th element of x[μ] were calculated
by applying the absolute square function to each element
of ω

[μ]
m� . All the four ambiguity functions have a mainlobe

(around the desired velocity of 3.01 m/s) and sidelobes.
The Fourier estimator is affected by ground clutter due to
its high sidelobes in around-zero-velocity components. With
the windowed Fourier estimator, although the sidelobes are
suppressed compared to the Fourier estimator, the mainlobe
is broadened. The Capon and MMSE estimators give adaptive
weights that are small at around-zero velocities to cancel the
effects of ground clutter, but the sidelobes out of around-zero
velocities increase. However, such high sidelobes were not
formed where precipitation signals existed, and their effects
were suppressed in the 3.01-m/s velocity component. Since the
MMSE estimator suppresses sidelobes around-zero velocities
more than the Capon estimator, it is less affected by ground
clutter, as ground clutter effects do not significantly appear in
MMSE DPSs shown in Fig. 9.

D. Ground Clutter Analysis

Since signal simulation individually generated precipitation,
ground clutter, and noise signals, a signal received only from
ground clutter can also be created. By applying W [μ] to the
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Fig. 6. Dependencies of mean and standard errors on SNR, evaluated
assuming N = 32 and precipitation signals with spectral widths of (a) 1,
(b) 2, and (c) 4 m/s.

ground clutter signal, an estimated DPS of the ground clutter
can be obtained, and the ground clutter DPS represents the
width and severity of the ground clutter effects. Note that W [c]
and W [m] must not be derived from the ground clutter signal
but from received signals containing precipitation, ground
clutter, and noise signals. Fig. 12 shows ground clutter DPSs
produced by the four estimators. Since the ground clutter
signals of Fig. 12(a) and (b) are, respectively, equal to those
of Fig. 9(a) and (b), the velocity components around the zero

Fig. 7. Dependencies of mean and standard errors on SNR, evaluated by
assuming precipitation signals with a spectral width of 2 m/s. (a) N = 64.
(b) N = 128.

velocity appear quite similar. In Fig. 12, the MMSE estimator
outputs both the ground clutter signals sharply around the zero
velocities and does not affect out of zero-velocity components
as much as the other three estimators.

The ground clutter DPSs are quantitatively evaluated
in Fig. 13. Fig. 13(a) shows the velocity widths of ground
clutter signals as widths of ground clutter. The velocity
widths were calculated as differences of two velocities at
which power is −3 dB from the ground clutter peak level
(−3-dB velocity range) in each of the DPSs; then, the velocity
widths of two hundred DPSs were averaged arithmetically.
Fig. 13(b) shows maximum and mean powers of velocity
components less than −5 or more than 5 m/s as sidelobe
levels. The maximum and mean powers in each of the two
hundred DPSs were calculated and then averaged in dB. The
two hundred simulations assumed N = 32 and precipitation
signals of 10-dB power (SNR) and 2-m/s spectral width. In this
evaluation, the precipitation signals affected only the Capon
and MMSE estimators in the calculation of W [c] and W [m].
The Fourier estimator does not produce spectral broaden-
ing, and it indicated widths around 1.1 m/s. Maximum and
mean sidelobe levels were high in the Fourier estimation and
increased with increasing CNR. Since the windowed Fourier
estimator applied the Hamming window at CNRs of 30 and
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Fig. 8. Dependencies of mean and standard errors on SNR, evaluated by
assuming precipitation signals with a spectral width of 1 m/s. (a) N = 64.
(b) N = 128.

50 dB and the Blackman window at 70 dB, its trend changed
between 50 and 70 dB, which shows that the aggressive
Blackman window suppressed sidelobe levels by sacrificing
ground clutter width. The Capon estimator represented the
ground clutter DPS with widths almost two times narrower
than the Fourier estimator. Its maximum sidelobe levels were
higher than that of the Hamming windowed Fourier estimator,
and its mean sidelobe levels were lower than that of the
Hamming but higher than that of the Blackman. In addition,
its sidelobe levels increased along with CNR, as seen with
the Fourier estimator. The MMSE estimator showed excellent
characteristics compared with the other three estimators: the
ground clutter widths were almost three times narrower than
the Fourier estimator (about 0.4 m/s ), and maximum and mean
sidelobe levels were about −10 and −20 dB, respectively. The
maximum and mean sidelobe levels in the MMSE estimation,
furthermore, were hardly affected by the increase in CNR.

E. Computational Complexity

As explained in Section III-C, the first step of the MMSE
estimation is equivalent to the Fourier estimation. Each of its
iteration steps is similar to the Capon estimation in compu-
tational complexity because a single N × N matrix inversion

Fig. 9. Examples of DPS estimation results with N = 32, a precipitation
signal of power 10 dB (SNR), mean velocity of 4 m/s, and spectral width of
2 m/s and a ground clutter signal of power (a) 50 dB (CNR) and (b) 70 dB
(CNR).

Fig. 10. Mean and standard errors of the MMSE estimator calculated by
excluding around zero-velocity components. Evaluations based on simulations
with precipitation signals of power of 10 dB (SNR) and spectral width
of 2 m/s.

dominates both the calculations. Thus, the computational com-
plexity of the MMSE estimator can be roughly estimated from
the number of iterations steps carried out in the simulation.

Fig. 14 shows the number of the iteration steps in the
simulations that were implemented in Section IV-C. Looking
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Fig. 11. Ambiguity functions for estimating a velocity component of 3.01 m/s
in the simulation shown in Fig. 9. (a) and (b) corresponds to Fig. 9(a) and
(b), respectively.

at simulations assuming precipitation signals with 10 dB
(SNR) and 2-m/s spectral width, the mean, standard deviation,
and maximum values of the number of iterations, steps were
calculated for each combination of CNR and the number of
transmitted pulses (N). Similar to Section IV-C, these statisti-
cal values were calculated from two hundred simulations. For
each N , all the statistical values increase with increasing CNR.
This is probably because large numbers of iteration steps are
needed to reduce the large sidelobe contaminations. On the
other hand, the number of iterations seems to be independent
of N .

V. DEMONSTRATION

The MMSE estimator was demonstrated by applying it to
the actual received signal from a phased PAWR [8]. The signal
was received at an azimuthal angle of 180.37◦ and an elevation
angle of 0.00◦ and was obtained at 16:55:31 on August 7,
2017. Five adjacent range gates were averaged for calculating
R(l). Fig. 15(a)–(c) shows spectrographs derived from the
Fourier, windowed Fourier, and MMSE estimators, respec-
tively. The windowed Fourier estimator adopted the Hamming
window. The horizontal and vertical axes, respectively, indicate
the velocity and distance relative to the PAWR.

Fig. 12. Examples of DPS estimation results in which ground clutter DPSs
were extracted from DPSs of Fig. 9. (a) and (b) corresponds to Fig. 9(a) and
(b), respectively.

The demonstration results in Fig. 15 are consistent with the
results of the simulations in Section IV; that is, the Fourier
estimator leads to heavy contaminations due to its sidelobes,
the windowed Fourier estimator suppresses sidelobes but
results in a spectral broadening of ground clutter signals, and
the MMSE estimator estimates ground clutter with a narrow
width and low contaminations by sidelobes and precipitation
signals are more clearly detectable than with the Fourier and
the windowed Fourier estimations. In the MMSE spectrograph,
however, ground clutter contaminations caused by sidelobes
are seen at a few range gates roughly around 15 and 17.5 km,
which is larger than those in the windowed Fourier spec-
trograph. Although the large contaminations disappear when
using a single received signal for the calculation of R(l),
the MMSE estimator causes a large underestimation just with
a single received signal, as discussed in Section VI.

VI. DISCUSSION

The simulations and demonstration described in Section IV
and V, respectively, show that, with five independent received
signals, the MMSE estimator performs as well the Fourier,
windowed Fourier, and Capon estimators in cases with no
ground clutter and much better when ground clutter is present.
As mentioned in Section III-C, the number of independent
received signals relates to the approximation accuracy of R(l).
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Fig. 13. Effects of ground clutter. (a) Ground clutter width. (b) Maximum
and mean sidelobe levels due to ground clutter.

Fig. 14. Computational complexities of the MMSE estimator estimated by the
number of iterations, which were calculated in simulations with a precipitation
signal of 10-dB (SNR) power and 4-m/s mean velocity.

This section discusses the MMSE estimation accuracy with
respect to R(l).

Fig. 16 shows the relationship between the number of
independent received signals and the MMSE estimator’s mean
and standard errors, which were derived from simulations per-
formed in Section IV. In the evaluation, simulations supposing
N = 32, no ground clutter, and precipitation signals with

Fig. 15. Spectrographs derived from the received signal from a PAWR by
applying (a) Fourier estimator, (b) windowed Fourier estimator, and (c) MMSE
estimator.

a spectral width of 2 m/s were considered. Both mean and
standard errors were improved by increasing the number of
received signals. The errors were rapidly reduced by increasing
the number of received signals from one to three and almost
converged after five.

The accurate approximation of R(l) might not be realized
when there is a drastic change in the range profile of ground
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Fig. 16. Mean and standard errors as functions of the number of independent
received signals, which were calculated by simulations of a precipitation signal
of 2 m/s spectral width and no ground clutter signal.

Fig. 17. Description of off- and on-ground clutter range gates for evaluating
effects of a drastic change of CNR with the distance to the MMSE estimator.

clutter. We evaluate this by supposing a step change of
CNR (from −∞ to 30 dB), as described in Fig. 17. The
received signals at a range gate that is an edge of off-ground
clutter (clutter absent) and on-ground clutter (clutter present)
conditions were simulated, and DPSs were estimated from
the received signals. Fig. 18(a) and (b) shows the DPSs at
the off- and on-ground clutter range gates, respectively. Since
parameters of N = 32 and precipitation signals with a power
of 10 dB (SNR), a mean velocity of 4 m/s, and a spectral width
of 2 m/s are supposed, they can be compared with Fig. 2.
In the off-ground clutter range gate [see Fig. 18(a)], errors
appeared around the zero velocity, which were produced by
wrongly formed ambiguity functions. Also, in the on-ground
clutter range gate [see Fig. 18(b)], the ground clutter signal is
seen because the MMSE estimator did not sufficiently reduce
its sidelobes around the zero velocity. Their peak levels at the
zero velocity were roughly 20 and 30 dB that are smaller than
that of Fig. 2 (40 dB). This is qualitatively consistent with
Fig. 15. Fig. 15(a) and (b) shows a gap of ground clutter at a
distance of 18 km. In Fig. 15(c), on the other hand, no such
gap is seen, and ground clutters around the distance seem
to be weakened. It is also considered that the ground clutter
contaminations roughly around 15 and 17.5 km were produced
by the same mechanism as the on-ground clutter range gate.

Fig. 18. Examples of MMSE DPSs in (a) off- and (b) on-ground clutter range
gates. A precipitation signal of 10-dB (SNR) power, 4-m/s mean velocity, and
2-m/s spectral width and a ground clutter signal of 30-dB (CNR) power were
assumed.

Similar effects can happen in the Capon estimation when it
uses multiple range gates for the approximation of 8.

VII. CONCLUSION

It was shown in [13] that an MMSE estimator gives phased-
array digital beamforming with high performance. In contrast
to the Fourier estimator for phased-array digital beamform-
ing, the MMSE estimator suppresses contaminations that are
cogenerated with strong echoes by antenna sidelobes and accu-
rately estimates the angular profile of received power. Since
phased-array digital beamforming is mathematically equiva-
lent to weather radar Doppler spectral analysis, the MMSE
estimator can also be used for that application. In the Doppler
spectral analysis of weather radars, strong ground clutter signal
contaminate all velocity components of the DPS, particularly
when observing at low elevation angles. Since hazardous
severe weather phenomena occur at low altitudes, the contam-
inations due to strong ground clutter should be suppressed to
allow earlier detection and warning of low-altitude hazardous
weather phenomena over wide areas.

The MMSE estimator was applied to simulated
weather-radar received signals, and its estimated DPSs
were compared with those of the traditional Fourier and
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windowed Fourier estimators and the Capon’s adaptive
spectral estimator. The MMSE estimated DPSs were
confirmed to be almost as accurate as those of the other
three estimators in simulations with no ground clutter. With
ground clutter, they gave greater suppression of sidelobes
and sharper estimation of the ground clutter. Specifically,
strong ground clutter signals with 70 dB (CNR) appeared in
a narrow range of Doppler velocities of −2–2 m/s and caused
the mean and standard errors of velocity components out of
−2–2 m/s to deteriorate by less than 1 dB (in simulations
with 32 transmitted pulses with a sampling frequency of
2.5 kHz). Meanwhile, the Fourier, windowed Fourier, and
Capon DPSs estimated from the same received signals were
dominated by strong ground clutter with a CNR of greater
than 30 dB. Note that, for a small precipitation spectral width
of 1 m/s, with N = 32, the MMSE estimator has performed
with negative bias errors that are larger than the three other
estimators. This inaccuracy was reduced with longer received
signals of N = 64 or 128. When an ambiguity function’s
mainlobe width (which is determined by the temporal length
of a received signal) is similar to or broader than a spectral
width of a precipitation signal, the precipitation signal is
narrowly estimated by the MMSE estimator, which results in
the negative bias errors.

The result of a demonstration in which the MMSE estimator
was applied to actual weather radar observation signals was
similar to the simulations: the MMSE estimator output side-
lobeless DPSs with no spectral broadening, while the Fourier
estimator DPS was underground clutter contaminations due
to sidelobes and the windowed Fourier estimator produced
spectral broadening. The MMSE estimator has a disadvantage
of requiring several received signals. In the demonstration,
the MMSE estimator was implemented with received signals
obtained at five adjacent range gates. Although the disadvan-
tage was not very apparent in the demonstration, it can be
problematic especially when a ground clutter range profile
drastically changes.

APPENDIX A
PHASED ARRAY BEAMFORMING AND DOPPLER

SPECTRAL ANALYSIS

Supposing a 1-D phased array with geometry shown in
Fig. 19, the governing equation of phased array beamforming
is

ζ ≈ �ξ + δ (14)

where ζ = [
ζ (1) ζ (2) . . . ζ (n p) . . . ζ (Np)

]T
and ζ (n p) is a signal

received by the n pth antenna element at an arbitrary time
(snap shot). δ represents additional noises on the antenna ele-
ments. ξ = [

ξ−Mp/2 ξ−Mp/2+1 . . . ξm p . . . ξMp/2−1
]T

digitally
represents an angle profile of targets’ scattering (complex)
amplitude. Note that ξ includes effects of radio propagation,
such as attenuation and absorption along the propagation path.
� is an Np × Mp matrix that represents phase delays between
rays from targets to antenna elements. Here, assume that
rays from each target are parallel; that is, the targets are
assumed to be far from the antenna. Its m pth column φm p

is

Fig. 19. Geometry of a 1-D phased array antenna.

an Np-vector of which the n pth element is given by φ
(n p)
m p =

exp{ j2π(d/λ)n p sin αm p }, where d is an interval of each pair
of adjacent antenna elements and λ is the wavelength of the
radiated wave. αm p is the m pth angle from the perpendicular
direction.

When (1/2) sin αm p = m p/Mp is applied, φ
(n p)
m p =

exp{ j2πm p(2λ−1/Mp)n pd}. Comparing φ
(n p)
m p of 14 with s(n)

m
of 2 (or 3), 2λ−1/Mp and d in phased array beamforming cor-
respond to � f and �t in the Doppler spectral analysis, respec-
tively. Thus, phased array beamforming is mathematically
equivalent to the Doppler spectral analysis. Note that both
linear equations of 14 and 3 are approximately established,
and their approximations differ from each other. These corre-
spondences are, in other words, that time- and frequency-axes
in the Doppler spectral analysis are equivalent to the spatial
axis of an arrayed antenna and the angle axis, respectively.
Therefore, all digital signal processing methods of the Doppler
spectral analysis can be applied to an arrayed antenna with
digital beamforming, and vice versa. The spectral mainlobe
and sidelobes in the Doppler spectral analysis are equivalent
to those of an arrayed antenna. Aliasing in the Doppler spectral
analysis is to grating lobe in phased array beamforming.
While this equivalence was presented by D. H. Johnson [19],
this appendix represented it digitally by using a matrix
formulation, which is more familiar to recent digital
systems.

APPENDIX B
COMPARISON TO THE AR ESTIMATOR

The AR estimator, which is also called the maximum
entropy method, supposes that signals are based on an AR
random process model. Fig. 20 compares the AR estimator
with the Fourier and MMSE estimators in a simulation,
which is the same as that in Fig. 2. The AR estimation was
implemented by solving the Yule–Walker equation with orders
of 8 and 31 by supposing to have five independent received
signals (see [14] for details of the AR estimator). In the two
AR estimations, the ground clutter signal sharply appeared.
Velocity components out of around-zero velocities are seen
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Fig. 20. Comparison of the AR DPSs with orders of 8 and 31 to the Fourier
and MMSE DPSs in a simulation supposing N = 32. A precipitation signal
of 10-dB (SNR) power, 4-m/s mean velocity, and 2-m/s spectral width and a
ground clutter signal of 30-dB (CNR) power were assumed.

with levels similar to sidelobe peaks of the Fourier estimators.
The precipitation signal was, therefore, not detectable, as well
as the MMSE estimator.
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