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Abstract— We present an advanced differential synthetic
aperture radar (SAR) interferometry (DInSAR) processing chain,
based on the Parallel Small BAseline Subset (P-SBAS) technique,
for the efficient generation of deformation time series from
Sentinel-1 (S-1) interferometric wide (IW) swath SAR data sets.
We first discuss an effective solution for the generation of
high-quality interferograms, which properly accounts for the
peculiarities of the terrain observation with progressive scans
(TOPS) acquisition mode used to collect S-1 IW SAR data.
These data characteristics are also properly accounted within the
developed processing chain, taking full advantage from the burst
partitioning. Indeed, such data structure represents a key element
in the proposed P-SBAS implementation of the S-1 IW processing
chain, whose migration into a cloud computing (CC) environment
is also envisaged. An extensive experimental analysis, which
allows us to assess the quality of the obtained interferometric
products, is presented. To do this, we apply the developed
S-1 IW P-SBAS processing chain to the overall archive acquired
from descending orbits during the March 2015–April 2017 time
span over the whole Italian territory, consisting in 2740 S-1 slices.
In particular, the quality of the final results is assessed through
a large-scale comparison with the GPS measurements relevant
to nearly 500 stations. The mean standard deviation value of
the differences between the DInSAR and the GPS time series
(projected in the radar line of sight) is less than 0.5 cm, thus
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confirming the effectiveness of the implemented solution. Finally,
a discussion about the performance achieved by migrating the
developed processing chain within the Amazon Web Services
CC environment is addressed, highlighting that a two-year data
set relevant to a standard S-1 IW slice can be reliably processed
in about 30 h.The presented results demonstrate the capability of
the implemented P-SBAS approach to efficiently and effectively
process large S-1 IW data sets relevant to extended portions of
the earth surface, paving the way to the systematic generation
of advanced DInSAR products to monitor ground displacements
at a very wide spatial scale.

Index Terms— Cloud computing (CC), deformation time series,
differential synthetic aperture radar interferometry (DInSAR),
GPS, Parallel Small BAseline Subset (P-SBAS), Sentinel-1.

I. INTRODUCTION

D IFFERENTIAL synthetic aperture radar (SAR) inter-
ferometry (DInSAR) is a microwave remote sensing

methodology playing nowadays a crucial role in the investiga-
tion of earth surface deformation phenomena with centimeter
to millimeter level accuracy [1], [2]. Indeed, the DInSAR
technique permits to measure the deformation component
along the radar line of sight (LOS) with a very large spatial
coverage capability and with accuracy of a fraction of the
wavelength relevant to the transmitted microwave signals [3].
This result is achieved by exploiting the phase difference
(interferogram) between pairs of complex SAR images [4]–[7],
usually referred to as single look complex (SLC). More-
over, over the last 20 years advanced DInSAR approaches,
which allow the retrieval of the temporal evolution of
the detected surface deformations by exploiting large mul-
titemporal SAR data sets, have been developed [8]–[17].
Among these, the Small BAseline Subset (SBAS) algo-
rithm [8] computes displacement time series with sub-
centimeter accuracy [18], [19], by dealing with different spatial
scales [14], [20] and multisensor data [21], [22]. As its
name suggests, the SBAS approach relies on an appropriate
combination of differential interferograms produced by data
pairs characterized by small temporal and orbital separation
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(baseline) in order to limit the noise (decorrelation) phenom-
ena affecting the interferometric phase signals [23]. We fur-
ther remark that the SBAS approach has been successfully
exploited for the investigation of different scenarios, such
as volcanoes, tectonics, landslides, and anthropogenic-induced
land motions [24]–[41].

Recently, a parallel version of the SBAS algorithm, referred
to as P-SBAS approach [42], which is able to properly
exploit distributed computing infrastructures, such as grid and
cloud computing (CC) environments, has been developed.
It makes use of both multicore and multinode programming
techniques, and consists of an ad hoc designed distributed-
storage implementation, aimed at guaranteeing sustained scal-
able performances also for massive amounts of data to be
processed [43]–[45].

On April 3, 2014, the Sentinel-1A (S-1A) sensor, which is
the first of a family of satellites designed to provide C-Band
(∼5.5-cm wavelength) SAR data collected in continuity with
the first generation ERS-1/2 and ENVISAT SAR missions,
was launched by the European Space Agency [46], followed
on April 25, 2016 by the launch of Sentinel-1B (S-1B).
The S-1 constellation, developed within the European Coper-
nicus Programme, is the fulfillment of the abovementioned
DInSAR evolution because, on land, this system is primar-
ily devoted to interferometric applications [47]; moreover,
it is intrinsically characterized by small spatial and temporal
baselines [48], [49], naturally fitting the SBAS approach
rationale. Finally, the Sentinel-1 data are managed according
to a free and open access policy, which allows broadening
the dissemination and exploitation of the advanced DInSAR
methodologies, as for the case of the SBAS approach and
of the subsequently developed SBAS-based DInSAR methods
and tools [50], [51].

The acquisition mode used over land to generate inter-
ferometric wide (IW) swath SAR products is referred to as
terrain observation with progressive scans (TOPS) [52]. The
TOPS mode has some specific characteristics that must be
properly taken into account in order to correctly process
the acquired interferometric data. In particular, the already
available interferometric processing chains were originally
developed to process SAR data acquired with the more conven-
tional stripmap and ScanSAR modes [5] and, accordingly, they
require specific algorithmic modifications and enhancements
in order to properly generate the S-1 IW products [53]–[59]
(e.g., the interferometric SAR data pairs coregistration must
guarantee a very high accuracy level, not exceeding 5 × 10−3

samples [60], [61]).
Another key issue to be considered while handling S-1

interferometric SAR data sets is the huge data volume pro-
vided by the constellation that, coupled with the large data
size of each acquisition (one order of magnitude greater
than those collected by the first generation ERS-1/2 C-Band
SAR systems), makes the computing efficiency a crucial
aspect to be taken into account when dealing with an
interferometric S-1 IW processing chain. This is particu-
larly important for the advanced DInSAR processing chains
aimed at generating deformation time series, since they
may easily involve hundreds of SAR scenes and much

more intermediate products for the deformation time series
generation [62].

This paper is aimed at describing an advanced DInSAR
processing chain based on the P-SBAS algorithm, for the
efficient generation of S-1 IW deformation time series. In this
framework, an effective solution, which allows the generation
of high quality S-1 IW interferograms, is first discussed.
Subsequently, we focus on the benefits achievable from the
data acquisition characteristics of the IW mode, in terms of
parallelization strategy of the developed P-SBAS processing
chain; indeed, the available sequence of bursts is considered
as a series of separate images to be independently processed.
Such a data structure intrinsically drives the parallelization
strategy of the S-1 IW P-SBAS processing chain up to the
DInSAR interferograms generation step, which can be carried
out through the exploitation of efficient algorithms and high-
performance distributed computing infrastructures for tackling
the available huge data flow.

An extensive quality assessment of the products obtained
through the presented P-SBAS processing chain is also carried
out. This is based on the investigation of an S-1 IW multi-
temporal data set relevant to the overall Italian territory and
including 2740 SLC IW slices (where a slice represents an
area on the ground of about 250 × 250 km2) acquired from
descending orbits during the March 2015–April 2017 time
span. Moreover, for this analysis, we also benefit from the
continuous GPS position time series provided by the Istituto
Nazionale di Geofisica e Vulcanologia—Osservatorio Vesu-
viano (INGV-OV) and the Nevada Geodetic Laboratory at
the University of Nevada, Reno, USA (UNR-NGL). Finally,
a discussion about the performance achieved through the
S-1 IW P-SBAS processing chain implemented within the
Amazon Web Services (AWS) CC environment [63], in terms
of elapsed processing times, is addressed.

This paper is organized as follows. In Section II, the main
acquisition characteristics of the S-1 IW mode are briefly
summarized. Section III is specifically focused on the tech-
nical aspects of the procedures developed for the accurate
interferograms generation operations. Section IV describes the
implemented S-1 IW P-SBAS processing chain, highlighting
the main algorithmic advancements introduced to deal with
Sentinel-1 TOPS data and describing the adopted paralleliza-
tion processing strategy. In Section V, an extended quality
assessment of the generated interferometric products is pre-
sented, as well as a discussion on the computing performances
of the S-1 IW P-SBAS processing chain implemented within
the AWS CC environment. Finally, Section VI provides some
conclusive remarks.

II. S-1 IW MODE MAIN CHARACTERISTICS

FOR DINSAR ANALYSES

The Sentinel-1 constellation provides an unprecedented
operational capability for intensive radar mapping of the earth
surface. Indeed, it is designed to guarantee wide area coverage,
high revisit frequency (6 days revisit time with S-1A and
S-1B fully operative), timeliness and reliability for oper-
ational services and applications by exploiting long data
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Fig. 1. Example of Sentinel-1A and Sentinel-1B spatial coverage over
Europe, Africa, and America. In particular, in this case, we consider the
time interval between July 11, 2018 and July 23, 2018. Note that the red
areas represent the IW acquisitions, whereas with the green and black colors,
we indicate the EW and stripmap ones, respectively, (ESA source).

time series, with a completely free and open access data
policy [48].

As an example, we show in Fig. 1 the 2-week spatial
coverage of the Sentinel-1 constellation by representing in
red, green, and black colors the footprint of the data that
are acquired through the IW swath (∼250 km of range
swath extension), the extra wide swath (∼400 km of range
swath extension) and the stripmap (∼100 km of range swath
extension) SAR modes, respectively. Clearly, an outstanding
huge amount of data, nowadays approximately 12 TB per day
(Fig. 2), is provided and therefore one of the main issues to
face is related to the management of such a big data volume,
in terms of both quantity of data to store and data size to
deal with. Moreover, the development of processing chains,
able to automatically and efficiently process large Sentinel-1
data sets, is strongly envisaged. In this context, in order to
optimize both the storage and the processing of S-1 IW data,
the exploitation of distributed computing architectures, such
as grid and CC infrastructures, is foreseen because they
have already shown to provide an excellent solution to
access extensive collections of storage and computing
resources [43], [44], [64].

In the following, we focus on the S-1 IW mode that is exten-
sively exploited for imaging land areas where the investigation
of surface deformation phenomena, through DInSAR analyses,
represents a high priority (Fig. 1). For what concerns the IW
SAR mode we remark that, in order to achieve its wide range
footprint of about 250 km, the radar scenes are collected by
exploiting the already referred TOPS acquisition mode [52]
that is somehow similar to the ScanSAR one [65]. Indeed,
during the acquisition time the antenna beam is cyclically
switched along the range direction among different swaths,
thus allowing a significant improvement of the range coverage;
however, unlike the ScanSAR mode, the TOPS one scans the
image with significantly longer bursts obtained through the
rotation (steering), along the azimuth direction, of the antenna
beam from backward to forward (Fig. 3).

The S-1 IW SAR data were already successfully exploited
in different DInSAR applications [66]–[69]. These DInSAR
results can be achieved because a high level of temporal
synchronization is guaranteed for the bursts (corresponding
to the same area on the ground) of the multitemporal S-1A
and S-1B SAR acquisitions, thus allowing us to preserve the
interferometric coherence [6]. However, an effective DInSAR
processing of the S-1 IW data requires the development of
appropriate algorithms to properly extract accurate information
from these data. In particular, since each S-1 IW burst is
characterized by large along-track Doppler centroid variations
of about 5000 Hz, if misregistration errors greater than a
few thousandths of sample are present between the inter-
ferometric burst pairs, undesired azimuthal phase ramps in
the interferometric phase signals will definitely occur. As a
consequence, in order to avoid the presence of these unwanted
phase contributions, procedures performing the coregistration
step with a very high accuracy level, that is, guaranteeing
errors smaller than 0.005 samples [61] must be implemented.

Another key element to be considered in the development of
an S-1 IW interferometric processing chain is the constellation
“orbital tube.” This is very short, having a nominal diameter
of about 200 m for what concerns the baseline component
perpendicular to the radar LOS, referred to as perpendicular
baseline, which is much smaller than the interferometric
critical baseline value [5].

To pictorially represent the achieved short orbital tube
for the S-1 constellation, we compare in Fig. 4 the spatial
baseline distributions in the temporal/perpendicular baseline
plane for the ASAR-ENVISAT and the Sentinel-1 sensors,
by considering a sample data set acquired over the Naples
bay test area. The achieved reduction of the baseline tube
is evident for the S-1 acquisitions: the standard deviation
value of the perpendicular baselines goes from 360 m of the
ASAR-ENVISAT data set to 50 m of the S-1 one (dashed
black and red lines in Fig. 4, respectively). Such a feature,
which allows to drastically minimize the decorrelation noise
affecting the generated interferograms, makes the Sentinel-1
constellation an intrinsically small baseline (SB) system and
the data particularly suitable to be processed through advanced
DInSAR techniques like the SBAS one [8].

These peculiarities have been properly taken into account to
develop the interferometric processing chain for the generation
of deformation time series from S-1 IW multitemporal data,
which is presented in the following.

III. S-1 IW BURST INTERFEROGRAMS GENERATION

Let us start our analysis by considering: 1) a set of N
SAR images, acquired at the ordered times t = [t0, t1, . . . ,
tN−1], and 2) a sequence of M interferometric SAR data pairs
characterized by short temporal and perpendicular baseline
values. We remark that, due to the already discussed large
amount of S-1 acquisitions and to the narrowness of the
S-1 orbital tube (Fig. 4), even a SB selection may lead to the
identification of several thousands of possible interferometric
data pairs. For this reason, in order to reduce the computa-
tion time without losing relevant information, an additional
constraint on the maximum number, say Dmax = 2kmax,
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Fig. 2. Sentinel-1 temporal evolution of the average daily production and archiving volumes (ESA source).

Fig. 3. Schematic representation of the TOPS acquisition mode used to collect the S-1 IW data. Note that similar to ScanSAR mode, the antenna beam
is cyclically steered along the range direction to acquire data from different swaths. Moreover, in order to acquire each azimuthal data burst of temporal
duration TS (TS1, TS2, and TS3, depending on the considered swath), the system electronically steers the beam from backward to forward along the azimuth
direction with an angular frequency ωs (ωs1, ωs2, and ωs3, depending on the considered swath).

Fig. 4. Comparison between the spatial baseline distributions in the
temporal/perpendicular baseline plane for two sample data sets, relevant to
the ASAR-ENVISAT (black triangles) and the S-1 (red diamonds) systems,
acquired over the Napoli Bay test area. The black and red dashed lines
represent the standard deviation values of the spatial baselines computed for
the ASAR-ENVISAT and S-1 data sets, respectively.

of DInSAR data pairs involving each SAR image is imposed.
In particular, we consider the data pairs relevant to the kmax

temporally consecutive acquisitions (whenever available).1

Accordingly, the total number of generated interferograms is
as follows:

M = kmax N −
kmax�
i=1

i. (1)

Note that this interferometric pair selection allows us to
avoid to drastically increase the total number of DInSAR
data pairs to be processed but, at the same time, permits to
preserve the time redundancy of the network of SB interfer-
ograms exploited by the P-SBAS processing chain discussed
in Section IV.

As previously said, one of the main issues of an S-1 IW
DInSAR processing chain is represented by the correct gen-
eration of the interferograms; to achieve this task it is widely

1Typically, for each SLC scene, we consider the six temporally consecutive
acquisitions (whenever available).
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Fig. 5. Block diagram of the implemented interferogram generation procedure. Note that the operations implementing the burst images coregistration and
the burst interferogram correction have been further detailed.

recognized that the azimuth coregistration2 of the SAR images
has to be as accurate as possible in order to achieve a
maximum error not exceeding 5 × 10−3 samples [61].

In order to reach the goal to properly generate S-1 IW inter-
ferograms, we consider the workflow shown in Fig. 5, where
the implemented operations are carried out on a burst-by-burst
basis. In particular, the interferogram generation operation is
accomplished via three operations. Let us start by considering
the first one, named burst images coregistration, which is
based on the cascade of three steps, referred to as rigid offset
estimation, master image rigid offset retrieval, and geometric
registration, respectively. The first two steps of this procedure
(i.e., the rigid offset estimation and master image rigid offset
retrieval) allow us to precisely estimate the rigid shift between
each SAR image and a selected reference one, referred to as
master image; the achieved results are subsequently used to
correctly carry out the geometric registration step based on
the approach presented by Sansosti et al. [70] that allows us
to achieve a temporal sequence of coregistered burst images.

We remark that the rigid offset estimation step exploits the
spatial coherence measurements carried out on the selected
SB interferometric SAR data pairs and is performed on a single
patch, extracted from a chosen burst, characterized by high
spatial coherence values [71]. Clearly, in order to maximize
the robustness of the rigid offset estimation step, the misreg-
istration errors, namely, psh = [psh0, psh1, . . . , pshM−1], are
evaluated on the selected M (SB) interferometric pairs.

Subsequently, in order to retrieve the master image rigid
offset values corresponding to each of the N − 1 SAR acqui-
sitions, the following system of linear equations is solved:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

sh0 − sh1 = psh0

sh0 − sh2 = psh1

. . .

shi − shi+k = psh j

. . .

shN−2 − shN−1 = pshM−1

(2)

2We focus on the azimuth co-registration because in the range direction stan-
dard methods, already successfully exploited for the stripmap and ScanSAR
modes, can be straightforwardly applied.

where shi , i = 0, …, N − 1, represents the unknown rigid
offset of the i th SAR scene, psh j , j = 0, …, M − 1 (with
M > N), is the estimated rigid offset for the j th interferomet-
ric pair, and k = 1, …, kmax accounts for the number of data
pairs that involve each SAR scene. The system of equations (2)
is full rank since it exhibits a number of independent equations
equals to the unknowns (the rigid offset relevant to the master
image is clearly equal to zero); therefore, the least-squares
(LS) solution of (2) is unique and, by considering a matrix
notation, it can be easily computed as follows [8]:

sh = A# · psh with A# = (ATA)−1AT (3)

where sh = [sh0, . . . , shi , . . . , shN−1] represents the
LS estimate vector of the rigid offset values corresponding to
the SAR images and A is a M × N matrix, directly depending
on the set of the selected SB interferometric pairs, that assumes
the following structure:

A =

⎡
⎢⎢⎣

1 −1 0 0 0
1 0 −1 0 0

. . . . . . . . . . . . . . .
0 0 0 1 −1

⎤
⎥⎥⎦ (4)

where each row represents an interferometric pair, each col-
umn a SAR acquisition of the data set, and 1 and −1 are
obtained in correspondence to the indexes associated with
the master and slave images of the Mth interferometric pair,
respectively.

Opposite to directly computing the rigid offset between
each SAR image and the master one, this approach benefits,
as already said, from the high interferometric coherence values
achieved thanks to the exploitation of SB data pairs; moreover,
it allows mitigating possible small estimation errors by making
use of LS method, and to quantitatively assess the correctness
of the achieved solution (3) by evaluating the estimated
errors of the obtained results with an accuracy of a few tenths
of samples. It is worth noting that the rigid offset estima-
tion procedure, originally presented in [71], is an SBAS-like
method; indeed, the algorithm to estimate the misregistration
time series from the misregistration errors of the SB pairs is
equivalent to the procedure to retrieve the displacement time
series from the SB unwrapped interferograms [8]. The same
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approach, applied again into the following range and azimuth
ESD estimation blocks (Fig. 5), has also been considered
in [61] and [72] to strengthen the coregistration procedure.

Following the evaluation of sh in (3), each burst of the
exploited SAR scenes can be easily registered with respect to
the corresponding one of the master image by applying the
geometric registration procedure described in [70].

From each coregistered burst images sequence, a set of M
SB multilook differential interferograms is then generated.
Because this step is performed at the burst granularity level,
it can be easily parallelized on several computing nodes to
reduce the overall processing time, as discussed in Section IV.

However, as said before, the coherence-based misregistra-
tion error estimation procedure has accuracy on the order
of few tenths of samples. This is typically accurate enough
for SAR data acquired through the conventional stripmap
mode but not for the S-1 IW data. Indeed, due to the
TOPS-related large Doppler centroid azimuth variations for
each IW burst, small residual azimuth misregistration errors
introduce significant phase artifacts in the burst interferograms
generation [61] that have to be avoided. To do this, let us
start by considering that the phase pattern φres(x, r) due to
these residual misregistration errors can be expressed, for each
SAR pixel of coordinates (x, r), as follows [60]:

φres
j (x, r) = 2π × f (x, r) × �t res

j ,

with�t res
j = pshres

j

PRF
, ∀ j = 0, . . . , M − 1 (5)

where f (x, r) represents the Doppler centroid values
(expressed in Hz) derived from the azimuth antenna steering
rate information and computed for each pixel, PRF is the radar
pulse repetition frequency, and �t res

j and pshres
j are the residual

misregistration errors between the images involved in the
j th interferograms, expressed in seconds and samples, respec-
tively. Because f (x, r) changes along the azimuth direction
with a linear function and �t res

j can be considered constant
for a slice, the misregistration phase φres

j (x, r) behaves as a
phase ramp along the azimuth direction.

An effective way to estimate �t res
j and to filter out φres

j (x, r)
from the interferometric phase signals is based on the appli-
cation of the enhanced spectral diversity (ESD) method [53]
which properly exploits the overlapping areas between consec-
utive bursts. In this case, the same area is illuminated in the
two adjacent bursts with different squint angles and, therefore,
with different Doppler centroid values. By exploiting this char-
acteristic and neglecting any other phase component (related,
for instance, to different atmospheric path delays or surface
displacements that could occur between the acquisition epochs
of the two bursts), the residual misregistration error between
the SLC scenes involved in the j th interferograms can be
expressed as follows [60]:

�t res
j = �φres

j (x, r)

2π × � f (x, r)
(6)

where �φres
j (x, r) represents the interferometric phase dif-

ference between the two consecutive bursts computed in the
overlapping region, and � f (x, r) is the difference between the
corresponding Doppler centroids.

Fig. 6. Schematic representation of the overlapping areas between adjacent
bursts in the S-1 system. The light blue and purple colors identify the range
and azimuth overlapping zones, respectively.

We remark that although the ESD method represents an
efficient and accurate way to estimate residual misregistration
errors, its effectiveness can be significantly reduced in pres-
ence of large errors. Indeed, the phase term �φres

j (x, r) can
be effectively measured only in the wrapped form, i.e., within
the [−π, π] interval. If we consider the typical configuration
of the S-1 IW scenes (in the burst overlapped azimuthal
area � f (x, r) is approximately equal to 5000 Hz and
PRF = 486.486 Hz), a 2π residual phase variation corresponds
to a misregistration error of about 0.1 samples; therefore, the
maximum shift that can be measured through the ESD method
corresponds to ±0.05 samples. This maximum shift value is
often too small to correctly estimate the residual misregistra-
tion errors following the coregistration operation based on the
previously described rigid offset estimation step exploiting the
spatial coherence measurements.

In order to overcome this limitation and to correctly
estimate the residual misregistration errors, we implement
the burst interferogram correction operation as a cascade of
three steps referred to as range ESD estimation, azimuth
ESD estimation, and interferometric phase compensation,
respectively (see Fig. 5). A key element in this case is repre-
sented by the exploitation of the ESD method that is applied
to different overlapping burst regions. Indeed, as pictorially
depicted in Fig. 6, two consecutive bursts are characterized by
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two overlapping areas, along the range direction (light blue
area in Fig. 6) and along the azimuth one (purple area
in Fig. 6), with different � f (x, r) values that can be profitably
exploited within the ESD procedure. In particular, concerning
the range direction, the pixels located in the overlapped area
between bursts 1 and 3 have a Doppler centroid difference
of about 1500 Hz, which allows us to estimate, through
the ESD method, a maximum misregistration error of about
±0.15 samples from the wrapped phase signal.

Accordingly, for each interferogram we first apply the
ESD procedure to the range-overlapped zones of each burst
and the misregistration error �t res

j for the j th interferograms
is estimated as follows:

�t res
j = 1

2πκ

�
(x,r)∈�

�φres
j (x, r)

� f (x, r)
(7)

where � represents the set of pixels showing a spatial coher-
ence value greater than a fixed threshold γ (typically 0.5) and
κ is the number of elements of this set.

Following the estimation of the vector �tres = [�t res
0 , . . . ,

�t res
j , . . . ,�t res

M−1], the shifts of each SAR acquisition
with respect to the master image, say tres = [t res

0 , . . . ,
t res
i , . . . , t res

N−1], are easily retrieved by following the same
procedure applied for the rigid offset estimation [see (2)–(4)].

The same estimation procedure (Fig. 5) is then applied
to the azimuth overlapping regions between adjacent bursts
(purple area in Fig. 6). Accordingly, we may finally compute
the azimuth residual misregistration errors, with respect to
the master image geometry, by jointly exploiting the results
obtained through the ESD method applied to both range and
azimuth overlapping regions between the adjacent bursts (light
blue and purple areas in Fig. 6, respectively).

The estimated misregistration values, say �t
res =

[�t
res
0 , . . . ,�t

res
j , . . . ,�t

res
M−1], are finally retrieved as

follows:

�t
res = A × tres (8)

and are exploited to filter out the residual phase ramps directly
from the burst interferograms, following (5). Indeed, it is
worth noting that the result of the twofold (range and azimuth)
ESD procedure is not used to coregister again the bursts of
the multitemporal images sequence deriving from the burst
images coregistration step (Fig. 5), in order to account for the
residual azimuth mis-registration errors. Indeed, such errors
are of a few hundredths of sample and, therefore, they do
not have a significant impact on the spatial coherence of the
interferograms. Accordingly, there is no need for a second
coregistration step and the estimated residual azimuthal mis-
registration shifts are exploited to estimate the phase ramps
that are directly removed from the already available burst
interferograms.

IV. S-1 IW P-SBAS PROCESSING CHAIN

This section concerns the overall description of the P-SBAS
interferometric chain developed to efficiently process the
S-1 IW multitemporal SAR data sets.

It is worth noting that the workflow, the general algorithmic
structure, and the parallelization rationale of the presented
S-1 interferometric processing chain follow those imple-
mented within the original P-SBAS approach [42]. Note
also that although it was not conceived for a specific SAR
system, the original P-SBAS processing chain was at first
designed to handle multitemporal stripmap SAR data sets
by effectively exploiting distributed computing infrastructures
(i.e., grid and CC platforms); over time, this solution has
been thoroughly tested in different hazard contexts by process-
ing both ENVISAT and COSMO-SkyMed SAR data [44],
[64], [73]. Here, we mainly focus on the innovative steps that
have been introduced within the P-SBAS processing chain to
proficiently handle the S-1 IW SAR data which, as extensively
discussed before, require specific solutions to be implemented
for efficiently tackling the peculiarities that characterize the
TOPS acquisition mode.

The main modifications of the developed S-1 P-SBAS
processing chain, for what concerns the parallelization strat-
egy, regard the achievement of a deeper granularity level
with respect to the stripmap mode one [42], which derives
from the burst partitioning characterizing the S-1 IW data
structure. Indeed, for each SAR scene it is possible to collect
a set of independent bursts that can be handled and processed
as separate images, from the input data ingestion up to the
DInSAR interferograms generation, thus fostering the intrinsic
parallelization of the S-1 IW interferometric processing on
a burst basis. This can be automatically carried out through
the exploitation of efficient algorithms and high-performance
distributed computing infrastructures for tackling the arising
huge data flow. It is worth noting that similar to the original
stripmap case, the developed S-1 IW P-SBAS processing chain
exploits different granularity parallelization strategies, which
require the use of both multinode and multicore programming
techniques to deal with the hardest computationally steps.
In addition, we further remark that the processing chain does
not encompass the starting raw data-focusing step included in
the original stripmap one; indeed, the presented S-1 P-SBAS
implementation accounts for the exploitation of SLC products,
only; however, the integration of a TOPS raw data focusing
block could be easily accomplished within the developed
solution, with no significant impact on the overall processing
scheme.

The block diagram in Fig. 7 schematizes the overall work-
flow of the implemented S-1 IW P-SBAS processing chain.
As mentioned before, the original P-SBAS implementation is
here mostly preserved; nevertheless, an algorithmic improve-
ment, already discussed in Section III and relevant to the
accurate burst interferograms generation procedure, is carried
out. Moreover, following the burst interferograms mosaick-
ing operation, two additional processing steps are included.
The first one implements an interferograms noise filtering
procedure [74] which permits, by properly exploiting the
temporal relationships among the generated redundant set of
SB interferograms [see (1)], to significantly mitigate their
noise effects; more specifically, this is based on the pixel-
by-pixel solution of a nonlinear minimization problem
involving the phase information of the exploited multilook
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Fig. 7. S-1 IW P-SBAS processing chain workflow. The black blocks represent the sequentially executed steps, whereas the blue ones indicate the parallel
computed operations; the procedures that benefit from a burst granularity parallelization level are highlighted in red. Moreover, the dashed red line groups the
new steps or those that underwent the main modifications with respect to the original (strimap) P-SBAS implementation.

DInSAR interferograms. The second step implements a
selection, among all the generated SB interferometric pairs,
of an optimized triangular network within the perpendicular-
baseline/time plane [75], to be used for the phase

unwrapping (PhU) operations and the subsequent LS solution
retrieval that characterizes the SBAS approach [8]. Note
that new steps or those that underwent the main modifi-
cations of the developed S-1 IW P-SBAS processing chain
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are schematically grouped with the dashed red box depicted
in Fig. 7.

It is also worth noting that the black and blue colors used
to highlight different blocks shown in Fig. 7 allow us to
easily discriminate the processing steps that are intrinsically
sequential from those where the concurrent jobs are executed
in parallel (by exploiting both multiple nodes/CPUs and mul-
tithreading programming techniques, depending on the input
data and on the computational load for each specific step).
Among the latter, the steps that benefit from the burst parti-
tioning granularity, which represent the key enhancement of
the parallelization strategy of the implemented S-1 processing
chain, are marked by red color texts.

We now address a concise description of the blocks reported
in Fig. 7, without deepening the algorithmic solutions and
the parallelization strategies adopted for each step. Indeed,
a detailed analysis on the computational load and different
parallelization solutions exploited for each processing block
of the P-SBAS approach can be found in [76].

The first block represented in the processing chain workflow
(Step A in Fig. 7) concerns the ingestion and unpacking
operations performed on the input SAR data, which consist
in a sequence of temporally separated S-1 IW SLC images
over the area of interest, the corresponding orbital information,
as well as the precise digital elevation model (DEM) of the
overall investigated area. Among the implemented operations,
this step accounts for suitable corrections of possible arti-
facts present in the amplitude and/or phase signals of the
SLC images and introduced by different Instrument Processing
Facilities (IPFs) released during the Sentinel-1 system lifetime.
This block is carried out in parallel with a granularity level
based on the single SLC.

Once the input data are correctly ingested, Step B performs
a series of sequentially executed operations, consisting in the
selection of the master image to take as a reference geometry
for the registration of the entire SAR data set, the area of
interest common to the whole SLCs, as well as the actual
bursts to be processed. Moreover, if more than one S-1 slice
per SAR acquisition fall within the area of interest, Step B
carries out the operations to fuse azimuthal-adjacent S-1 SLC
slices together. Finally, to be in line with the subsequent
burst coregistration step of the workflow, Step B implements
a first selection of the possible interferometric data pairs
involving the available SAR acquisitions. In particular, each
SAR image is initially paired with the following (in time)
six acquisitions (whenever available) to produce the list of
the interferometric SAR data pairs to be exploited within the
subsequent interferograms generation (Step D in Fig. 7) and
interferograms noise filtering (Step F) operations. Note that,
since we fully benefit from the intrinsic SB characteristics of
the S-1 constellation, no perpendicular baseline constraint is
applied within the interferometric pair selection.

The conversion of the available DEM into the radar (azimuth
and range) coordinates through the so-called range-Doppler
equations [77] is performed in Step C, followed by the
estimation, for each pixel of the exploited SAR images, of both
range and azimuth target-to-sensor distances with respect to
the master orbital position, referred to as range and azimuth

matrices [70]. This step is parallelized on a burst level, but it
also supports a further partitioning of the initial DEM matrix
into patches smaller than the bursts [42].

As previously anticipated, Step D is relevant to the most
innovative block of the developed S-1 P-SBAS processing
chain, which is parallel executed at burst level. In particular,
Step D concerns the coregistration of each burst of the
SLC images with respect to the master acquisition geometry,
the burst interferogram generation and subsequent correction,
extensively discussed in Section III. Note that a spatial com-
plex average (multilook) operation [5] is carried out to miti-
gate the decorrelation noise effects [23] within the generated
interferograms and to reduce the amount of data to process.

In the following block, the corrected multilook interfero-
grams and corresponding spatial coherence maps of adjacent
bursts are accurately put together through an interferogram
mosaicking operation (Step E), in order to generate the differ-
ential interferograms of the whole investigated area.

Once these interferograms are generated, the workflow
addresses the previously mentioned interferogram noise fil-
tering [74] and network selection [75] operations in Steps F
and G, respectively. In particular, the interferogram noise
filtering procedure is executed according to a pixel granularity
parallelization level, by exploiting multinode programming
techniques, to efficiently manage its large computing load,
whereas the selection of an optimized reduced network of
time-redundant interferograms forming a triangulation in the
temporal/perpendicular baseline domain is sequentially carried
out.

Step H performs the temporal and spatial PhU operations
by applying the EMCF algorithm [78] on the sequence of SB
interferograms belonging to the previously selected optimized
network. In particular, the EMCF algorithm is applied to a
subset of pixels identified by selecting those characterized by
a triangular coherence value (see Appendix) greater than a
fixed threshold (in this paper, we assume that is equal to 0.85).
This step allows retrieving the final sequence of unwrapped
multilook interferograms by making use of both multinode
and multithreading parallelization strategies [79].

The generation of the displacement time series and the cor-
responding mean deformation velocity maps is accomplished
in the last block of the S-1 IW processing chain workflow.
In particular, Step I performs the inversion of the retrieved
sequence of unwrapped interferograms by searching for an
LS solution. In addition, this step computes the temporal
coherence factor [78] to provide a measurement of the relia-
bility of the achieved results and filters out possible undesired
atmospheric artifacts from the displacement time series [8].
Step I operations are executed according to a parallelization
strategy with a pixel granularity.

The workflow shown in Fig. 7 and described in this
Section is suitable for the implementation within CC envi-
ronments. In particular, it is worth noting that to migrate the
developed processing chain into CC infrastructures, we lever-
age the advancements and the innovative strategies discussed
in [42]–[45], which focused on the analysis of the P-SBAS
parallel performances and scalability within CC environ-
ments. The achieved performance, obtained by migrating the
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Fig. 8. Optical image of the Italian territory with superimposed the
representation of the 19 S-1 frames, acquired from descending orbits and
processed through the implemented S-1 IW P-SBAS processing chain. Note
that each color identifies a different track.

implemented S-1 IW processing chain within the AWS CC
environment, is discussed in Section V.

V. EXPERIMENTAL RESULT ANALYSIS

In order to assess the quality of the interferometric products
generated through the implemented P-SBAS processing chain
and to investigate its performance within a CC environment,
we exploited the whole archive of S-1 SLC images acquired
from descending orbits over Italy between March 2015 and
April 2017. In particular, the considered data set includes six
different descending tracks (66, 168, 95, 22, 124, 51) divided
into 19 frames (see Fig. 8); the total number of processed
S-1 slices is 2740 corresponding to a total number of 1281 S-1
acquisitions (see Table I).

In the following, we present the results of our analysis
carried out on such a large data set.

A. Interferograms Quality Assessment

The S-1 IW interferograms are obtained by applying the
approach presented in Section III to the selected interfer-
ometric data pairs; this led to process 7287 interferomet-
ric data pairs and to generate the corresponding differential
interferograms. Note also that in the interferogram generation
operation, we exploited the 1-arcsec Shuttle Radar Topog-
raphy Mission (SRTM) DEM to remove the topography-
related phase components and then we performed a complex
multilook operation with 20 looks in the range direction and
five looks in the azimuth one, thus obtaining a pixel dimension
of about 70 m × 70 m. Moreover, no spatial baseline constrain
was imposed thanks to the narrow orbital tube characterizing
the S-1 constellation (see Fig. 4).

TABLE I

CHARACTERISTICS OF THE EXPLOITED S-1 DATA SETS
OVER THE ITALIAN TERRITORY

In order to assess the accuracy of the implemented interfer-
ograms generation procedure, we considered the final (phase-
compensated) differential interferograms and investigated the
standard deviation values of the residual phase variations
(jumps) following the burst interferograms compensation step
(Fig. 5). In particular, for each interferogram, we retrieved the
standard deviation value of the phase difference [expressed
in samples by considering (5)] computed in the overlap-
ping regions between azimuth-adjacent bursts (purple area
in Fig. 6).

As a first result, we present in Fig. 9 the histogram of the
retrieved standard deviation values associated with the overall
interferograms. We highlight that only seven interferograms
out of the generated 7287 (less than 0.1%) show a standard
deviation value greater than 5 × 10−3 samples, being the
maximum computed value equal to 5.4 × 10−3 samples;
moreover, 96% of the interferograms (6989) have a standard
deviation value smaller than 3 × 10−3 samples (87% smaller
than 2 × 10−3 samples).

These results show that the very high accuracy achieved
thanks to the implemented interferograms generation
procedure.

Moreover, we remark that most of the interferograms
(200 out of 298) showing standard deviation values greater
than 3×10−3 samples are generated from interferometric pairs
where only one of the two SAR acquisitions was produced
with the IPF version labeled as 2.6.X, while the same effect
is largely less important when master and slave images of the
interferometric pairs are both produced with this or any other
IPF release/version.
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Fig. 9. Histogram of the standard deviation values of the residual phase
differences (expressed in samples), following the burst interferograms correc-
tion step of Fig. 5, estimated for each interferogram in the overlapping regions
between azimuth-adjacent bursts.

To better clarify this issue, we investigate in Fig. 10 the stan-
dard deviation values of the interferograms relevant to different
processed frames. In particular, each diagram in Fig. 10 shows
the standard deviation values computed for all the interfero-
grams of a considered frame; note that the X- and Y -axes
represent the acquisition dates of the master and slave
images of the interferometric pairs, respectively, while the
diamonds indicate the computed interferograms. The color
associated with each diamond represents the standard devi-
ation value of the residual phase jumps (expressed in sam-
ples) between azimuth adjacent bursts of the interferogram,
whereas the continuous black lines indicate the starting (end of
November 2015) and ending (mid-April 2016) dates relevant to
the use of the IPF version 2.6.X. The impact of this IPF version
is evident because it clearly introduces an artifact within the
corresponding interferograms. This effect is very likely due to
the incompatibility of this IPF release with respect to other
previous or subsequent versions [80].

B. Processing Chain Result Quality Assessment

An extensive analysis on the quality assessment of the
deformation time series obtained by applying the developed
S-1 IW P-SBAS processing chain is here carried out. Also in
this case, equivalently to the performance analysis carried out
on the interferograms generation procedure, we exploited the
whole archive of S-1 SAR data collected over Italy between
March 2015 and April 2017, already detailed in Fig. 8
and Table I. This large data set was processed with the
implemented P-SBAS processing chain presented in
Section IV and the achieved deformation time series were
validated by exploiting independent in situ measurements.

To provide an overall view of the obtained results, we first
present in Fig. 11 the geocoded mean deformation velocity
map of the 19 processed frames, superimposed on an optical
image of Italy, computed with a ground spacing of about 70 m
both in the azimuth and range direction.

The displayed velocity map covers an area of about
300 000 km2 and provides information on the temporal evolu-
tion of about 23 millions of coherent pixels. These were iden-
tified by benefiting from the temporal coherence factor [78]
that provides an estimate of the quality of the obtained results
on the pixels where the deformation time series are properly
retrieved. In particular, we assume as coherent pixels those
characterized by a temporal coherence value greater than a
selected threshold equal to 0.9; clearly, the zones exhibiting
lower values of the temporal coherence threshold were masked
out in Fig. 11.

The velocity map of Fig. 11 shows a large variety of
deformation phenomena with the most evident one repre-
sented by the well-known displacement pattern associated
with the seismic crisis that stroke Central Italy between
August 2016 and January 2017, and which was already exten-
sively investigated [68], [69]. Accordingly, to investigate the
surface displacement retrieval capability of the implemented
P-SBAS chain, we consider four selected zones affected by
significant deformation patterns, highlighted in Fig. 11 by
the red squares labeled as (a), (b), (c) and (d), and zoomed
in Fig. 12. In particular, in Fig. 12(a), we report a sketch of
the mean deformation velocity map relevant to the Pistoia-
Prato Plain (Northern Italy) where a subsidence phenomenon,
mainly related to the large amount of ground-water pumped for
the industrial activities carried out in this area [81], is evident.
Furthermore, we report the LOS-projected displacement time
series relevant to a selected pixel (labeled as P1 in Fig. 12(a)
and marked by a black star), located in the maximum deform-
ing zone; it shows a clear subsidence signal on which a
seasonal oscillation is superimposed.

Fig. 12(b) depicts a zoomed-in view of the mean defor-
mation velocity map of Fig. 11 relevant to the Fiumicino
Airport and surroundings (Southwest of the urban area of
Rome, in central Italy). In this case, the map reveals a spatially
extended subsidence pattern related to the interaction between
natural and man-induced causes, i.e., compaction of uncon-
solidated sediments and progressive urbanization [82]. The
observed deformation pattern is characterized by a deformation
rate up to 2 cm/year, clearly shown by the temporal evolution
of the displacement reported for the pixel labeled as P2 and
identified with a black star in Fig. 12(b).

Fig. 12(c) highlights a sketch of the mean deformation
velocity map relevant to the area surrounding the little town of
Maratea (Southern Italy), which is interested by extended land-
slide phenomena [83]. The corresponding plot ([Fig. 12(c)]
shows the temporal evolution of the retrieved LOS-projected
deformation, characterized by a cumulative displacement value
of about 4 cm measured in the overall observation period
for the pixel labeled as P3 and identified with a black star
in [Fig. 12(c)].

Finally, Fig. 12(d) reports a zoomed-in view of the
mean deformation velocity map of Fig. 12 relevant to the
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Fig. 10. Standard deviation values computed for all the interferograms of the processed frames; the X- and Y -axes represent the acquisition dates of the
master and slave images of the interferometric pairs, respectively, whereas the diamonds indicate the computed interferograms. The color associated with each
diamond represents the standard deviation value of the residual phase jumps (expressed in samples) between azimuth-adjacent bursts of the interferogram,
whereas the continuous black lines indicate the starting and ending dates relevant to the use of the IPF version 2.6.X.

Campi Flegrei caldera (Southern Italy), a well-known active
volcanic zone close to the Naples city (Southern Italy),
which has been experiencing an almost continuous uplift

of the ground surface since late 2005 [84]–[89]. Moreover,
we present the plot of the displacement time series of a pixel
located in the area of maximum deformation of the caldera,
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Fig. 11. LOS mean deformation velocity map (cm/year), geocoded and
superimposed on an optical image of Italy. The four red squares identify four
selected zones characterized by significant deformation phenomena: (a) Prato-
Pistoia Plain, (b) Fiumicino Airport, (c) Maratea landslide, and (d) Campi
Flegrei Caldera, respectively. The deformation phenomena relevant to these
areas are deeply investigated in Fig. 12.

highlighted with a white star and labeled as P4 in Fig. 12(d).
The temporal evolution of the displacement for the selected
pixel shows the nonlinear deformation behavior characterizing
the caldera; indeed, we first observe an LOS-projected dis-
placement evolution exceeding 10 cm; subsequently, starting
from August 2016, a significant decrease of the deformation
rate is retrieved.

Let us now investigate the performance of the imple-
mented P-SBAS processing chain for what concerns the accu-
racy of the generated deformation time series. To this aim,
we compared the achieved P-SBAS results with the available
geodetic measurements that are assumed as reference. The
analysis is first focused on the above-mentioned Campi Flegrei
Caldera (Southern Italy) and, subsequently, on the whole Italy,
by benefiting from the availability of the GPS time series
provided by the INGV-OV and UNR-NGL. In the first case,
we exploited the weekly position time series of the Neapolitan
Volcanoes Continuous GPS (NeVoCGPS) network, managed
by the INGV-OV since the beginning of 2000s [90], [91].
Presently, it consists of about 50 permanent stations (25 within
the Campi Flegrei area) distributed in the Neapolitan volcanic
district and surrounding area. Moreover, we further extended
the P-SBAS quantitative assessment analysis by also exploiting
the GPS measurements provided by the UNR-NGL in the
framework of the “Plug and Play GPS” Project [92] which

Fig. 12. (Left) Zoomed-in views of the four areas identified in Fig. 11 by the
red squares labeled as (a)–(d). (Right) LOS-projected displacement time series
relevant to pixels, marked by the stars in the maps, located in the maximum
deforming areas. (a) Mean deformation velocity maps related to (a) Prato-
Pistoia Plain, (b) Fiumicino Airport zone, (c) Maratea town, and (d) Campi
Flegrei caldera and associated deformation time series of the pixel labeled as
P1, P2, P3, and P4.

processes all the openly available GPS data, currently from
over 14 000 continuously operating stations from around the
globe; in particular, for the Italian territory, we have selected
the GPS daily time series of about 700 stations.

For what concerns the Campi Flegrei Caldera, in Fig. 13(a),
we show a sketch of the mean deformation velocity map of
Fig. 11 [same zoomed-in view of Fig. 12(d)] and in Fig. 13(b),
the Google base map of the area with highlighted the loca-
tions of the OV-INGV GPS stations (blue and red dots)
installed in the area. Moreover, in Fig. 13(c)–(h), we present
some plots showing the comparisons between the displace-
ment time series retrieved through the developed S-1 IW
P-SBAS processing chain (black triangles) and the corre-
sponding LOS-projected GPS ones (red stars), for the sta-
tions labeled in Fig. 13(b) as ARFE, STRZ, RITE, ACAE,
IPPO and NISI, respectively. Consistently with previous
results [18], [50], there is a very good agreement between
the P-SBAS and LOS-projected GPS measurements. For each
station of the NeVoCGPS network located in correspondence
to a DInSAR coherent pixel, we computed the standard
deviation value of the difference between the two time series
in the temporal window common to both measurements; the
obtained results, relevant to 42 stations located in correspon-
dence of coherent pixels within the S-1 IW interferograms, are
reported in Table II. Based on these measurements, we also
calculated the average standard deviation of the difference
between the DInSAR and the GPS time series, obtaining a
value of 0.35 cm.
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Fig. 13. (a) Zoomed-in view of the mean deformation velocity map of the Campi Flegrei Caldera [same as Fig. 12(d)]. (b) Google base map of the Campi
Flegrei Caldera with highlighted the locations of the GPS stations (blue and red dots) belonging to the OV-INGV GPS network. (c)–(h) Comparison between
the P-SBAS (black triangles) and the LOS-projected GPS (red stars) surface deformation time series relevant to the stations identified in panel (b) through
the red dots and labeled as ARFE, STRZ, RITE, ACAE, IPPO, and NISI, respectively.

For what concerns the analysis relevant to the overall
Italian country, we show in Fig. 14 a Google base map with
highlighted the positions of the selected GPS stations (blue and
red dots) for which we exploited the measurements available
through the UNR-NGL data processing. These GPS stations
are those located in coherent areas of the DInSAR velocity
map of Fig. 11, and for which the GPS measurements are
available for at least 1.5 years, thus ensuring a good overlap
with the available S-1 data. Following the GPS selection,
which leads to analyze a total number of GPS stations equal
to 434, we carried out an extensive comparison between the
homologous P-SBAS and LOS-projected GPS time series.
To this aim, all the measurements (SAR and GPS) were
computed with respect to a GPS reference station chosen for
each S-1 SAR frame among those located in correspondence
to coherent pixels.

We started this analysis by first carrying out a comparison
between the P-SBAS and LOS-projected GPS displacements
on a selection of 12 GPS sites with a rather uniform dis-
tribution on the whole Italian territory and characterized by

different features in their deformation time series. These
stations are those identified by the red dots of Fig. 14 and
are labeled as PIAC, PARM, SERM, CECI, ANC3, AQUI,
MOSE, PTRJ, ALB5, UGEN, CROT, and TAOR, respectively.
For each of these stations, we compared the P-SBAS results
(black triangles) with the corresponding LOS-projected GPS
measurements (red stars) available within the SAR acquisition
window. The results of these comparisons are depicted in the
plots of Fig. 15, clearly showing the good agreement between
these two sets of measurements.

Following these results, we focused on an extended quantita-
tive assessment of the P-SBAS measurements quality. Accord-
ingly, for all the 434 selected GPS stations, we computed
the standard deviation values of the difference between the
P-SBAS and LOS-projected GPS time series. To this aim,
being the UNR-NGL time series themselves affected by noise
(although they are assumed as reference), we considered a
smoothed version of the GPS time series in the period common
to the SAR acquisitions. The achieved results are summarized
in the Fig. 16; note that about 70% of the standard deviation
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Fig. 14. Google base map of Italian territory with highlighted the locations of
the GPS stations (blue and red dots) exploited through the UNR-NGL “Plug
and Play GPS” Portal.

TABLE II

RESULTS OF THE COMPARISON BETWEEN THE P-SBAS AND THE

LOS-PROJECTED GPS DEFORMATION TIME SERIES RELEVANT

TO THE NEAPOLITAN VOLCANIC AREA (CAMPI FLEGREI

CALDERA, VESUVIUS AND ISCHIA ISLAND)

values relevant to the differences between the DInSAR and
the LOS-projected GPS measurements is smaller than 0.5 cm,
while less than 1% is greater than 1 cm. Moreover, we also

computed the average standard deviation value relevant to the
differences between the two data sets, which corresponds to
about 0.44 cm (see red dotted horizontal line in Fig. 16); note
that this value is consistent with what previously found through
the analysis of the SBAS products obtained thanks to the first
generation SAR sensors [18], [19].

Summing up, the presented analysis clearly demonstrates
the capability of the implemented P-SBAS processing chain to
retrieve, from S-1 IW SAR data sets, displacement time series
with sub-centimetric accuracy. In particular, the mean standard
deviation value of the differences between the DInSAR and
the GPS measurements can be reliably assumed to be less
than 0.5 cm.

C. Processing Chain Performance Assessment Within
a CC Environment

This paragraph is aimed at concisely describing the per-
formance, in terms of elapsed computing times, of the
CC implementation within the AWS environment of the
S-1 IW P-SBAS processing chain presented in this paper.

It is worth noting that the potentialities of the exploitation of
CC environments for the massive processing of S-1 IW data,
through the P-SBAS approach, were already thoroughly dis-
cussed in [76], where we focused on the capability to perform
large scale (continental) interferometric analyses exploiting in
parallel the AWS resources.3 However, in [76], a simplified
version of the S-1 IW P-SBAS processing chain was exploited.

Accordingly, in the following analysis, we first briefly recall
the main information on the implementation of the S-1 IW
P-SBAS processing chain within the AWS Elastic Cloud
Compute (EC2) platform [94] and, subsequently, we focus
on the achieved performances, i.e., the elapsed times relevant
to the complete P-SBAS processing, referring to the overall
workflow shown in Fig. 7. To this aim, we selected an S-1 IW
frame that can be considered as a reference one.

In order to efficiently exploit the AWS resources for the
S-1 IW P-SBAS processing, we implemented.

1) An S-1 IW data archive located on the Simple Storage
Service (S3) of AWS [95], which is a long-term storage
having a theoretically infinite network bandwidth in
connection to the computing nodes of the AWS EC2.
The created archive currently contains all the S1 IW
SLC images acquired over Italy and is updated with new
acquisitions every time new data on the S-1 catalog [96]
are available;

2) An automatic pipeline able to exploit in parallel the
AWS EC2 resources for processing S-1 IW data through
the P-SBAS processing chain described in Section IV,
which starts with the transfer of the data from the above-
mentioned archive on S3 storage to the EC2 computing
nodes exploited for the computation, then launches the
data processing in parallel on these computing nodes
and finally performs the upload of the generated inter-
ferometric results on a dedicated space of the S3 AWS
storage for their long-term preservation.

3Note that other publicly available AWS tools for S-1 interferometric
processing can be found in [93]
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Fig. 15. Comparison between the P-SBAS (black triangles) and the LOS-projected GPS (red stars) surface deformation time series relevant to the stations
of the GPS stations identified in Fig. 14 by the red dots and labeled as PIAC, PARM, SERM, CECI, ANC3, AQUI, M0SE, PTRJ, ALB5, UGEN, CROT, and
TAOR, respectively.

The overall pipeline is written in bash scripts, also exploit-
ing the AWS Command Line Interface (CLI) for the operations
that involve the management of the AWS CC resources, such
as the data download/upload from/to S3 and the launch/stop
of the AWS instances (i.e., the computing nodes) [45], [64],
[76]. It ingests as input the list of S-1 IW SLC images to be
processed and, if requested, the vertexes of the area of interest
to be analyzed; the pipeline performs, in a fully automatic way,
all the actions relevant to the data download from the S3 AWS
archive, the launch of the P-SBAS processing and the storage
of the results. Note that the developed pipeline is also able
to automatically handle the processing of several independent
S-1 IW frames in parallel, through different AWS instances
[45], [76]. We further remark that the majority of the P-SBAS
processing chain algorithms are developed in the Exelis Inter-
active Data Language (IDL); moreover, there are also parts of
the code written in Fortran and C programing languages.

Concerning the management of the parallel processing on
the AWS CC resources, i.e., the scheduling of the P-SBAS
parallel tasks among different computing nodes and/or cores,
it is worth noting that, as explained in Section IV, different
parallelization strategies are adopted throughout the several
steps of the processing chain depending on both the imple-
mented algorithms and the input data, including multinode
and multithreading programing techniques. This information
is thoroughly detailed and discussed in [76]; we here recall
that the overall parallel jobs scheduling is handled by means
of a package of bash scripts able to distribute the concurrent
jobs both among multiple computing nodes and multiple cores
within each computing node.

As a reference for the evaluation of the elapsed processing
times we selected the S-1 IW frame labeled as T22_N2 in
Fig. 8 and Table I, covering an area that includes the Naples
Bay and extends up to the city of Rome. The selected frame

TABLE III

i3.16XLARGE INSTANCE CHARACTERISTICS

can be considered as a reference one, because the mapped area
extends for approximately 250×250 km2 and the overall SAR
data set consists of 160 S-1 IW SLCs, i.e., it includes all the
available acquisitions between March 2015 and April 2017.
Note that after the fusion of the SLCs acquired in the same
dates we finally obtain 67 scenes. The total number of bursts to
be processed, according to the crop performed on the area of
interest, is 2624 and the number of generated interferograms
is 381. As a consequence, the size of the input data set
is of about 1.2 TB, whereas the storage required for the
entire processing (including the intermediate and final products
generation) is 3.7 TB.

Among the instances available within the AWS EC2 plat-
form, for our processing we selected the i3.16xlarge one [97]
(Table III). This is highly performing in terms of available
RAM and vCPUs and, most of all, it is equipped with
internal SSD disks guaranteeing a very high input–output (I/O)
bandwidth, which is essential when intensive I/O performances
need to be sustained, as in the case of S-1 IW large data sets.
We distributed the concurrent jobs of the P-SBAS processing
among the available vCPUs by taking into account, for each
parallel step of the workflow in Fig. 7, the maximum RAM
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Fig. 16. Mean deformation velocity map relevant to the S-1 IW frame
T22_N2 (see Fig. 8 and Table I), generated through the P-SBAS processing
chain by exploiting the AWS EC2 CC resources described in Table III. The
insets (a) and (b) show the zoomed-in views of two subsiding areas relevant
to the high-speed railway and the Volturno River plain, respectively. The
deformation time series of two pixels, labeled as P1 and P2, located in the
corresponding maximum deformation areas are shown as well.

exploitation, the percentage of used CPU and the I/O load in
order to optimize the exploitation of the resources, according
to the strategy described in [76].

The elapsed time needed to transfer the S-1 IW input
data from the S3 AWS archive to the EC2 instance was of
approximately 1 hour while the time for the overall P-SBAS
processing was equal to about 24.9 h; finally, the upload of the
final P-SBAS results to the S3 storage took just a few minutes.
Therefore, the overall processing took less than 30 h to run.
In Table IV, we present the details of the elapsed processing
times for each P-SBAS processing step depicted in Fig. 7, also
specifying which are parallel or sequentially executed.

For the sake of completeness, we also present in Fig. 16 the
mean deformation velocity map relevant to the selected S-1 IW
frame, geocoded and superimposed on an optical image of
the area of interest. Note that, due to the multilook operation
performed on the interferograms, the final spacing of the
map is of about 70 × 70 m2. We remind that the estimated
mean deformation velocity is only computed in coherent areas;
accordingly, also in this case, the areas where the displacement
accuracy is affected by significant decorrelation noise effects

TABLE IV

ELAPSED PROCESSING TIMES FOR EACH P-SBAS STEP DEPICTED
IN FIG. 7

are excluded from the map. In Fig. 16(a) and (b), we also
present the zoomed-in view of two areas which are particularly
interesting from the deformation viewpoint, that are delineated
in Fig. 16 by the red rectangles (a) and (b), respectively.
In particular, in the inset 16(a) we show a zoomed in of the
mean deformation velocity map over a stretch of the high-
speed railway, where subsidence phenomena are evident; in
this case we also present the plot of the computed deformation
time series for one of the pixels characterized by the maximum
deformation rate (P1), showing about 10 cm of cumulated dis-
placement in the observed period. Moreover, in the inset 16(b)
we depict a zoomed in of the mean deformation velocity map
relevant to the subsidence effects characterizing Volturno River
Plain; in this case the corresponding plot of the deformation
time series of a selected pixel (P2) highlights the fluctuations
superimposed on the long-term displacements due to the
groundwater withdrawal.

VI. CONCLUSION

In this paper, we presented an efficient DInSAR processing
chain based on the P-SBAS algorithm, for the generation
of S-1 IW deformation time series. The developed processing
chain fully benefits from the data acquisition characteristics
of the S-1 IW mode and properly exploits efficient algorithms
to automatically and effectively process large S-1 IW data
sets. In addition, the original stripmap P-SBAS processing
chain was enhanced with a further parallel granularity level
that benefits from the burst partitioning, characterizing the
S-1 IW data. The main algorithmic enhancements regard the
accurate generation of burst interferograms, which needs a
precise coregistration step and an appropriate burst interfer-
ograms correction to filter out unwanted azimuthal phase
ramps related to possible residual azimuthal misregistration
errors greater than 5×10−3 samples. Moreover, the presented
P-SBAS processing chain is also suitable to be migrated on
high-performance distributed computing infrastructures, such
as CC environments.
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An extensive experimental analysis was presented, based
on the exploitation of a huge S-1 IW multitemporal data
set, relevant to the overall Italian territory, consisting of
thousands of slices acquired along descending orbits during
the March 2015–April 2017 time interval. To assess the accu-
racy of the generated interferograms, we considered the final
(phase corrected) differential interferograms and investigated
the standard deviation values of the residual phase variations
in the overlapping regions between the azimuth adjacent
bursts. Our analysis reveals that only seven interferograms
out of 7287 (less than 0.1%) show a standard deviation
value greater than 5 × 10−3 samples, being the maximum
computed value equal to 5.4 × 10−3 samples, thus clearly
demonstrating the high accuracy of the achieved results.
Moreover, in order to assess the quality of the deforma-
tion time series obtained by applying the developed S-1 IW
P-SBAS processing chain, we presented a quantitative analysis
based on the comparison of the achieved results with the
measurements collected by hundreds of GPS stations (assumed
as reference) deployed along the Italian territory. In this case,
the performed analysis clearly reveals the capability of the
implemented S-1 IW P-SBAS processing chain to retrieve
displacement time series with sub-centimetric accuracy. In par-
ticular, the mean standard deviation value of the differences
between the DInSAR and the LOS-projected GPS measure-
ments is less than 0.5 cm. Moreover, a discussion about the
performance achieved by migrating the developed processing
chain within the AWS CC environment was presented, high-
lighting that a two-year data set relevant to a standard S-1 IW
slice can be reliably processed in about 30 h.

These results demonstrate the capability of the P-SBAS
approach to efficiently process large S-1 IW data sets to
retrieve accurate displacement measurements of large portions
of the Earth surface. This is particularly relevant in the light
of the recent launch of the Copernicus Data and Information
Access Services (DIAS), whose development has been car-
ried out by the European Commission with the support of
the European Space Agency [98]. This European initiative
has the key objective to promote the joint exploitation of
Copernicus data and CC services for entrepreneurs, scientists
and public authorities, in order to favor the development of
Copernicus-based services. Through the exploitation of the
services made available by the DIAS providers and those rele-
vant to advanced tools, such as the presented S-1 IW P-SBAS
processing chain, the main task is to spread advanced satellite
products to a wide user community. This goal is further
fostered by the integration of automatic and effective satellite
tools and services within national and transnational research
infrastructures. In this context, a key role is represented by the
European Plate Observing System (EPOS) [99], a long-term
plan to facilitate the integrated use and reuse of data and prod-
ucts provided by European distributed research infrastructures
for Solid Earth Science. Within EPOS, the satellite services
based on the exploitation of advanced DInSAR tools will
supply to the Solid Earth Science community products suitable
to be used in several application scenarios, such as the study of
the physical processes relevant to earthquakes, volcanic unrest
episodes and eruptions, land motions and, more generally, to

Fig. 17. Example of triangular network within the perpendicular-
baseline/time interferometric plane; we highlight with the red color a single
triangle.

those driving the earth surface dynamics. With this respect,
the presented S-1 IW P-SBAS processing chain can play a
key role in generating updated information on the on-going
surface deformation phenomena with an unprecedented spatial
and temporal coverage.

APPENDIX

Let us focus on the issue of identifying the pixels to be
investigated in the steps following the interferograms gen-
eration (such as the PhU and the deformation time series
retrieval), within the developed advanced DInSAR process-
ing chain. To achieve this task, an effective solution relies
on the observation that the wrapped sum of three generic
multilook interferograms forming a triangle in the perpen-
dicular baseline/time plane (see Fig. 17) is, for each pixel,
typically different from zero because it accounts for the time-
inconsistent phase noise components of the considered inter-
ferograms triples [11], [74], [78], [100]. Indeed, the wrapped
sum for each pixel of three generic interferograms, namely
�φB A = Wr(φB −φA), �φC B = Wr(φC −φB), and �φAC =
Wr(φA − φC ), computed from the SAR data acquired at the
different times tA, tB and tC (see the red triangle in Fig. 17)
turns out to be different from zero [11], [74], [78], [100]

Wr [�φB A + �φC B + �φAC ] = �φres �= 0, (A1)

being Wr [·] the wrapping operator.
We further remark that this property is still valid for the

sequence of noise-filtered DInSAR interferograms obtained
by applying the procedure described in [74]. Note also
that in the developed processing chain we implement a
selection, among all the exploited interferometric data pairs,
of an optimized triangular network within the perpendicular-
baseline/time plane [75]. This triangulation is composed of
	 triangles and Mtr arcs, the latter corresponding to the
selected SB interferometric pairs. Accordingly, for each tri-
angle and each pixel P of the azimuth/range spatial domain,
we can compute the residual phases, say �φtr

resi
(P), i =

1, . . . ,	 by considering (A1). As mentioned above these
phase residuals get indirect information on the presence of
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uncompensated noise phase signals in the involved interfero-
grams. Accordingly, the coherent pixels to be analyzed through
the developed processing chain can be efficiently selected
by computing, on a pixel-by-pixel basis, the values of an
equivalent coherence factor [100], which is referred hereinafter
as triangular coherence and is defined as follows:

ϒ(P) = 1

	







	�

k=1

exp
�

j�φtr
resk

(P)
�





 ∈ [0, 1]. (A2)

Pixels with high values (greater than a selected threshold,
say γ ) of the triangular coherence correspond to the sparse
grid of data, namely S, over which the subsequent PhU
operation is carried out, that is: S = {P : ϒ(P) ≥ γ }.

Tests performed on several case studies revealed that
suitable values of the threshold γ are typically within the
[0.7, 0.9] range.
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