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Seamless Fusion of LiDAR and Aerial
Imagery for Building Extraction

Guogqing Zhou, Senior Member, IEEE, and Xiang Zhou

Abstract—Although many efforts have been made on the fusion
of Light Detection and Ranging (LiDAR) and aerial imagery for
the extraction of houses, little research on taking advantage of
a building’s geometric features, properties, and structures for
assisting the further fusion of the two types of data has been made.
For this reason, this paper develops a seamless fusion between
LiDAR and aerial imagery on the basis of aspect graphs, which
utilize the features of houses, such as geometry, structures, and
shapes. First, 3-D primitives, standing for houses, are chosen, and
their projections are represented by the aspects. A hierarchical
aspect graph is then constructed using aerial image processing
in combination with the results of LiDAR data processing. In
the aspect graph, the note represents the face aspect and the
arc is described by attributes obtained by the formulated coding
regulations, and the coregistration between the aspect and LiDAR
data is implemented. As a consequence, the aspects and/or the
aspect graph are interpreted for the extraction of houses, and then
the houses are fitted using a planar equation for creating a digital
building model (DBM). The experimental field, which is located
in Wytheville, VA, is used to evaluate the proposed method. The
experimental results demonstrated that the proposed method is
capable of effectively extracting houses at a successful rate of 93%,
as compared with another method, which is 82% effective when
LiDAR spacing is approximately 7.3 by 7.3 ft. The accuracy of
3-D DBM is higher than the method using only single LiDAR data.

Index Terms—Aerial image, extraction, house, image process-
ing, light detection and ranging (LiDAR), urban.

I. INTRODUCTION

O MEET the increasing requirement for accurate 3-D mod-

els of buildings, continuous updates for urban planning,
cartographic mapping, and civilian and military emergency
responses, the efforts for building extraction using a variety of
data sources have been made in the past in photogrammetry,
image processing, and computer vision communities. The pre-
vious methods can be grouped into three categories in terms of
the employed data sources. The first category uses optical im-
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agery, such as aerial imagery and high-resolution satellite im-
agery (e.g., IKONOS). The second category utilized active
imagery data, such as Light Detection and Ranging (LiDAR)
data and radar imagery. The third category integrates both high-
resolution optical and active imagery data.

For the first category, the earliest effort can be traced back
to the 1980s. For example, McKeown [26], [27] presented a
knowledge-based interpretation method to recognize buildings
from aerial imagery. Afterward, Matsuyama [24] developed a
so-called expert system (ES) for building extraction. Mohan
and Nevatia [28] proposed matching multiple-image technique
to extract 3-D urban buildings. Lee and Lei [22] extracted
house roofs through assumed gray matter on a house’s surface
and matching house corners and edges. Baillard and Maitre
[3], Fischer et al. [10], Kim and Muller [21], Mayer [25],
and Paparoditis er al. [31] also presented their methods. In
the 21st century, methods for the building extraction from
optical imagery are still continuously explored. For example,
Cord et al. [6], Fradkin er al. [11], and Jaynes ef al. [17]
presented the methods of urban buildings using multiple aerial
images in dense urban areas. Jung [18], Khoshelham ez al. [20],
and Suveg and Vosselman [44] proposed detecting complex
buildings from multitemporal aerial stereopairs. Peng et al.
[32] used snake models for building detection from aerial
images. Ahmadi ef al. [1], Le Besnerais et al. [4], Sirmacek
and Unsalan [40], and Zebedin et al. [49] presented their
methods to extract buildings. These early methods attempted to
extract the boundary of a building to identify the buildings, but
separating building boundaries from non-building objects, such
as parking lots, is difficult. It is especially difficult to extract the
complete boundaries of a building from single optical image
due to unavoidable occlusions, poor contrasts, shadows, and
disadvantageous image perspectives [9].

The second category employs active imagery data, such as
microwave imagery [41] and LiDAR data [13]. Particularly, the
emergence of the LiDAR technique in the middle of 1990s
resulted in considerable efforts for 3-D building extraction
in the past decades. The methods can be grouped into two
categories [51], i.e., the classification approach and the adjust-
ment approach. The classification approach detects the ground
points using certain operators designed based on mathematical
morphology [29], terrain slope [2], or local elevation difference.
The refined classification approach uses triangulated irregular
network data structure [2] and iterative calculation [42] to
consider the discontinuity of the LIDAR data or terrain surface.
The purpose of these methods is to first form a grid LiDAR
elevation into a depth imagery and then use image segmentation
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techniques to detect building footprints. The adjustment ap-
proach essentially uses a mathematical function to approxi-
mate the ground surface, which is determined in an iterative
least squares process while the outliers of non-ground points
are detected and eliminated. For example, Pu and Vosselman
[33] proposed a knowledge-based reconstruction of building
models from laser scanning data. Rutzinger et al. [37] made
an experimental comparison and analysis for evaluating several
techniques of building extraction. Sampath and Shan [38] and
Zhang et al. [50] separated the ground and the non-ground
LiDAR measurements using a progressive morphological filter.
Building points were labeled via a region-growing algorithm,
and the building boundaries were derived by connecting the
boundary points. The major shortcoming of applying single
active data is that texture and boundary information cannot be
effectively reflected.

The third category uses both optical and active data since
the building extraction from only monocular imagery (e.g.,
optical imagery, or LiDAR data) cannot reach a satisfactory
result due to the strengths and weaknesses of each data source.
Therefore, efficient fusion of different types of data sources
can utilize the natural complementary properties of each data
source and compensate for the weaknesses found from one
data source to another. For instance, Hermosilla et al. [15],
Kabolizade et al. [19], Zhou et al. [51], Yu et al. [47], and
Zhou [52] presented the method for extraction of urban houses
and road networks through the integration of LiDAR and aerial
images. Habib et al. [14] and Schenk and Csatho [39] proposed
feature-based fusion of LiDAR data and aerial imagery to
obtain a better building surface description. Sohn and Dowman
[43] focused on the exploitation of synergy of IKONOS mul-
tispectral imagery information combined with a hierarchical
segmentation of a LiDAR digital elevation model (DEM). Rot-
tensteiner et al. [35] proposed a method consisting of building
detection, roof plane detection, and the determination of roof
boundaries. Fujii and Arikawa [12] and Jinhui er al. [16]
proposed integrating LiDAR, aerial image, and ground images
for complete urban building modeling. O’Donohue et al. [30]
combined thermal-LiDAR imagery for the extraction of urban
man-made objects. Dong et al. [8], Mastin et al. [23], Wang and
Neumann [45], and Zabuawala et al. [48] suggested automatic
registration of LiDAR and optical imagery of urban scenes for
the extraction of houses and roads.

Recently, the methods of third category have been widely
used since the efficient fusion of the two types of data sources
can compensate for the weaknesses of one data to another.
However, most current efforts have still been staying the study
of the “gray-level” fusion and few efforts on utilization of
the geometric or chromatic features of buildings to support
the deep data fusion for building extraction. To confront these
issues, this paper develops an aspect graph-driven method to
explore how the features of houses (e.g., geometry, structures,
and shapes) are utilized for the data fusion between aerial
imagery data and LiDAR data. The arrangement of this paper
is as follows. Section II presents the aspects, aspect graphs,
and corresponding data structures. Section III highlights the
experiment and comparison analysis. Section IV draws up the
conclusions.
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Fig. 1. Three-dimensional primitives of houses with flat roofs.
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Fig. 2. Three-dimensional primitives of houses with convex roofs.

II. PRINCIPLE OF ASPECT CODE AND CREATION
OF ASPECT CODE DATABASE

The concept of aspects and aspect graph techniques
was first presented by Biederman [5] and then applied by
Dickinson et al. [7] for 3-D shape recovery of industrial objects.
This paper extends the early idea through developing aspects
and aspect graphs of urban houses. The major work consists of
the steps below.

A. Selection of the 3-D Primitives (Houses)

Since the structures of houses in urban area are intricate,
the initial research in this paper only considered nine types of
houses with flat roofs (see Fig. 1) and two types of houses with
convex roofs (see Fig. 2) as 3-D house primitives.

B. Creation of 2-D Aspects

Dickinson et al. [7] employed an aspect to represent the pro-
jection of an entire 3-D industrial object, but this representation
is not proper for 3-D houses due to occlusion caused by the
perspective projection in aerial imagery. This paper expands
this method through the use of an aspect to represent the set of
topological distinct views of a 3-D house primitive. The basic
idea is that an aspect represents either an entire projection or
part of projection of a 3-D house primitive. Each aspect consists
of a set of 2-D faces, which correspond to the surface of a
primitive. An object can be modeled by a set of aspects. The
relationship between 2-D aspects and 3-D primitives is depicted
through an aspect hierarchical graph, which consists of three
layers on the basis of the face’s appearance in the aspect set
(see Fig. 3).

Boundary Set: A boundary set represents all subsets of
lines and curves composing the faces. A complete set of nine
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Fig. 4. Complete set of nine boundaries and their aspect coding regulation.
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Fig. 5. Complete set of ten faces for the houses selected in Figs. 1 and 2, of
which the algebraic number is the assigned code of the aspect.

boundaries is listed in Fig. 4 on the basis of the possible
appearances of the selected 3-D house primitives, in which the
nonlinear edges of houses are considered. The nine-boundary
set represents nonaccidental contour relations such as con-
necting manner, parallelism, and symmetry occurring within
a face.

Faces: Faces represent the set of the surface projected of
houses in the aerial imagery, such as contour boundary and
the relationship between the contours. Each face differs in the
number of contours, the types of contours, or nonaccidental
relationship between the contours. Houses are segmented into
many various faces. A complete set of ten faces is identified for
representing the chosen 3-D house primitives (see Fig. 5).

Aspect: An aspect is constructed by a group of faces. The
aspects of houses can be formed by any surface connecting
with a wall. An aspect also describes the relationship of face
adjacencies and indicates the contours shared by adjacent faces.
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Fig. 6. Code merging regulation for houses with flat roof and wall.

C. Coding Regulation for Aspect

To extract the houses using the aspect interpretation method,
aspect coding regulation has to be formulated. With the analysis
of the appeared aspects in Section II-B, nine types of contour
set, as shown in Fig. 4, are selected for coding. The coding
regulation is formulated as follows.

1) Code of a straight line is a [see Fig. 4(a)].

2) Code of a curve is b [see Fig. 4(b)].

3) Code of the intersection of two straight lines is aa [see
Fig. 4(¢)].

4) Code of the intersection of a straight line and a curve is
ab [see Fig. 4(d)].

5) Code of the intersection between two curves is bb [see
Fig. 4(e)].

6) Code of two parallel straight lines is a — a [see Fig. 4(f)].

7) Code of two parallel curves is b — b [see Fig. 4(g)].

8) Code of a straight line opposite to another curve isa — b
[see Fig. 4(h)].

9) Code of a curve opposite to another curve is b — b [see
Fig. 4(1)].

All the basic aspects in Fig. 4 are labeled through the codes
formulated above. Once these basic aspects are coded, their
codes are archived in a so-called codebase for use of the aspect
interpretation, which will be described in Section II-G. Using
these basic aspects and their codes above, a complex house can
be coded. For example, for the house in Fig. 1(b), its probable
projections are depicted in Fig. 6 due to varying the positions
of viewpoint. As observed, only the house’s roof needs to be
considered for aspect coding since all the walls of a house
are perpendicular to the ground in the selected 3-D house
primitives. Therefore, the following three additional rules for
coding a house are formulated.

1) The total edge number of a face is defined as the first
figure of a code. For example, if a face consists of eight
edges, the first figure of a code is 8. Others are based on
this analogy.

2) If all edges of a house consist of straight lines, the second
figure is assigned a or otherwise assigned as b.

3) The edges of a face is numbered clockwise, starting from
any edge, using natural numbers, 1, 2, ..., n. If the
ordered edges with even number are parallel to each other,
anumber 1 is assigned to the end of code with a dash line.
Otherwise, 0 is assigned.

With the coding rules formulated above, a complete set of the
code for 3-D house primitives selected in Fig. 2 is as follows:

l.4a—1; 2.8a—1;

6.7a—1;

3.12a—1;
7.8a—0;

4.12a—0;
8.3a—0;

5.12a—1;
9.2—4a—1.
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Fig. 7. Code merging regulation for houses with a convex roof.
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Fig. 8. Size invariance and angle invariance of the aspects.

D. Coding Regulation for Aspect Merging

The above coding regulations are for the complete projection
of a house in an aerial imagery. However, a house is rarely in
practice projected into a complete 2-D aspect due to unavoid-
able occlusion, poor contrast, shadow, and perspective projec-
tion of aerial imagery. Moreover, the houses with a convex
roof consist of several surfaces. Thus, the coding regulation
for merging multiple aspects is formulated. The basic idea is
as follows: For a house with flat roof, its aspect is to merge a
roof aspect with multiple wall aspects, whose aspects are 4a
in the selected houses. The coding regulation for merging two
aspects is to merge two ordinal aspect codes into a new code
with a dash line connection. For example, the emerged code of
the house shown in Fig. 6(a) is 2 — 1, where 2 stands for the
aspect 2 in Fig. 5(b), whose code of visible face is 8a — 1, and
1 stands for aspect 1 in Fig. 5(a), whose code of visible face
is 4a. If an entire 2-D aspect consists of several visible faces,
the coding regulation is the same as that described above. For
example, the house shown in Fig. 6(g) consists of a flat roof and
four visible walls, thus, its codeis2 —1—-1—-1 — 1.

According to the coding regulation of aspect merging, a
house with convex roof, as depicted in Fig. 7(a), its merged code
is 8 — o — 8 — ¢, where 8 stands for the aspect 8 in Fig. 5(h),
and « stands for the aspect «v in Fig. 5(j). If these aspects are
merged with walls, the coding regulations are the same as those
formulated for flat houses.

E. Discussion of the Proposed Coding Regulation

The proposed coding regulation above has two apparent
properties, namely, size invariance and angle invariance.

e Size invariance: The proposed coding regulation ignores
the size of an aspect. For example, Fig. 8(a) and (b) have
different sizes of the aspect, but they have the same code.
This characteristic is called size invariance of the aspect.

* Angle invariance: The proposed coding regulation also
ignores the size of angles. For example, Fig. 8(c) and (d)
have different angle sizes of intersection, but they have the
same code. This characteristic is called angle invariance of
the aspect.

In addition to the above two basic characteristics, it has been
observed that the proposed coding regulations have rotation
invariance and scale invariance. Therefore, the characteristics
of the aspect coding regulation are summarized as follows.

1) Aspect is based on a view-centered [see Fig. 9(a)—(f)],
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2) Aspect is a rotate invariance [see Fig. 9(a) and ()],
3) Aspect is an angle invariance [see Fig. 9(c)—(e)], and
4) Aspect is a scale invariance [see Fig. 9(a) and (f)].

With the above characteristics, it can be noted that different
houses probably have the same codes such as Fig. 1(c) and (e).
These characteristics do not actually affect the house extraction
since our goal is to extract the houses, rather than recognize the
type of a house.

F. Creation of Aspect Graphs

The work above only created the 2-D aspects of the houses,
but it is not sufficient to correctly interpret the complex houses
or partially projected house caused by the occlusions if only
using the above 2-D aspect codes. For this reason, creation of
a hierarchical aspect graph using nodes and arcs is proposed in
this paper. The hierarchical aspect graph consists of three lay-
ers, i.e., face-aspect graph, primitive-aspect graph, and aspect
hypergraph. In the hierarchical aspect graph, a node represents
the 2-D aspect of an entire 3-D object and an arc represents the
relation between two 2-D aspects. A face is chosen as a node
(element) to construct a face-aspect graph; a primitive graph is
used to describe an entire projection or partial projection of a
3-D primitive; and an aspect hypergraph is constructed through
the description of the connected relations between primitive
graphs.

During the construction of the hierarchical aspect hyper-
graph, a critical step is the creation of the face-aspect graph.
To this end, the following regulations are formulated.

1) A basic pattern, as shown in Fig. 10(a), is taken as a node.

2) A connected relation between two basic patterns is taken
as a connected arc [see Fig. 10(b)].

3) The information such as type, edge number, and other
factors in the basic pattern is taken as the attributes of
the node [see Fig. 10(c)].

4) The connected information is taken as the connection
attributes of the arc [see Fig. 10(d)].

The two nodes are connected using an arc. The arc is
assigned with attributes. The attribute values are suggested as
follows.

1) The regulations for attribute value assignment of the
nodes are as follows:
e The area of a face aspect is taken as an attribute
value.
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Fig. 11. Data structure of aspect database (codebase) creation.

The perimeter of a face aspect is taken as an attribute
value.

The center coordination (X, Y.) of a face aspect is
taken as an attribute value.

The orientation angle 6 of a face aspect is taken as
an attribute value, where

9:tan_1 [2~M11/<]\/[20—M02)] /2 (la)

where M; ; is the ith- and jth-order moment, which
can be expressed by

Mij= > (Xe—=X)'(Y.-Y).
(X, Y)eR

(1b)

The recognized primitive through the above aspect
interpretation method is taken as an attribute value.
The codes describing an aspect are taken as an
attribute value.
2) The regulations for attribute value assignment of the
arcs are:

e The number of the shared edge(s) is taken as an
attribute value.
The type of the connected edge(s), straight or curve,
is taken as an attribute value.
The slope of a straight line is taken an attribute value.
The curvature of a curve is taken an attribute value.
The information of two endpoints of the connected
line is taken an attribute value.

With the regulations formulated above, the face-aspect graph
and the primitive-aspect graph corresponding to describing
the face aspect and the primitive aspect can be constructed.
Furthermore, with the description of the connected relation-
ship between primitive graphs, an aspect hypergraph can be
constructed. The implementation of the above method and
algorithms is called aspect describer.

G. Creation of Aspect Codes Database

The codes describing the aspects and the hierarchical aspect
graphs (i.e., face-aspect graph, primitive-aspect graph, and
aspect hypergraph) are taken as knowledge and archived in a
database called codebase (see Fig. 11). The data structures for

archiving the knowledge, associated with the aspect interpreta-
tion, are depicted in Fig. 11.

As shown in Fig. 11, with the established aspect codebase,
house extraction using the aspect interpretation is carried out
through correlated operation between the aspect codes created
from aerial imagers (called image aspect codes) and the aspect
codes archived in the codebase.The basic steps of implementing
the operation are as follows:

1) The segmented aerial imagery inputs into the aspect
describer.

The aspect describer creates the codes for houses and
their connection using the aspect and the attributes in
accordance with the coding regulations formulated in
Sections II and III.

The aspect interpretation is conducted. First, the face
aspect is created, and the faces describing houses are
interpreted using the face-aspect correlation operation.
With the implementation of face-aspect interpretation, a
primitive graph, which describes an entire projection or
partial projection of a 3-D primitive house, is created.
The 3-D primitive houses are interpreted through the
correlation operation between the image aspect graph and
the codebase aspect graph in combination with LiDAR
data processing. Finally, an aspect hypergraph is created,
and the 3-D houses are further interpreted through the
correlation operation between the image hypergraph and
the codebase hypergraph with assistance of LiDAR data
processing. The corresponding data structures for the im-
plementation of the aspect interpretation proposed above
are depicted in Fig. 11.

2)

3)

III. EXPERIMENTS AND ANALYSES
A. Data Set

Virginia Department of Transportation, contracting to
Woolpert LLC at Richmond, Virginia, has established a high-
accuracy test field in Wytheville, VA, for the accuracy eval-
uation of the LiDAR system. The field extends from the
west side of Wytheville approximately 11.4 miles east, with a
northern and southern extent of approximately 4.5 miles (see
Fig. 12). All of the elevation data, including LiDAR and 19
ground control points (GCPs), were referenced to NAVD8S
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Fig. 12.  Geodetic control test field in Wytheville, VA.

TABLE 1
SPECIFICATION FOR LIDAR DATA COLLECTION

e Name: Optech 1210 LiDAR system

® Date: September 19, 2000

e Accuracy: 2.0-feet

® Density: an average spacing of 7.3-feet

e Aircraft Speed: 202 ft/s

o Flying Height: 4500ft above ground level

o Scanner Field of View (half angle): £16 degrees
e Scan Frequency: 14Hz

o Swath Width: 25811t (1806 ft with a 30% sidelap)
e Pulse Repetition Rate: 10KHz

TABLE 1II
SPECIFICATION FOR AERIAL IMAGE DATA COLLECTION
e Camera: Woolpert camera 5099 e Scale: 1:1000
e Film: Kodak 2405 e Image type: black-and-white aerial imagery
e Focal length: 153.087 mm o Pixel resolution: 2.0 pixels
o Total exposures: 96 e Date: September 19, 2000

datum; horizontal data were referenced to NAD83/93 Virginia
State Plane Coordinate system. The 19 GCP’s accuracy av-
erages 0.02, 0.02, and 0.01 m in X, Y, and Z, respectively.
The density of spare LiDAR data is an average of 7.3 ft.
The specification for the airborne LiDAR sensor is listed in
Table I [51].

In the experimental field, aerial images using a Woolpert
5099 Camera at a focal length of 153.087 mm were acquired on
September 19, 2000. The endlap of the images is about 65%,
and the sidelap is approximately 30%. The specification for
aerial image collection is listed in Table II [51].

In order to evaluate the proposed method, a patch is cut from
the original aerial image [see Imagery ID: 2523 in Fig. 12(a)]
for this experiment. The flowchart of the proposed aspect
interpretation for house extraction is depicted in Fig. 13.

B. Preprocessing of Aerial Imagery

Step 1—Image Enhancement and Noise Removal: Although
the aerial image was captured by high quality of Woolpert
aerial camera 5099, it is unavoidable for the image to involve
noise. Considering the extraction of house edges in next step, a
traditional 3 x 3 filtering algorithm is used to accentuate edges.
The typical high-pass filter mask is

-1 -1 -1
MaskE=| -1 9 -1 )
-1 -1 -1

With the proposed mask, the convolution with the original
image [see Fig. 14(a)] is operated. The enhanced image is
depicted in Fig. 14(b).

Step 2—Edge Detection: Yan et al. [46] developed detector
masks for edge extraction (see Fig. 15). This paper directly
employs this method for house edge extraction. The mask
orientations vary at an angle of 0°, 45°, 90°, and 135°. When
the masks are convolved with a moving window, the strongest
response is taken as the edge, and the corresponding orientation
is taken as the direction of an edge of one building boundary.

The mathematical model of the output gray value through
convolution computation can be expressed by

2

D fmin+ ) x wii,g) ¢

=0

2
g(m,n) = max
=0

k=1,2,3,4 (3)

where f(m,n) is the gray value of the original image, and
wg(i,7) is the mask whose values are depicted in Fig. 15.
With the convolution computation, the gray values of building
edges are enhanced, and the background noise is refrained
efficiently. Thus, the candidate pixels of the building’s edges
can be extracted. After thinning of edges, the results of the
extracted edges are shown in Fig. 16.

Step 3—Edge Pixels Grouping: When detecting the building
edge pixels above, a building boundary is segmented into
several edge fragments. For this reason, the following task is
to trace the edge fragment pixels and then group them. The
method to group two neighbor edge fragments into one new
edge “fragment” is proposed as follows (see Fig. 17).

1) The slopes of two neighbor edge fragments meet the
condition of |« — 3| < slope_threshold, where « and 3
represent the slopes of two edge fragments, respectively.

2) The distance D between the ending point of an edge
fragment and the starting point of another edge fragment
should meet the condition of D < dist_threshold.

When the two conditions above are met, two neighbor edge
fragments are merged by

AD = AO1 4+ 0105 + O3 D. “4)



ZHOU AND ZHOU: SEAMLESS FUSION OF LIDAR AND AERIAL IMAGERY FOR BUILDING EXTRACTION 7399

is§ ;
S Aerial Image
HSS

Noise removal
Imagery enhancement :
1 v
Selecting 3D
Edge detection I Edge pixel groupingl l Kalman filtering | house primitives
. A
%0 - - :
= Face boundary ) :
2 S = = : \ 4
§ * Constructing
< * - aspect database &
S - - - - : = q code database
s Corner detection |Stra1ght line/curve detectlonl =] »
£ : Ak
2 @
T T T T T T T T E T T T T TP rrrr A .3 E’:
L« — -
- 2|5
Asp.ect Face-aspect coding 0 ||oa /’-‘7_\
coding AClenroieat: B |l=
back-projection S |8
Aspect HIE v
el
o) =~
EI'I; IT -

Aspect /(
interpretation 1

Aspect Graph

merging
coding
regulation

1Y
g
o @
B
g'o
2 S
(J

9PON

A

Jxurod
dunuae)s

<

Jdyurod
Sunae)s

3D primitive
interpretation

Hypergraph

Repeat

3D houses

Fig. 13.  Flowchart for the aspect interpretation-based house extraction.
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Fig. 15. Edge detection masks.

Fig. 14. (a) Original image and (b) enhanced image using a 3 times 3 filtering
algorithm.

The same operations are above repeated for each edge frag-
ment until all edge fragments are finished. After this step, most
of the edge fragments are smoothly connected, as shown in
Fig. 18.

Step 3—Kalman Filter to Track Line: The above operations
unavoidably cause the gaps along the edges of a house. Kalman Line fragment CD
filter algorithm is proposed to track the broken-off edges to
fill the gaps. The basic idea of this method is that each edge Fig. 17. Merging neighbor edge fragments.
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Fig. 18.

Result of an extracted house boundary after implementing Step 3.

is considered as a track of a moving point on an edge. When
the broken-off edge fragments are not detected, the Kalman
filter keeps track of the next fragment. If there exist two edge
fragments, which meet the two conditions in Step 2, they will
be merged into one edge fragment. When a broken-off edge
is detected, a number of the pixels are prefilled. The filled
number is required to assure that the method can effectively
track the next edge fragment. This computational process is
mathematically described as follows: If an edge is tracked, let
X (k) be the state vector of movement, x(k) be the moving
location, 2’ (k) be the velocity, y(k) be the observation location
that is the location of the detected edge point, 7" be the step size,
and k be the tracing time; the state equation of constant velocity
of point D is

X ((k+1)/k) = AX(k) 5)

1 T

where X = [z 2/]7, and A = {0 1

} The measurement

model is simplified as
Y (k) = CXT(k) (6)

where C =1 0]7, and Y (k) =[y u]*. The predicated
state equation is

X ((k+1)/k) = AX (k). (7)
The output of the filter is
X(k+1) =X ((k+1)/k) + K(k+1)
(Y(k +1)— CX ((k+ 1)/k)) =X ((k+1)/k). 8

After the Kalman filter in combination with Step 2 is carried
out, an entire building boundary is extracted. The result for the
study area is depicted in Fig. 18.

C. Creation of Aspect Graphs and Extraction of Houses

With the detected edges above, the next task is to create as-
pect and aspect graphs using the proposed method in Section II
and then create a digital building model (DBM) of the houses.
To this end, the following steps are proposed.

Step 1—Face Coding: The first step of aspect creation is face
coding to the boundary detected in Section III-B. The following
steps are conducted.

* Face filling: Using a four-neighbor seed point growing

algorithm, each face is filled with gray value, 255. An
example filled by the shadow is shown in Fig. 19. With
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Fig. 19. Procedures of coding a house using the formulated coding regulation,
in which the small circles indicate an endpoint or the corner of a line or a curve.
The orientation and length of a straight-line segment are calculated. The area,
perimeter, and the central coordinates of a face are calculated as well.

TABLE III
ATTRIBUTE VALUES OF NOTES AND ARCS

Attribute Values For Note Attribute Values For Arc

Area

Perimeter

Central coordinates

Orientation angle @ of a face-aspect
Codes describing face-aspect

The coordinates of a shared edge
The types connected edges

The slope of straight line

The curvature of a curve

The information of two end-points

e o o o o
e o o o o

face filling, the area of each face is obtained by accounting
the number of the filled pixels. After filled, a binary
imagery is created.

* Boundary detection: With the binary imagery created
above, a gray threshold of 100 is set up to detect the bound-
ary. After this, thinning edges and deleting edge burrs are
implemented consequently. Finally, the boundaries with a
pixel width are obtained and displayed in Fig. 18.

e Boundary vectorization: With the result obtained above,
the boundary of each face is vectorized using an eight-
neighbor tracking operator. With the operation, the
perimeter of each boundary can be obtained and is used
as an attribute value of the face aspect.

e Corner detection: With the vectorized boundary of each
face above, the corner detection is conducted using a
method called the maximum curvature difference between
forward K steps and backward K steps. The basic steps
of this method are (see Fig. 19):

Selecting one pixel along the boundary, we called central
pixel, and calculating the curvatures of the line located in the
selected pixel (noted k), the forward 3 pixels’ (noted k. 3), and
the backward 3 pixels’ (noted k_3), respectively. The curvature
differences between the selected and the forward pixels (noted
ko+3) and between the selected and the backward pixels (noted
ko-3) are calculated, respectively. The corner is detected by
using the second curvature difference, i.e.,

Curvaturey = |ko_3 — koss|

9

if Curvature > threshold noted as corner
if Curvature < threshold noted as no corner.
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Incorrect detection

Fig. 20.

If Curvatureg is greater than the given threshold, the pixel
is determined as a corner; otherwise, it is not a corner pixel.
Sometimes, it is necessary to suppress the local nonmaximum
since the multiple Curvaturey’s surrounding the central pixel
simultaneously meet the condition of (9). With the proposed
method here, the result of the detected corners is displayed in
Fig. 19.

e Determination of straight line or curve: When using the
aspect or aspect graph for house interpretation, the prop-
erty of a line segmentation, either a straight line or a curve,
has to be determined. To this end, the curvature of the
line segmentation between two corners is calculated. If the
curvature is close to zero, the line segment is considered as
a straight line, otherwise, as a curve.

e Face coding: With the operations above, face coding is
conducted in terms of the coding regulation formulated
in Sections II-C and II-D. When the above operations are
finished, the face codes are completed. An example is
depicted in Fig. 19.

Step 2—Creation of Aspect Graphs: With the faces coded
above, the aspect graph is constructed. The basic steps include:
First, each face is given an attribute name using natural numbers
1,2, 3, .... Meanwhile, the attribute values are calculated using
the parameters listed in Table III. Second, the aspect graph is
constructed using nodes and arcs. Each face is taken as a node
of the aspect graph, and each of the shared edge is determined
by the same imagery coordinates and taken as an arc of the
aspect graph [see Fig. 20(b)]. Third, a primitive aspect graph
is constructed using the aspect merging regulation described in
Section II-D. For example, face aspects 5 and 6, face aspects 9
and 10, and face aspects 2 and 4 are merged in Fig. 20(b). In
addition, face aspect 1 is an isolated aspect, which represents
an independent house. Fourth, the aspect graphs between the
created in this section and the archived in the database are
correlated. With this operation, the aspect graph using the
proposed face-coding regulation can effectively remove the
mis-segmented area [see Fig. 20(a) and (b)].

Step 3—Coregistration Between Aspect and LiDAR Data:
The created aspects above unavoidably contain the objects that
do not belong to houses, such as vehicles or parking lots. For
this reason, the application of elevation information driven by
LiDAR data will help separate ground objects and non-ground
objects. A common method is to coregister the LiDAR data
and the created aspects, with which the house’s boundaries and
3-D coordinates can be obtained and are used to further create
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Ilustration of aspect and aspect graph construction, (a) the segmented houses, and (b) and their aspect graphs.

Fig. 21.

Coregistration of aerial imagery and LiDAR footprints.

a DBM. This paper develops a method called aspect-based
coregistration. The basic idea is: 1) The aspect is selected as
coregistration elements since the aspect consists of the house
boundary, which is important invariant geometric elements in
house; 2) LiDAR data are back-projected onto aspect imagery
plan to determine which LiDAR footprints are located within an
aspect; 3) the algorithm for coregistration between the LiDAR
data and the aspects is developed to create the DBM (see
Fig. 21). The detailed steps are presented below.

¢ Determination of reference system: The LiDAR data
with X -, Y-, and Z-coordinates have been referenced to
NAVDS8S8 datum at height; and the NAD83/93 Virginia
State Plane Coordinate system in planimetric coordinates.
Thus, the datum of the LiDAR data set is used as the
common reference framework.

* Back Projection of LiDAR onto Aspect Imagery Plane:
The LiDAR data are back projected onto the created aspect
plane, also called “aspect imagery” for removal of the
ground objects and addition of the objects missed by
operation of aspect creation in Step 2. The basic steps
consist of:

1) Back projection of LiDAR data onto the aspect
plane (called aspect imagery) using the collinearity
equations accompanying with the known interior and
exterior orientation parameters of the aerial images,
which are provided by a vendor.

2) Correlation of the created aspects and LiDAR data
and identification of the following four types of
correlation cases (see Fig. 20):

* Case I: LiDAR data are correctly matching with
the created house aspects.

e Case 2: LiDAR data are partially matching with
the created house aspects.
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Fig. 22.

* Case 3: LiDAR data have no matching with the

created house aspect.

For Case 2 and Case 3 above, there are three
possibilities: 1) Edges of the houses in aerial imagery
possibly have not been completely detected due to
the traditional optical imagery problems, such as low
gray contrast; 2) partial or complete occlusion due to
the property of the perspective projection; and 3) the
created aspect is part of an entire house. For Case 3
above, there are two possibilities: First, the size of
the house is less than 14 x 14 ft? in length and width,
i.e., less than two LiDAR footprints were shot on
the house roof. Second, the created aspects are for
ground objects such as parking lots, which have no
elevation information.

This paper only considers the cases that over
three LiDAR footprints are shot on the aspects, i.e.,
Case 1 and Case 2.

With the above coregistration between aspects and
LiDAR data, the roof equation can be established
using a local plane fitting equation, i.e.,

aX +b0Y +cZ =1 (10)
where a, b, and ¢ are unknown coefficients, and X,
Y, and Z are coordinates of LiDAR footprints shot
within the house’s roof. As shown in (10), at least
three LiDAR footprints are required to determine
the equation coefficients a, b, and ¢ by least squares
estimates. With this algorithm, a coarse 3-D model
of houses can be generated. As observed in Fig. 22,
the boundaries of the 3-D model of each house
are very coarse since it is difficult to extract the
boundaries of each house from single LiDAR data.
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W Not trimmed edges ®)

Coarse 3-D models of the houses through coregistration between the aspect and the LiDAR data.

Fig. 23.

Illustration of 3-D primitive graph creation procedure.

In addition, some objects are wrongly detected as
aspect (i.e., non-ground objects) in the operation of
the edge detection and the aspect creation using the
method described above [see Fig. 22(a)]. However,
they are in fact ground objects since they have no
elevation when coregistered with the LiDAR data
[see Fig. 22(b)].

Step 4—Construction of Aspect Hypergraphs: Step 3 un-
avoidably missed the detection of a few houses and/or wrongly
detected the houses. For this reason, this paper uses the aspect
hypergraph in combination with LiDAR data to overcome the
wrong determination. The basic procedures are: For a given
face aspect [see Fig. 23(a)], we check whether the LiDAR is
shot within the face aspect. If only one LiDAR footprint is shot,
it is supposed that the face aspect may represent a house. We
further examine the connected face aspect manually. If the con-
nected face aspect has no LiDAR shot, it is supposed that this
face aspect is probably a wall [see Fig. 23(b)]. Consequently,
this wall face aspect will be merged with the roof face aspect
to construct a 3-D volume primitive graph [see Fig. 23(c)]. If
two neighbor face aspects have no LiDAR shot, it is supposed
that the face aspects represent other objects such as parking
lots. Repeat the procedures above and manually check whether
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all houses are detected one by one. If not, the house has to be
manually added.

Step 5—House Extraction Using Aspect Interpretation: The
primary design for the extraction of houses using aspect inter-
pretation is a correlation operation between the aspect codes
created from aerial imagery (called image code) and the aspect
codes archived in the codebase (called codebase). The corre-
lation operation is carried out by the attribute values assigned
in both the nodes and the arcs of the aspect graphs. Each node
and each arc are composed of many attribute values; a linear
combination of these attributes is constructed by

nodeaiiribute = Area + Perimeter + CentralCoord

+ Orientation + Codeaspect (11)
AT Cattribute = OoordTwofends + Typeedge
+ Slopéjine + Curvaturecyrye- (12)

The correlation coefficient maximum of the note/arc at-
tributes between the obtained from aerial imageries and the
archived in the database is taken as criterion. With the new com-
bined variables in (11) and (12), the two criteria are employed
to determine their correlation, respectively. The first criterion
is the correlation coefficient maximum of the node, which is
employed for determining the candidate house under a given
threshold of correlation coefficient. The mathematical model is

expressed by
—
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where Ry is the threshold, and R is the set of r;. Ry is set
0.95 in this paper. The successful operation of this step will
be able to interpret and find a significant amount of geometric
information of a house, such as aspect property, geometry,
gray area, relationship, and separate the ground objects (e.g.,
parking lots) and non-ground objects (e.g., houses). The sec-
ond criterion is a correlation coefficient maximum of the arcs
between the obtained from the aerial imagery and the archived
in the database. The same operation as the node correlation is
carried out. The successful operation of this step will be able to
interpret and find a primitive graph, which describes an entire
projection or partial projection of a 3-D primitive (house). If
an aspect is identified as a house, we will further determine
how many LiDAR footprints hit its roof and then calculate the
house’s model, which will be described in Step 7.

Step 6—Repeat the Operations Above: Repetition of the
operations in Step 4 and Step 5 is required in order to avoid
missing the extraction of houses.

Step 7—Creation of Accurate 3-D Model of Houses: An
aspect with its correct interpretation is capable of accurately
depicting the boundary of a house. With the accurate boundary
of house, a precise 3-D model can be created using the method
proposed in [51]. The major difference between this step and
Step 3 is that boundary information of the aspect interpreted is
used to fit the planar equation. Thus, the boundary of the 3-D
model appears to be trimmed, i.e., an accurate DBM describing
houses can be established (see Fig. 24). As compared with

ifTiSRe rCR

ifr; > Ry - (13)
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Fig. 24. Houses extracted by the proposed method.

Fig. 22, it is found that the aspect-based 3-D model is much
more accurate than other methods.

D. Occlusion Analysis

Height trees unavoidably occlude the houses, resulting in
missing the house detection. In order to evaluate the impact
of the proposed method to the tree occlusion, this paper ex-
tends the experiment for another aerial image (see ID 3523
in Fig. 12). The experimental results are depicted in Fig. 25.
As checking the extracted houses [see Fig. 25(b)] and the
corresponding original image [see Fig. 25(a)] manually, it is
found that a few houses cannot be detected when using the
proposed method. Majority of the undetected houses are from
either tree occlusion or the house roof’s gray values close to
the trees [see Fig. 25(b)]. The rate of successfully extracted
houses is 93%, i.e., 113 out of 122 houses are detected using the
proposed method. The major reasons for missing the detection
of house using our method are probably caused by (a) when
a high tree occludes most part of a house, the house cannot be
detected since the house aspect cannot be formed after the aerial
image is processing using the method proposed in this paper;
(b) if the less than three LiDAR footprints shot a house, the
house cannot be detected since the height information cannot
be obtained. We manually checked the detected and undetected
houses and found that eight undetected houses are due to the
tree occlusions or the house roof’s brightness close to trees, and
only one house is due to the less than three LiDAR footprints
onto the house. This fact demonstrated that the tree occlusion
to houses and house roof’s brightness close to the surrendering
objects significantly impact the house detection when using the
proposed method.

E. Comparison Analysis

The comparison between our method and the hierarchical
morphological filtering (called Method 1 hereafter), which was
proposed by Rottensteiner [36] is conducted. The basic idea of
Method 1 is to first remove ground footprints using a ground-
filtering algorithm and then further remove the remaining
non-building pixels using the size, shape, height, and height
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Fig. 26. Houses extracted in the aerial image (ID 3523) by the proposed method.

difference between the first and last returns. This section gives
a brief description below for Method 1, and its details can be
referenced to [36].

e Ground Filtering: The primary purpose of the method is
to apply the multi-directional ground filtering algorithm to
identify LiDAR ground footprints and generates a Digital
Elevation Model (DEM). A 2-D mesh is first overlaid on
the LiDAR point clouds, and the elevation of the nearest
point is assigned to the cell. The ground filter algorithm is
used to separate ground and non-ground footprints using
the given thresholds of slopes, the elevation difference
between a point and its local minimum elevation, and
the elevation difference between a point and the nearest
ground point. With successful implementation of this op-

Approximate
brightness

eration, DEM, only composed of non-ground objects, is
created at the same resolution [see Fig. 27(a) and (b)].

Removing Non-building Pixels: With the created coarse
DEM above, the coarse DEM are mainly composed of
vegetation, buildings, and other objects, such as vehi-
cles. Accordingly, three pixel-based operations are used to
break non-building blocks into smaller fragments on the
basis of the fact that houses differ from other objects in
height, size, and shape, and laser lights possess a relatively
strong ability to penetrate vegetation and hardly pass solid
house roofs. This operation can remove objects that are
shorter and lower than the minimum house in length and
in height from the house candidates within coarse DEM,
such as shrubs and vehicles. Meanwhile, vegetation is also
filtered out from coarse DEM. Finally, an accurate DEM
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Fig. 27.

Fig. 29. Visualization of the houses extracted by using single LiDAR data.

only composed of houses is created, and the boundary of
each house is vectorized into vectors (Fig. 28).

In order to compare the accuracy and advantages of our
method compared with Method 1, we visualize the houses
extracted by Method 1, as depicted in Fig. 29. As observed and
compared by Figs. 24-29, it is found that [34].

1) The rate of extracting houses is 82% (i.e., 100 out of
122 houses) using Method 1. The major reasons for the
undetected house using Method lare probably caused by
the fact that Method 1 only used height information, i.e.,
LiDAR data did not use the aerial image information.
When the trees surround the house, Method 1 will be
blind to either trees or a house.

2) Method 1 only creates coarse boundary (see Fig. 29),
whereas our method is able to create a higher accuracy
value of DBM than Method 1 does (see Figs. 24 and
26) since our method proposed aspect interpretation op-
eration, which accurately fused the LiDAR data and the
imaged houses.

(a) Original DSM and (b) DEM created by the ground filtering algorithm (courtesy of Ren et al. [34]).

IV. CONCLUSION

The main contribution of this paper lies in the development
of a seamless fusion between LiDAR data and aerial imagery.
This fusion differs from the traditional methods, which simply
merged aerial imagery with LiDAR data. The proposed method
is: 1) to create the aspects and the aspect graphs from an
aerial imagery; and then 2) merge the created aspects with
LiDAR data. The major characteristics of the proposed method
lie in: 1) The aspect and the aspect graph contain significant
amount of knowledge of a building, such as geometric features,
shapes, and structures; therefore, the proposed method is a type
of geometric information-driven method for the extraction of
houses; and 2) data fusion is carried out at each process of
the house detection and the house description; hence, it is thus
called a seamless fusion in this paper.

The main work of the proposed method includes the follow-
ing. 1) Aerial image preprocessing, including edge detection
using a detector mask, edge pixel grouping, and gap filling,
is developed. 2) Eleven types of 3-D house primitives are
selected, and their projections are represented by the aspects.
The coding regulations are formulated for creation of the
(hierarchical) aspect graphs on the basis of the results of aerial
image processing and the results of LiDAR data processing.
In the aspect graphs, the notes are represented by the face
aspect, and the arcs are described by the attributes using the
formulated coding regulations. 3) The coregistration between
the aspects and the LiDAR data is implemented using the
correlation operation. As a consequence, the aspects and/or the
aspect graphs are interpreted for the extraction of houses, and
the extracted houses are fitted using a planar equation for the
creation of a DBM.

The experimental field, which was established by Virginia
Department of Transportation, contracting to Woolpert LLC
at Wytheville, VA, is used to evaluate the proposed method.
The experimental results have demonstrated that the proposed
method is capable of effectively extracting houses at a rate of
93%, compared with another method, which is 82% effective
with LiDAR spacing of approximately 7.3 by 7.3 ft? in the
experiment area. The accuracy of the 3-D DBM is higher than
the method using only single LiDAR data.
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