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Earthquake Damage Detection in Urban
Areas Using Curvilinear Features

Peter T. B. Brett, Student Member, IEEE, and Raffaella Guida, Member, IEEE

Abstract—Bright curvilinear features arising from the geometry
of man-made structures are characteristic of synthetic aperture
radar (SAR) images of urban areas, particularly due to double-
reflection mechanisms. An approach to urban earthquake dam-
age detection using double-reflection line amplitude change in
single-look images has been established in previous literature.
Based on this method, this paper introduces an automated tool for
fast, unsupervised damage detection in urban areas. Ridge-based
curvilinear features are extracted from a preevent SAR image, and
double-reflection candidates are selected using prior probability
distributions derived from a simple geometrical building model.
The candidate features are then used with the ratio of a pair of
single preevent and postevent SAR single-look amplitude images
to estimate damage levels. The algorithm is very efficient, with
overall computational complexity of O(N log k) for an N -pixel
image containing features of mean length k. The technique is
demonstrated using COSMO-SkyMed data covering L’Aquila,
Italy, and Port-au-Prince, Haiti.

Index Terms—Earthquake damage detection, feature extrac-
tion, multitemporal synthetic aperture radar (SAR), urban areas.

I. INTRODUCTION

IN RECENT years, major earthquakes have struck cities in
countries around the globe: China in 2009, Haiti in 2010,

Japan in 2011, and Italy in 2009 and 2012. In the case of the
magnitude-7 Haiti 2010 earthquake, the Haitian government
reported an estimated 230 000 deaths, 300 000 injured, and
approximately 1.3 million people displaced both from and
within the Port-au-Prince area [1]; the economic damage was
estimated to be between $8 billion and $14 billion [2].

When an earthquake strikes, prompt and effective action by
disaster response agencies is necessary to minimize loss of
life, particularly when considering the survival rate for trapped
victims or rescued persons without medical treatment, and the
likelihood of secondary disasters, e.g., due to aftershocks or
fires [3]. To quickly and accurately organize a response, up-to-
date data on affected areas must be made available to response
coordinators.

Satellite remote sensing with synthetic aperture radar (SAR)
has many benefits for postdisaster data-gathering. Orbital plat-
forms are immune to disruption by terrestrial natural disasters,
and unlike optical sensors, SAR is able to penetrate smoke,
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cloud, and precipitation. The work done under the International
Charter on “Space and Major Disasters” [4] and by organiza-
tions such as the Operational Satellite Applications Programme
of the United Nations Institute for Training and Research
(UNOSAT) [5] has enabled the acquisition and distribution of
SAR data covering seismic disasters.

In recent years, very high resolution satellite SAR platforms
with the ability to resolve meter-scale features have become
available, such as COSMO-SkyMed and TerraSAR-X. These
have enabled a variety of approaches to urban damage as-
sessment and mapping using multitemporal SAR data, going
beyond the well-established use of interferometric SAR to
estimate displacement caused by earthquakes [6].

Methods for SAR change detection can broadly be divided
into two categories: coherent change detection utilizing phase
information (discussed in [7]), and amplitude change detection.
At shorter wavelengths, coherence over natural cover cannot
be assured even with very short repetition times. Amplitude-
based change detection methods are therefore more appealing
for seismic disaster monitoring applications, since it is not
currently feasible to carry out continual acquisitions covering
every area that could possibly be affected by an earthquake.

In recent literature, several interesting approaches to mul-
titemporal amplitude-based urban change detection have been
proposed. One approach is to use a difference measure between
various different image representations, such as wavelet and
curvelet transforms; one stated benefit of curvelets is their
strong response to linear features, such as the bright lines
caused by double-reflection mechanisms, which is a charac-
teristic of man-made structures [8]. In [9] and [10], the linear
features are used to confirm changes detected using a pixel-
based approach. By contrast, some approaches to urban damage
detection do not consider linear features at all. For example,
some information-theoretic methods have been introduced [11],
and another promising approach using textural homogeneity
even allows the estimation of damage levels using only a single
postevent image [12], [13].

In [14] and [15], an approach to damage detection and
estimation was introduced, which uses inverse methods to
take direct advantage of structures’ double-reflection lines. It
follows from the closed-form expressions derived in [16] that
the radar cross section β0 of a double-reflection line can be
written as [17]

β0 = h · f(p) (1)

where p is a vector of scene and radar parameters, and h denotes
the building height. Assuming p remains constant between
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successive acquisitions, the work in [15] describes a method
for detecting damage to buildings by detecting changes to their
heights using double-reflection lines. In that paper, a damage
quotient 0 ≤ d ≤ 1 was defined, i.e.,

d =
h1 − h2

h1
=

(
1− cr ·

β̂0
2

β̂0
1

)
(2)

where β̂0 is the radar cross-sectional estimate for the double-
reflection line, and subscripts 1 and 2 denote the preevent and
postevent values, respectively. cr is a calibration coefficient
that corrects for differences in attenuation, background noise,
and other constant common terms. This d quotient has some
shortcomings. There are several classes of earthquake damage
that will not be reflected in a gross change in building height
(e.g., collapse of internal floors), and it clearly cannot be
applied where adjacent buildings or vegetation prevent a double
reflection from appearing. It does, however, have some good
potential for detecting catastrophic damage where total collapse
or the collapse of one or more exterior walls of a building has
occurred.

Unfortunately, the results shown in [14] and [15] were based
on a manual approach to identifying double-reflection points in
the image, which made it impractical to use in an urgent disaster
response context.

To address this problem, a way of automating some steps
of this damage detection by using ridge detection was outlined
in [18], and this paper takes the concept further to present
a fully automated tool for the detection of localized damage
to buildings in urban areas. The design of the tool is driven
by practical goals: 1) high speed, using algorithms with low
computational complexity and high scalability to modern mul-
tiprocessor computer hardware; 2) flexibility, requiring little or
no training or adaptation to apply it to a new target area; and
3) coverage, keeping the number of target areas that the tool
can be used on as high as possible by only requiring one recent
archive preevent SAR image and one matching postevent SAR
image rather than a more extended historical time series.

In Section II, the structure of the tool is described, along
with the models and algorithms used. In Section III, the results
of applying the tool to data from COSMO-SkyMed covering
the 2010 Haiti earthquake are presented, along with some
discussion of the tool’s effectiveness.

II. METHODS

An overview of the process used by the damage detection
tool is shown in Fig. 1. The inputs used for damage detection are
very high resolution spotlight-mode single-look SAR amplitude
images (e.g., the TerraSAR-X SLC or COSMO-SkyMed SSC
products). Two images of the target area are used: a library
image from a recent acquisition before the event (the preevent
image X1), and an image acquired as soon as possible after
the event (the postevent image X2). It is assumed that the
acquisitions are made with as similar radar and view parameters
as possible and that X2 is coregistered with X1.

Fig. 1. Flowchart overview of damage detection algorithm operations and
data flow.

Fig. 2. Geometry of isolated building scene with distant SAR sensor from
above (top) and from the side (bottom), showing unit vectors and angles.

There are two main steps to the damage detection process:
1) creation of a pixel mask from X1, which isolates features

of interest in the target area, and involves the extraction
of curvilinear features using a ridge detector followed by
a classification step to select features of interest;

2) Use of the mask and the pre/postratio image X1/X2

to identify locations where features of interest have
changed, and to estimate damage extent.

A. Double-Reflection Lines and Building Model

The scene model consists of an isolated building with a
rectangular footprint of dimensions a× b, a > 0, b > 0, and
smooth vertical walls of height h, surrounded by a level ter-
rain modeled as a generic random rough level surface. In the
coordinate system x, y, z, the building lies above the plane
z = 0, i.e., oriented at an angle 0 ≤ φ ≤ π/2 to the y-axis.
A SAR observation is made at a look angle 0 < θ < π/2 by
a distant sensor traveling parallel to the y-axis. It is useful to
define some unit vectors: î, ĵ, k̂ along the x-axis, y-axis, and
z-axis, respectively; êL along the look axis, and êA and êB
parallel to the building walls. This configuration is illustrated
in Fig. 2.

Because the dihedral between the smooth walls of the build-
ing and the ground forms a corner reflector, double scattering
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Fig. 3. Geometry of SAR slant range–azimuth image of a bright line in
isolated building scene (black) and projected building footprint (gray).

contributions between the walls and the ground all appear at
a slant range equal to that of the dihedral’s intersection, and
the superposition of all the contributions appears as a bright
line in the SAR amplitude image. A detailed discussion of this
mechanism appears in [16].

The shape of the bright line expected from the model scene
is shown schematically in Fig. 3, along with the footprint
of the building as projected into the image plane. Note that
foreshortening due to the projection means that the building
footprint no longer necessarily appears as a rectangle but as a
parallelogram.

Let λx be the slant range pixel size and λy be the azimuth
pixel size in the image, both in units of pixels · m−1. Then, some
synoptic parameters of the bright line are as follows:

t =λx sin θ · λy · ab (3)

l = a

∥∥∥∥λx sin θ sinφ
λy cosφ

∥∥∥∥ + b

∥∥∥∥λx sin θ cosφ
λy sinφ

∥∥∥∥ (4)

re =

∥∥∥∥λx sin θ(b cosφ− a sinφ)
λy(b sinφ+ a cosφ)

∥∥∥∥ (5)

where ‖x‖ denotes the l2-norm, t is the projected footprint area
(i.e., the area of the enclosed parallelogram), and l and re are
the total length and end-to-end distance of the projected double-
reflection line, respectively. Clearly, t is the most attractive
classification parameter as it is independent of the unknown
building orientation φ. However, note also that, if the image
is scaled such that λy = λx sin θ, then much simpler relations
apply, both of which are independent of φ, i.e.,

t =λ2
yab (6)

l =λy(a+ b). (7)

Let the random variables A = a and B = b correspond to
the dimensions of the building, with a joint prior probability
density function (pdf) fA,B(a, b). Then, for the case where
λy �= λx sin θ, the pdf of T = t, where ct = λxλy sin θ, is the
product distribution

fT (t) =

∞∫
−∞

1

ctu
fA,B

(
t

ctu
, u

)
du. (8)

For the case where λy = λx sin θ, and including the line length
L = l, the mapping (A,B) �→ (T, L) is bijective and differen-

tiable; therefore, the pdf of the joint distribution of T and L is
found by the change of variables as follows:

fT,L(t, l) = fA,B(a, b)
2

λy

√
l2 − 4t

I(l2 > 4t) (9)

where I(A) denotes the Iverson bracket (1 if A holds, 0 if
otherwise).

Suppose that it is assumed that the lengths of the sides of
the building are independent and identically distributed (i.i.d.).
This enables A, B ∼ Γ(k,m) to be chosen as a model for wall
length, with three advantages: 1) it is continuously supported
on [0,∞] as required; 2) the Gamma pdf has several other
commonly encountered single-sided continuous distributions as
special cases; and 3) both (8) and (9) then conveniently take
analytic forms, i.e.,

fT (t|k,m) =
2
(

t
ctm2

)k

K0

(
2
√

t
ctm2

)
tΓ2(k)

I(t > 0) (10)

where Kα(x) is the modified Bessel function of the second
kind, and

fT,L(t, l|k,m) =
2
(

t
λ2
y

)k−1

exp
(
− l

mλy

)
Γ2(k)m2k · λy

√
l2 − 4t

×I(t > 0, l > 0, l2 > 4t). (11)

These pdfs are used as the basis for the feature selection process
described later in Section II-C.

B. Single-Scale Ridge Detection

Since the intention is to make use of the bright lines caused
by double reflections, a method for extracting them from single-
look images is required. The approach chosen was to use a ridge
detector to extract the lines as curvilinear features. The form
that these lines take matches the height definition for ridges in
an image [19], and based on this definition, the work in [20]
describes a scale-space approach to ridge detection. A brief
summary of this method follows.

The scale-space representation L : R2 × R+ → R of the
image f is defined by L(r;σ2) = g(r;σ2) ∗ f , where the
scale parameter σ2 is the variance of the Gaussian kernel
g : R2 × R+ → R. The scale-space derivatives are defined by
Lxαyβ (r;σ2) = ∂xαyβL(r;σ2), where (α, β) denotes the or-
der of differentiation. At any image point r, the eigenvalues
k1 and k2 and eigenvectors ν1 and ν2 of the negated Hessian
matrix W are found, where W is formed from the second-order
scale-space derivatives, i.e.,

W (r; t) = −
[
Lxx(r; t) Lxy(r; t)
Lxy(r; t) Lyy(r; t)

]
(12)

and |k1| ≥ |k2|. A (p, q) coordinate system local to r is defined,
which is aligned with ν1 and ν2, and r is then a bright ridge
point of scale σ2 if

Lpp(r0;σ
2) < 0 and Lp(r;σ

2) = 0. (13)
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Fig. 4. Each square of four adjacent pixels may contain a single linear ridge
segment, formed by joining interpolated points of Lp = 0 for which Lpp < 0.

Ridge points are found by interpolating for zero crossings of Lp

along the vertical and horizontal edges joining adjacent pixels
and by testing the sign of the interpolated value of Lpp at each
zero crossing found. If the square formed by four adjacent
pixels has exactly two ridge points on its perimeter, a ridge
segment is formed by joining them with a straight line. This
is illustrated in Fig. 4.

This ridge detection algorithm is very suitable for a symmet-
ric multiprocessing implementation because all of the compu-
tationally intensive steps can be implemented using wait-free
approaches. A wait-free implementation of a concurrent data
object is one that guarantees that any process can complete any
operation in a finite number of steps, regardless of the execution
speeds of the other processes [21]. When wait-free methods
are used, multiple processes can read and write to the same
shared memory without locking, avoiding any execution time
being wasted, copying memory between processes, or waiting
for locks to be released.

If separable finite-impulse-response approximations for the
Gaussian kernel g and the derivative operator ∂ are used (e.g.,
the discrete scale-space formulation proposed in [22]), the
generation of the scale-space representation and scale-space
derivatives can be carried out in parallel by dividing the individ-
ual linear convolutions between multiple processors. This also
applies to the generation of the metrics Lpp and Lp, and to the
interpolation for and detection of ridge points. For an n-pixel
image, the complexity of the ridge detection is O(σ2n) for the
scale-space generation and O(n) for ridge point detection.

A method is described in [20] for multiscale ridge detection,
wherein a normalized ridge strength metric RnormL is used
to select the optimal scale for a ridge point. Unfortunately,
for a typical SAR image (with a size on the order of 108

pixels), prohibitively large amounts of memory are required for
the creation of the scale-space and ridge metrics. Instead, the
approach presented in this paper is based on carrying out ridge
extraction at a single empirically determined characteristic
scale σ2

c , which is subjected to the requirement that

σ2
c ≥ w2

12
(14)

where w is the maximum line width to be detected [23].
The ridge segments located using the ridge detector are

next linked to form longer ridge lines. Since these lines may
span the image, this is a highly nonlocal problem, and simple
task-division approaches to parallel computation (as used for
the ridge segment detection described in the previous section)
cannot be used.

The ridge segment detection process ensures that any given
ridge segment can be only a member of a single line; thus, the

lines Λ={li} can be considered to be disjoint sets of segments
si, i.e.,

li ∩ lj = 
 ∀j �= i. (15)

Initially, a single-element set is created for each ridge seg-
ment. Adjacent segments are then tested pairwise for connect-
edness. If they are connected, the sets they belong to are merged
in a set-union operation. The disjoint–merge algorithm used is
described in [24] and has the advantages for this application,
i.e., it is wait-free with the concomitant benefits described ear-
lier in this section, the primitive atomic “compare-and-swap”
operation that it relies on for synchronization is available on
most modern CPU architectures, and merges may be carried
out in any order to obtain the same result. This algorithm is
also highly efficient for an image containing M line segments
in lines of mean length Ñ , which complexity is approximately
O(M log Ñ).

Once the line merging has been completed, there exists
exactly one disjoint set li for each line in the image. Each line’s
set is then transformed in place to a more convenient linked-list
structure, and loops are detected and removed. This step is once
again easy to divide between multiple processes.

C. Geometry-Based Feature Selection

For each N -point feature C = {r1, r2, . . . , rN} extracted by
the ridge detection process described in Section II-B, it must be
determined how well C conforms to the expected geometry of
a building’s double-reflection line. To do so based on the model
described in Section II-A and using (10) or (11), the synoptic
parameters t and l are estimated as follows.

First, C is translated to the origin such that r0 = 0. The
length is then trivially given by

l̃ =

N−1∑
i=1

‖ri+1 − ri‖. (16)

The area contained by C was estimated from the end-to-end
distance re and the radius of gyration r2g around the end-to-end
axis

r̃e = ‖rN‖ (17)

r̃2g =
1

Nr̃2e

N−1∑
i=1

‖ri × rN‖2. (18)

To relate this to projected footprint area, consider the canon-
ical double-reflection line shape as the triangle shown in Fig. 5.
Let it be composed of N discrete points ri at perpendicular
distance ui from the end-to-end-axis. Let the sides, of length α
and β, respectively, contain NA and NB equally spaced points.
Then, (18) can be rewritten as

r2g =
1

N

N∑
i=1

u2
i ui =

{
i

NA
d i ≤ NA

N−i
NB

d i > NA.
(19)

In the limit of large NA and NB , this becomes

lim
NA,NB→∞

r2g =
d2

3
. (20)
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Fig. 5. Double-reflection line with projected footprint area t = d · re and
points ri spaced along the area.

The projected footprint area t = d · re can be therefore esti-
mated from the curvilinear feature measures re and rg accord-
ing to the relation

t̃ = r̃e ·
√
3r̃2g . (21)

These statistics are then used to classify each feature, using a
simple likelihood threshold decision rule, i.e.,

log p(C|ϑ)
B
≷
B
τ (22)

where B denotes classification as a feature of interest, τ is
the likelihood threshold, and ϑ is the parameter vector for the
chosen model [either (10) or (11)].

The features matching B are used as the input for the damage
detection and estimation step.

D. Change Detection and Estimation

The amplitude ratio image R = X1/X2 is used to calculate
a severity-of-change measure d(r) at a point r, which is based
on (2) with cr approximated by the global mean of R

d̃(r) =

(
1− 〈R〉

R(r)

)
. (23)

The tool described in this paper locates seismic damage by
creating a mask image that includes all pixels of R intersected
by the features of interest selected in Section II-C. It then
uses (23) as a severity-of-change metric, applying it to each
unmasked pixel in R to generate the output image showing
detected change locations and change strength.

As in Section I, there are two principal drawbacks to applying
this approach to seismic damage estimation. First, damage
can be only obviously detected for buildings where a suitable
double-reflection line is present in the preevent image X1. If no
suitable line is visible (due, for example, to adjacent buildings
or vegetation blocking the wall–ground corner reflector), then
even very extensive damage cannot be detected. Unfortunately,
this is a fundamental limitation of the approach and can be
only addressed by, for example, fusion with other seismic dam-
age detection approaches. Second, only very severe structural
damage can be reliably detected in this way, involving the total
collapse of a building or of at least one of its walls.

TABLE I
RIDGE DETECTION PERFORMANCE

Fig. 6. Empirical ROC curves for likelihood threshold detection using area
(A) and area–length (AL) models and a building size prior A ∼ Γ(4, 10),
derived using manual classification of selected sites in L’Aquila, Italy. The
maximum discrimination point for the A model is marked.

III. RESULTS

Two sets of experiments were carried out: tests of the per-
formance of the feature selection approach, and tests using
selected features for seismic damage detection.

For the purposes of this paper, a prior A ∼ Γ(4, 10) was em-
pirically chosen as models for medium-size buildings of mean
side length of 40 m, and curvilinear features were extracted at
a scale σ2

c = 8.

A. Ridge Detection Performance Results

Some experiments were carried out to verify the computa-
tional scalability of the ridge detector described in Section II-B.
The tests were carried using a single-look SAR amplitude
image of L’Aquila, Italy, acquired by the COSMO-SkyMed
constellation on March 22, 2009 with a look angle of 20◦. Two
sections of the image were used: a smaller segment with 1024 ×
1024 pixels, and a larger segment with 5778 × 6092 pixels.
Ridge extraction was carried out first using a single core of
2.67-GHz Intel Core i5 CPU, and then again using all four
cores. Each test was repeated ten times, and the mean elapsed
time was measured.

Table I shows the elapsed time and a relative per-pixel
processing time for each test. The single-core results suggest
that the ridge detection scales slightly better than O(N) for N
pixels. With smaller images, proportionately more of the run
time is committed to fixed-cost or particularly costly tasks (e.g.,
memory allocation). For the smaller image, four-core results
show approximately 1/k run time for k cores, as expected.
The four-core task for the larger image has smaller speed-up
than on a single core possibly because, for the 4-core tests, the
speed was limited by memory bandwidth rather than by CPU
time. The scalability objectives for the algorithm design were
successfully achieved.
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Fig. 7. Damage detection results from selected sites in Port-au-Prince, Haiti. Damage quotient gradient from white to gray for d = 0.75 to blue at d = 1. Optical
images GeoEye 2010. COSMO-SkyMed product Agenzia Spaziale Italiana 2009–2010. All rights reserved. (a) Supreme Court. (b) Cathedral. (c) National Palace.

B. Feature Selection Results

The feature selection was tested using the same SAR image
of L’Aquila, Italy. The product was processed with azimuth

and ground range resolutions of 0.85 m, giving λy = 1.18 px ·
m−1 and ct = 1.38 px2 · m−2. Three 256 × 256-pixel image
segments were chosen from the image, and the curvilinear
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features extracted from them were manually classified. These
results were compared with the results of feature selection to
generate receiver operating characteristic (ROC) curves, shown
in Fig. 6. From these ROC curves, it was evident that better
detection performance was achieved using the area model (10)
than with the area–length model (11). A possible reason for
this may have been that the more selective model is also more
sensitive to choice of building size prior distribution.

A suitable likelihood threshold for classification was set by
choosing the value of τ that gave maximum detection discrimi-
nation, i.e.,

τDmax = argmax
τ

(pTP − pFP). (24)

This gave a threshold for the area model of τ = −12.9, with
accuracy of 91.7%, a miss rate of 23%, and a false alarm rate of
7.8%. This operating point is marked in Fig. 6.

C. Damage Detection Results

The tool as a whole was tested by applying it to a pair of
single-look SAR amplitude images of Port-au-Prince, Haiti,
acquired by the COSMO-SkyMed constellation. The preevent
image X1 was acquired on December 12, 2009, and the
postevent image X2 on January 21, 2010. Both images were
acquired in high-resolution spotlight mode with a look angle of
θ = 38.2◦, and the products were processed with azimuth and
ground range resolutions of 1 m, giving ct = 1 px2 · m−2. The
area model (10) was used to select curvilinear features, with
a likelihood threshold τ = 5× 10−6. The underlying assump-
tions that (23) depends on are valid for this image pair, due to
the close similarity of the acquisition parameters.

Three 256 × 256 pixel image segments of the coregistered
image pair were selected for testing, centering on major build-
ings in central Port-au-Prince that were known to have been
heavily damaged, i.e., the Supreme Court, a cathedral, and the
National Palace. The results of applying the tool to these image
segments are shown in Fig. 7.

Fig. 7(a) shows the results of applying the tool to the segment
covering the Haiti Supreme Court building, which was com-
pletely destroyed by the earthquake. The main building pro-
vided two strong curvilinear feature responses in the preevent
image, which were removed entirely by the destruction of the
building. These are labeled A in the figure. In addition to the
main building, the postevent optical image shows that a section
of the site’s peripheral wall is missing. This smaller change is
also successfully detected, which is labeled B in the figure.

The cathedral and nearby buildings are shown in Fig. 7(b).
The cathedral roof collapsed during the earthquake, but the
walls of the cathedral remain mostly intact. This, along with
the tool’s failure to locate suitable curvilinear features near the
cathedral, meant that the tool identified only limited damage
here (labeled C). By contrast, the tool detects a very strong
(90%+) degree of damage to the north of the cathedral, which
is labeled D, near a building that can clearly be seen to be
collapsed in the optical image.

The third segment, covering the National Palace, is shown
in Fig. 7(c). This structure was damaged by the earthquake,

but the level of damage was relatively minor. The roof of the
central wing of the palace subsided (E) and the central and
eastern towers of the palace also partially collapsed (F). All
these effects were detected successfully by the tool. In this case,
note that the tool is reporting 75%+ degree of damage, although
the total damage to the structure is much less than that. This
occurred because, despite being only a small element of the
overall building, the dihedral that caused the bright line used
by the tool for damage estimation was very heavily damaged in
proportion to its size.

IV. CONCLUSION

This paper has introduced a proof-of-concept tool for de-
tecting earthquake-damaged structures in urban areas, based
on the detection of changes to selected curvilinear features.
The tool is designed to provide data as promptly as possible
in the aftermath of an earthquake, due to the selection of
algorithms with low computation complexity; the avoidance
of manual/supervised steps where possible; and the use of
a minimal number of observations. It does, however, require
two images acquired with as similar acquisition parameters
as possible in order to be applicable; on the other hand, this
requirement can often be easily satisfied.

Applying the tool to COSMO-SkyMed SAR images to de-
tect damage in Port-au-Prince due to the 2010 Haiti earth-
quake demonstrated the ability to locate serious damage to
urban structures, in line with damage estimates made from
postearthquake optical images. A number of drawbacks are also
evident from the results, including the problem of false alarms
from large changes to small features, and the inability to detect
damage to buildings that do not have backscattering patterns
with curvilinear features that match the building model used.

The approach has a good potential for further development
and investigation, including the possibility of introducing al-
ternative geometry models, and improving performance of the
technique by combining it with other change detection algo-
rithm methods. For example, combining the technique with the
texture-based approach described in [12] and [13] would allow
damage to be detected in a city block without suitable double-
reflection lines while still providing specific per-building dam-
age detection where possible. In addition, further work should,
if possible, include a more detailed quantitative assessment
of the degree of correlation between the severity of change
detected and ground-truth damage maps.

Nevertheless, in its current state, the tool described in this
paper provides a capable method for identifying and assessing
particular critically damaged structures in an urban area in the
wake of an earthquake.

V. CODE AVAILABILITY

The GPL-licensed source code is available for the ridge
detection tools described in Section II-B [25], for the clas-
sification tools described in Section II-C [26], and for
the change estimation and visualization tool described in
Section II-D [27].
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