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Abstract— The Climate Absolute Radiance and Refractivity
(CLARREO) Pathfinder (CPF) mission will take Système Inter-
nationale (SI)-traceable spectral reflectance measurements of
Earth at an unprecedented accuracy of 0.3% (k = 1). CPF
will also take measurements to support intercalibration of other
satellite-based sensors. To achieve the desired intercalibration
methodology uncertainty of 0.3% (k = 1), the CPF inter-
calibration measurements need to closely match those from
target sensors in time, space, angles, and wavelength. This
article introduces an innovative angular correction method to
significantly reduce errors due to angular mismatches between
CPF and target sensor measurements. The method leverages the
spectral correlations among the reflected solar (RS) radiances
from the same surface target at two adjacent angles. Our
studies have shown that the spectral radiance or reflectance
difference measured at angles slightly deviating from the CPF
observation angles can be accurately predicted based on the
hyperspectral CPF measurements. The method will serve as part
of the operational algorithms to support the core mission goal
of conducting intercalibration analysis with measurements from
the shortwave channel of the Clouds and the Earth’s Radiance
Energy System (CERES) and the reflective solar bands of the
Visible Infrared Imaging Radiometer Suite (VIIRS); however,
it can also be extended for other reference-target intercalibration
applications.

Index Terms— Angular correction, Climate Absolute Radiance
and Refractivity (CLARREO) Pathfinder (CPF), climate bench-
marking, intercalibration, Système Internationale (SI)-traceable.

I. INTRODUCTION

THE Climate Absolute Radiance and Refractivity
(CLARREO) Pathfinder (CPF) mission [1] began in

2016 and is designed to demonstrate essential measurement
technologies required to obtain high-accuracy reflected solar
(RS) climate observations. CPF includes an RS spectrometer
that will be hosted on the International Space Station (ISS)
for at least one year of operations. The CPF spectrometer
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will take highly accurate SI-traceable RS spectral reflectance
measurements in the 350–2261 nm wavelength region, with
a spectral sampling of 3 nm and a spectral resolution of
6 nm. The high accuracy CPF measurements will also serve
as an intercalibration reference for other satellite-based
RS sensors. Intercalibration ideally requires measurements
to be matched in space, time, wavelength, and solar and
view angles. However, finite differences in each of these
dimensions are inevitable, so the CPF mission will also
aim to limit intercalibration methodology uncertainty to
0.3% (k = 1, one sigma uncertainty or 68% confidence
level). The intercalibration methodology uncertainty includes
the uncertainty in the approaches used to mitigate spatial,
temporal, spectral, and sun-view geometry differences
between CPF as a reference and its intercalibration target
sensors [2]. The CPF payload and the intercalibration
sampling strategy have been carefully designed and optimized
to minimize intercalibration sampling differences [3], but
residual inconsistencies in these sampling domains may still
introduce systematic errors that need to be corrected using
specifically developed intercalibration algorithms.

CPF includes a two-axis pointing system that enables the
boresight to be pointed along lines of sight within the field of
view of target sensors with a maximum of a 10 min difference
between CPF and target observations [1]. Wielicki et al. [2]
briefly discussed the rationale that determines the temporal
matching criteria which is interlinked with spatial matching
requirement. However, there will still be differences in solar
and viewing angles between CPF and target footprints. The
difference in measurement time between CPF and target
observations drives differences in solar zenith angle and solar
azimuth angle (and therefore relative azimuth angle). Although
the boresights of both instruments are closely matched in
angle, the CPF, and target footprints will not necessarily
be parallel, which can contribute to differences in viewing
geometry (viewing zenith and viewing azimuth and therefore
relative azimuth) if they are some distance away from the
boresights. These sun-view geometry differences contribute to
differences between the radiometric quantities measured by
CPF and the target RS instrument. To meet the intercalibra-
tion methodology uncertainty of 0.3% (k = 1), this angular
mismatch error, needs to be kept within 0.1% (k = 1).

This article characterizes the uncertainty attributed to
potential angular mismatching differences associated with
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Fig. 1. Illustration of mismatched viewing and solar geometry vectors for
CPF (black) and target (red) observations.

CPF-Clouds and the Earth’s Radiance Energy System
(CERES) and CPF-Visible Infrared Imaging Radiometer Suite
(VIIRS) intercalibration and presents a methodology to reduce
those errors with a correction (or adjustment). The study of
CPF-CERES and CPF-VIIRS intercalibration events and the
construction of the angular correction scheme are based on
high accuracy, extensive, and low latency forward simula-
tions. The principal component-based radiative transfer model
(PCRTM) has been developed to address such needs [4], [5].
Details about the PCRTM-based simulations and the angular
correction methodology are discussed. The CPF intercalibra-
tion high-fidelity simulation results are compared with real
VIIRS and CERES data. The PCRTM-based intercalibration
simulator estimates of potential angular mismatch error is
also validated using the CERES measurement-based angular
distribution models (ADMs) [6], [7], [8] to ensure that the
angular difference used to evaluate the angular correction
algorithm are sufficiently realistic. The efficacy of the angular
correction algorithm, which is based on the spectral corre-
lation relationships between observations at different angles,
is demonstrated by applying it to an independently simulated
hyperspectral radiance dataset.

II. ANGULAR CORRECTION METHODOLOGY

A. Overview

The purpose of this algorithm is to estimate the CPF spec-
tral radiance for a given intercalibration sample (composite
radiance value obtained by spatially convolving the CPF and
target instrument observations over larger footprints within an
intercalibration event), if CPF had the same sun-view geometry
as the target sensor. The angular mismatch errors between
CPF and target sensor observations over intercalibration sam-
ples can be represented by the arithmetic difference between
observations that only differ by solar and viewing geometry.
Fig. 1 illustrates an angular mismatch case between CPF and
a target sensor. The difference in radiance observations can
be characterized as a function of the CPF viewing zenith
angle θ , solar zenith angle θ0, relative azimuth angle φ, and

the corresponding angular differences (1θ , 1θ0, and 1φ)

between the two observations, as follows:

1Rθ,φ,θ0,1θ,1φ,1θ0 = Rθ+1θ,θ0+1θ0,φ+1φ − Rθ,θ0,φ (1)

where Rθ,θ0,φ represents the CPF spectral radiance measured at
θ, θ0, and φ, and Rθ+1θ,θ0+1θ0,φ+1φ represents the prediction
of the CPF spectral radiance that could have been measured
at θ + 1θ, θ0+1θ0, and φ + 1φ. With R representing
hyperspectral radiance signal of more than 600 channels, the
relationship between 1R and R can be viewed as a spectrally
dependent relationship. Such a relationship can be derived by
quantifying the spectral correlation between 1R and R using
a simple linear regression scheme

1Rθ,φ,θ0,1θ,1φ,1θ0 = Aθ,φ,θ0,1θ,1φ,1θ0 Rθ,θ0,φ . (2)

Aθ,φ,θ0,1θ,1φ,1θ0 is the angular correction matrix that can be
“trained” using preconstructed sample spectral radiances

Aθ,φ,θ0,1θ,1φ,1θ0

=
(
Rθ,φ,θ0 RT

θ,φ,θ0

)−1 Rθ,φ,θ01RT
θ+1θ,φ+1φ,θ0+1θ0

. (3)

The training data of R can be constructed via the PCRTM
based high-fidelity radiative transfer simulations. PCRTM uses
PC analysis to reduce the computational cost needed to sim-
ulate hyperspectral radiances by several orders of magnitude,
while still maintaining the accuracy achieved by a line-by-
line benchmark model [4], [5]. The simulated Rθ,θ0,φ can be
well represented using a limited number of PCs (usually less
than 100 PCs are needed, rather than the complete set of more
than 600 PCs). Therefore, the dimension of Aθ,φ,θ0,1θ,1φ,1θ0

in (2) and (3) can be reduced by an order of magnitude and the
risk of overfitting regression model is effectively prevented.

B. Constructing the Diverse Scene Hyperspectral Training
Database for All Possible Sun-View Geometries

The angular correction relationship defined by
Aθ,φ,θ0,1θ,1φ,1θ0 is scene dependent. Aθ,φ,θ0,1θ,1φ,1θ0 also
needs to be established for the range of sun-view geometries
possible during CPF intercalibration events. One year of
CPF intercalibration event measurements are estimated
to have millions of intercalibration samples. In order to
practically obtain the angular correction relationship for each
potential sample within a realistic time frame, we use a
pre-constructed generalized database that stores simulated R
for a variety of scene types measured at a wide range of
sun-view geometry angles. The spectral training samples are
stored in a database that consists of thousands of angular
bins at discrete angles spanning the possible range of viewing
geometry and solar angles of intercalibration events. Table I
lists the discrete values associated with the angular bins
stored in the database. Each angular bin of the database
contains more than 11 000 simulated Rθ,θ0,φ associated
with various scene types that may be observed during a CPF
intercalibration event. The selection of the angular bin number
is driven by the need to ensure accuracy in training spectral
samples, particularly those not on angular grids, which
require construction through interpolation among adjacent
angular bins. We have done initial sensitivity test following
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TABLE I
ANGULAR BIN INDEX VALUES OF THE REFERENCE DATA USED TO

DERIVE THE ANGULAR CORRECTION RELATIONSHIP

an experimental approach. We began with a 10◦ angular
bin resolution for all three sun-view angles and assessed
accuracy for spectral samples obtained via interpolation
with sun-view angles 5◦ apart from adjacent bins. This
involved comparing interpolated values with values directly
simulated using exact angles. The resulting statistics, across
various scene types, provided general guidance on achievable
accuracy in different angular locations and for different scene
types. Based on these statistics, we refined the angular bin
resolution to 5◦ and subsequently to 2.5◦. We conducted a
similar accuracy validation study, with particular emphasis
on scene types sensitive to angular changes in corresponding
top of atmosphere (TOA) radiances. Our findings revealed
that the gain in accuracy by improving angular resolution
for solar and satellite angles below 30◦ was much smaller
than the improvement achievable for cases with larger solar
and satellite angles. The final choice, as indicated in Table I,
reflects a balance between the accuracy of spectral radiance
in training samples and considerations for the complexity and
implementation efficiency of the angular correction approach
based on the pre-constructed database.

The TOA radiance or reflectance spectrum of an observation
is a function of various geophysical properties including
absorbing gases, cloud properties (including cloud opti-
cal depth, height, physical thickness, and particle size),
aerosol information (optical depth and mode), and surface
bi-directional reflectance distribution function (BRDF). The
input geophysical parameters used to calculate Rθ,θ0,φ for
different scene types are extracted from a composite database.
Cloud, aerosol, and surface reflectance parameters (over land)
of this database are obtained from the Moderate Resolution
Imaging Spectrometer (MODIS) Level 2 data products [9],
[10], [11]. MODIS has 36 spectral measurement bands includ-
ing one in the broad 6.7 µm water vapor absorption region and
one in the 15 µm CO2 absorption region [12]. The CO2 and
H2O spectral bands give MODIS the edge over VIIRS for
the retrieval of semitransparent ice cloud [13]. Temperature,
precipitable water, O3, and surface wind parameters (over
ocean) are obtained from European Centre for Medium-Range
Weather Forecasts (ECMWF) reanalysis data [14]. Consid-
ering the CPF intercalibration events are expected to occur
within the 60◦S–60◦N latitude due to the orbital inclination
of ISS, we populate our database using data spatially and

Fig. 2. Global distribution of the MODIS observations that serve as the
reference dataset to generate the training spectra used in constructing the
angular correction training database.

temporally matched with randomly selected Aqua-MODIS
observations of non-polar regions over different seasons of
a year. Fig. 2 shows the geographic locations of the selected
MODIS observations. This strategy aims to establish a reason-
able space-time coverage for scene types anticipated during
CPF intercalibration events.

For a given scene type, the change of Rθ,θ0,φ within a
small angular space spanning over a few degrees can be
accurately represented as a simple function of 1θ , 1θ0,
and 1φ. The training dataset for a given sun-view geometry
that includes Rθ+1θ,θ0+1θ0,φ+1φ and Rθ,θ0,φ can therefore be
quickly obtained via an interpolation between the spectra from
adjacent angular bins. Such a database-based approach enables
a low latency implementation which is needed for its inclusion
in the CPF data production pipeline.

C. Scene Identification

The construction of angular correction matrix A needs to
be stratified for various scenes. There are different ways to
stratify the scenes. A common method is to use geophysical
parameters such as cloud, aerosol, and surface properties
to stratify the scenes. These geophysical parameters can be
obtained from the Level 2 data products of collocated imagers
such as VIIRS. However, relying on external data products
may impact the CPF data production timeline depending
on the external data production latency. Moreover, potential
intrinsic errors in those imager data products can introduce
scene identification errors. Alternatively, the spectral shape and
magnitude of CPF spectra are dependent on the underlying
geophysical parameters, so the spectra can be used directly to
stratify across various scenes. The hyperspectral measurements
of CPF can capture fine spectral features imposed by different
geophysical variables on the TOA radiances. This represents
a significant advantage over broadband or multi-band sensors.
Consequently, the measured CPF spectral radiances can be
directly utilized to categorize scenes without resorting to
auxiliary data. Therefore, we choose the low-latency approach
that directly uses the spectral shape and magnitude of the
calibrated CPF spectra for the scene stratification.
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Fig. 3. Angular correction algorithm implementation flow diagram. (Left) Procedure used to obtain training dataset. (Right) Application of angular correction
on a given CPF measurement.

Within the current angular correction approach, the angular
correction matrix A for a given CPF spectral measurement
is derived using spectral samples selected from the training
spectral database. Only spectral samples that closely match
the spectral shape and magnitude of the given CPF spectral
measurement are selected from the database and used. In this
way, the training samples used to derive A represent the same
(or at least similar) scene type associated with the given
observation. The selection of training samples is done via
a spectral correlation analysis. More specifically, the degree
of spectral correlation between the CPF measurement and a
spectral sample from the database is quantified as the cosine
of the angle between the two spectra

cos α =
RC P F

θ,θ0,φ
· R t raining

θ,θ0,φ

∥RC P F
θ,θ0,φ

∥∥R t raining
θ,θ0,φ

∥
(4)

where RC P F
θ,θ0,φ

represents the PC scores of the given CPF
spectrum and R t raining

θ,θ0,φ
represents the PC scores of the sample

spectrum constructed from the database. After applying the
spectral correlation analysis to all the sample spectra of the
database, we select top 300 (out of total number of more
than 11 000) training samples that provide the best match to
RCPF

θ,θ0,φ
(with the smallest cos α values). The scene-dependent

angular correction relationship Aθ,φ,θ0,1θ,1φ,1θ0 can therefore
be constructed based on the Rθ+1θ,θ0+1θ0,φ+1φ and Rθ,θ0,φ

corresponding to those 300 spectral samples. The cos α factor
can be used as a quality control factor that reflects the repre-
sentativeness of specific scene types in the database training
samples.

D. Implementation Scheme

Fig. 3 shows a flow diagram that illustrates the imple-
mentation of the angular correction algorithm. CPF provides

spectral reflectance and radiance measurements [1]. Angular
correction is applied to the CPF spectral radiances. In order to
facilitate the implementation and avoid potential inconsistency
between the solar irradiance currently used by the PCRTM
simulation (Kurucz [15]) and that to be used to generate CPF
radiance (TSIS-1 [16]), we save spectral reflectance values in
the spectral sample database used for the construction of the
angular correction regression matrix. TSIS-1 solar irradiance
can therefore be used to convert PCRTM calculated reflectance
spectra ρ back into radiance R.

The PCRTM-calculated spectral samples are extracted from
the database using the corresponding sun-view geometries
defined by θ , θ0, φ, 1θ , 1θ0, and 1φ. This step involves
a 3-D interpolation to compute spectral radiances at the
specific CPF and target angles. The training spectral radiance
datasets are refined following the scene identification approach
discussed in Section II-C. After deriving A via a linear
regression analysis, the spectral radiance at the target’s sun-
view geometry, Rθ+1θ,θ0+1θ0,φ+1φ , is obtained by using (2).
It is noted here that the output from the angular correction
algorithm needs to be integrated with other intercalibration
methodologies developed to improve the spatial, temporal, and
spectral matching between measurements of CPF and target
sensors. However, those topics are beyond the scope of this
article and will not be discussed here.

III. VALIDATION OF THE ANGULAR CORRECTION
ALGORITHM

The validation of the angular correction algorithm pri-
marily relies on simulation-based results, considering the
absence of benchmark observation-based data suitable for
this purpose. The validation work consists of three parts:
1) constructing high-fidelity data that can closely mimic
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the CPF inter-calibration events and, therefore, be used to
characterize the realistic angular mismatch errors; 2) vali-
dating the simulated angular mismatch error estimates using
results from an independent approach; and 3) validating the
regression-prediction-based angular correction scheme defined
in Section II.

A. Intercalibration Event Simulation via PCRTM-Based
High-Fidelity Simulator

The CPF intercalibration team has developed a sophisti-
cated intercalibration high-fidelity simulator (HFS) to generate
proxy data for conducting pre-launch algorithm studies and
validation [17]. The HFS comprises several components,
including the intercalibration event prediction, the generation
of geophysical parameters associated with CPF, VIIRS, and
CERES observations within each intercalibration events, the
forward simulation to generate radiance and reflectance mea-
sured by CPF, VIIRS, and CERES.

The event predictor of the HFS provides geolocation and
sun-view geometry angles for CPF, VIIRS, and CERES obser-
vations during each intercalibration opportunity [3]. Fig. 4
shows the geolocation of simulated intercalibration events
between CPF and CERES/VIIRS aboard the Suomi National
Polar-orbiting Partnership (SNPP) satellite from the HFS for
January 2017. This one-month dataset includes 109 inter-
calibration events, encompassing approximately 70 000 CPF-
VIIRS samples and over 44 000 CPF-CERES samples. Each
CPF-VIIRS sample comprises a 15 × 15 km footprint, con-
taining hundreds of CPF and VIIRS pixels. Similarly, each
CPF-CERES sample comprises a CERES footprint and the
CPF pixels located within it.

The geophysical parameters assigned to CPF-VIIRS inter-
calibration pixels are derived from VIIRS Level 2 products and
ECMWF reanalysis data. These parameters are spatially and
temporally matched to the time and geolocations generated by
the event predictor. The spatial interpolation is done using nine
nearest neighbor values following an inverse distance method.
More specifically, geophysical parameters including aerosol
optical thickness (AOT), precipitable water, and total column
ozone, are extracted from the SNPP VIIRS NASA standard
Level-2 (L2) Deep Blue aerosol product (AERDB_L2_VIIRS_
SNPP) product that has a 6 × 6 km spatial resolution at
nadir and a 6 min temporal resolution [18]. Cloud properties
including optical thickness, phase, particle size, height, and
cloud mask are sourced from the SNPP VIIRS incarnation
of the cloud properties continuity product (CLDPROP_L2_
VIIRS_SNPP) with its temporal and horizontal resolution
defined by the VIIRS measurements of moderate resolution
band (6 min and 750 m) [19]. BRDF parameters are derived
from daily global VIIRS BRDF product (VNP43C1) [20].
Temperature data required for simulating CERES IR radiances
are extracted from 0.5◦

× 0.5◦ 3-h ECMWF Reanalysis-
Interim (ERA-Interim) results [14].

The parameters matched to CPF and VIIRS pixels are fed
to the forward simulation module of HFS, where PCRTM is
used to simulate corresponding CPF-like spectra data for each
pixel within an inter-calibration footprint. Spectral radiances

Fig. 4. (a) Locations of SNPP-ISS intercalibration events for January
2017 from the event simulator. (b) CPF-VIIRS intercalibration footprints of
selected simulated intercalibration events [see locations highlighted in (a)].
(c) CPF-CERES intercalibration samples.

of CPF-VIIRS inter-calibration pixels within a 15 × 15 km
footprint are converted into VIIRS band reflectance following
a spectral and spatial matching procedure. To generate VIIRS
reflectance data, CPF spectral radiances are convolved with
the spectral response functions (SRFs) of VIIRS bands, yield-
ing band radiances. These band-integrated radiances are then
converted to reflectances using corresponding band-specific
convolved solar irradiances. CERES broadband radiance data
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Fig. 5. Inter-comparison between VIIRS reflectance of select bands from the L1B product and the high-fidelity simulation results.

for a CPF-CERES footprint is generated by integrating CPF
spectral radiances for each CPF pixel and then spatially
convolving all pixel radiances within the CERES footprint
with the CERES point spread function. The simulation of
CERES-like broadband measurements also requires the filling
of missing measurements in ultraviolet (UV) and infrared
spectral region outside of CPF measurement scope, a proce-
dure called “spectral band extension (or spectral gap filling).”
The spectral band extension algorithm utilizes pre-established
spectral correlation relationships among wavelengths to extend
the CPF spectrum below 350 nm and above 2300 nm [21].

The results from HFS are first validated using the real
VIIRS reflectance and CERES radiance. Fig. 5 compares the
simulated VIIRS reflectance of different moderate resolution
bands with data from the SNPP platform-based NASA VIIRS
Level 1B radiance/reflectance product (VNP02MOD) for the
inter-calibration footprints shown in Fig. 4 [22]. Similarly,
Fig. 6 compares the simulated short-wave radiances of CPF-
CERES footprints with those from the CERES Single Scanner
Footprint TOA/Surface Fluxes and Clouds (SSF) product [23].
The scatter plots in both Figs. 5 and 6 demonstrate a general
agreement between the HFS results and real VIIRS and
CERES data products.

Besides potential forward model errors, major difference
between HFS results and observations shown in Figs. 5 and 6
are due to potential errors in input parameters that include
atmospheric, cloud, aerosol, and surface properties used for
the forward simulation. These errors can originate from data
sources, or be introduced by the spatiotemporal interpolation

Fig. 6. Inter-comparison between CERES unfiltered radiances from the SSF
product and the HFS results.

employed to match the pixels within inter-calibration foot-
prints. However, the systematic bias of the difference is
reasonably small with relative errors ranging within a few
percent. The simulation results are well correlated with the
real data in both Figs. 5 and 6, which justifies the ‘high-
fidelity’ feature of the HFS to capture the scene variations in
the real observations. It is noted that HFS is used to emulate
the characteristics of real observations that has a potential
impact on the performance of inter-calibration algorithms. The
characterization for the angular mismatch error depends on
how accurately HFS captures the underlying scene anisotropy
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Fig. 7. Angular mismatch between CPF and CERES for the intercalibration events in January 2017.

associated with real measurements, and not solely determined
by the HFS accuracy demonstrated in Figs. 5 and 6. Further
validation of the simulation of angular mismatch error using
HFS is presented in Section III-B through an additional study.

B. Intercomparison Between PCRTM- and CERES
ADM-Based CPF-CERES Angular Mismatch Errors

CERES ADMs have been developed to facilitate the con-
version of broadband radiance measurements into TOA fluxes.
These ADMs are constructed by sorting mean radiances and
corresponding upwelling fluxes into angular bins for stratified
scene types. For a given scene type, the ADM radiances
associated with different angular bins can be used to quantify
the angular relationship between broadband measurements at
different viewing geometry angles. The CPF-CERES angular
mismatch error simulated using the HFS can therefore be
validated using the anisotropic factor derived from CERES
ADMs. The CERES ADMs Edition 4 are used here for the
validation of HFS results [6], [7], [8].

The geolocation and observation times for the January
2017 intercalibration events shown in Fig. 4 correspond to
real CERES observations. Therefore, we can derive the angular
mismatch error for each intercalibration sample based on the
sun-view geometry angles and scene types identified using
the CERES ADMs. Fig. 7 shows the histograms illustrating
the differences between CPF and CERES sun-view geometry
angles for the intercalibration events in January 2017. There
is a 0.38◦ systematic bias in 1θ , a −0.06◦ bias in 1θ0,
and a −0.21◦ bias in 1φ. These biases imply that the CPF-
CERES angular mismatch errors cannot be simply averaged
out by using a large number of intercalibration samples. Based
on those sun-view geometry angles, the HFS produces two
sets of CERES radiance results for all CPF-CERES inter-
calibration footprints, as depicted in Fig. 4(a). These two sets
of results are simulated using the same geophysical parameters
assigned to the CPF pixels, extracted from VIIRS Level 2 data,
and matched to CPF pixels through spatial interpolation. The
difference between two sets of results yields a 0.11% bias.
Using the same sun-view angles, we can also evaluate the

Fig. 8. Probability distribution of the difference between the angular
mismatch errors from the PCRTM HFS and from the CERES ADMs.

angular mismatch error using the anisotropic factors from the
CERES ADMs. The anisotropic factors define the relative
difference between the broadband radiances measured by
CERES at different sun-view geometries. The statistical bias
based on the CERES ADMs is 0.13%. A systematic error
larger than 0.1% due to the angular difference alone is deemed
as significant.

Fig. 8 further illustrates the distribution of the difference
between angular mismatch errors from the HFS and from the
CERES ADMs. The distribution shows an excellent agree-
ment (mean difference of 0.02%) between the mismatch error
estimates from the two independent approaches. The standard
deviation (σ) of the difference is ∼2.73%, which indicates a
smaller than 0.01% uncertainty associated with the systematic
difference (being evaluated as σ(N )1/2 following the central
limit theorem with N being the number of samples that
is larger than 44 000). The agreement between simulation
results and the independent CERES ADM results confirms that
underlying scene reflectance anisotropy difference between the
CPF and target instruments can be accurately quantified using
the HFS. The results shown in Figs. 5, 6, and 8 together
support the suitability of using the PCRTM-based HFS as
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Fig. 9. VIIRS reflectance established from the simulated CPF radiances before (blue) and after (red) the angular correction. x-axis represents the VIIRS
reflectance directly simulated.

a viable proxy to evaluate the performance of the angular
correction algorithm in support of CPF-CERES and CPF-
VIIRS intercalibration.

C. Validation of the Database-Based Regression-Prediction
Approach Used for the Angular Correction

The database-based angular correction scheme, as described
in Section II, is validated using the HFS results for the
intercalibration events (shown in Fig. 4) under a perfect
spectral and spatial sampling condition. The simulation study
is designed to exclude any CPF-CERES or CPF-VIIRS differ-
ence due to causes other than angular mismatch. For each
15 × 15 km footprint of the CPF-VIIRS intercalibration
events, the spectral radiances of CPF pixels within the foot-
print observed at sun-view geometry angles of both CPF
and VIIRS are simulated. The resulting sets of simulated
pixel radiances, corresponding to CPF and VIIRS sun-view
geometry angles, are converted to VIIRS band reflectances
following the spectral-spatial matching procedure outlined in
Section III-A. A comparison is then made between these
two sets of reflectance data to quantify CPF-VIIRS angular

difference effects. Similarly, the evaluation of CPF-CERES
angular mismatch error involves the comparison between two
sets of broadband radiances generated using the CPF spectral
radiances simulated for the same pixels but at CPF and CERES
sun-view geometry angles, respectively. Inter-calibration errors
originated from factors such as the uncertainty in VIIRS
SRF or CERES point spread function are not included in the
simulation.

The blue dots in Figs. 9 and 10 illustrate simulated
CPF-VIIRS and CPF-CERES difference due to the angular
mismatch for SNPP-ISS intercalibration events for January
2017 following the HFS procedure described here. Fig. 9
illustrates the effectiveness of the angular correction algorithm
in reducing the difference between VIIRS and CPF reflectance
values caused by the angular mismatch. The plot exhibits an
obvious dispersion between VIIRS and CPF reflectance values
before correction (depicted by blue dots). However, after
implementing the angular correction, the dispersion (depicted
by red points) is significantly reduced, indicating an excellent
agreement between two sets of reflectance data. Similarly, the
effectiveness of the angular correction algorithm in mitigating
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Fig. 10. CERES unfiltered radiances computed from the simulated CPF
radiances before (blue) and after (red) the angular correction. The x-axis
represents the directly simulated CERES unfiltered radiances.

TABLE II
ANGULAR MISMATCH ERRORS BEFORE AND AFTER CORRECTION

the CPF-CERES angular difference is demonstrated in
Fig. 10.

Table II lists the statistical bias and the standard devia-
tion (σ) of angular mismatch errors in the comparison of
VIIRS reflectance and CERES radiances. Also listed are the
corresponding values for the remaining errors after the angu-
lar correction. Before implementing the angular correction
algorithm, both CPF-VIIRS and CPF-CERES cases exhibited
angular mismatch systematic errors that could potentially
reach up to 0.25%, surpassing the required threshold of
0.1%. After implementation of the angular correction, the
remaining systematic errors are now comfortably below 0.1%.
Additionally, the standard deviation of the residual errors has
notably decreased following the angular correction. Based
on our sampling analysis, we anticipate a monthly intercal-
ibration sample size exceeding 5000 for both CERES and
VIIRS. As such, the combined quadrature sum of systematic
error and random uncertainty (being evaluated as σ/(5000)1/2

following the central limit theorem) can be maintained well
below 0.1% following the implementation of the angular
correction.

IV. CONCLUSION

The CPF hyperspectral measurements enable us to leverage
the spectral correlation relationship to account for differences
between observations acquired at slightly different sun-view
geometries. The angular correction relationship can be charac-
terized using pre-constructed spectral samples that correspond
to a wide range of scenes and are sorted by different angular
bins. These training spectral samples are calculated using
PCRTM. Although it is challenging to emulate real measure-
ments with simulations at a high accuracy, the validation study
conducted utilizing the real CERES and VIIRS observation
data demonstrates that the scene-dependent variations can be
effectively captured by the PCRTM-based simulations. Most
importantly, the angle-dependent spectral difference can be
accurately quantified using the simulation results.

The PCRTM-based HFS has been employed to estimate
the potential angular mismatch error and validate the angu-
lar correction algorithm. The estimated angular mismatch
errors derived from HFS align with the results obtained from
CERES ADMs. The analysis of one month of simulated
intercalibration events demonstrates that, without correction,
the CPF-CERES intercalibration errors due to the angular
mismatch can exceed 0.1%, which exceeds the CPF-CERES
angular correction requirement needed to fit within the 0.3%
CPF intercalibration methodology uncertainty. The intercom-
parison study between the CERES ADMs and the HFS
results demonstrates a remarkable agreement (with a mean
difference of only 0.02%) in the estimates of mismatch
errors, thereby reaffirming the reliability and precision of
the PCRTM-based HFS method in quantifying underlying
scene reflectance anisotropy differences for satellite intercal-
ibration. The validation study using HFS results shows that
the regression-prediction based angular correction algorithm
can effectively reduce errors within individual footprints of
different scenes, thereby substantially removing the systematic
bias resulting from angular mismatch errors. The magni-
tude of the residual error after correction based on one
month of intercalibration samples from HFS falls within the
CPF intercalibration angular correction algorithm’s stipulated
uncertainty requirement of 0.1%.
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