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Abstract— Along with vessel detection, vessel recognition in
high-resolution SAR images was necessary in order to monitor
marine vessels effectively; however, the lack of target data
and phase defocusing of the target from its velocity limited
the recognition performance, especially when using detectors
based on artificial intelligence. This study accordingly proposed
effective vessel recognition in high-resolution ICEYE spotlight
SAR images consecutively using 1) vessel detector robust to
defocused moving vessels and 2) mitigation of moving target
phase distortion. In order to apply quantitative and qualita-
tive training data enhancement, a target velocity SAR phase
refocusing function was developed. The proposed target velocity
SAR phase refocusing function generated a defocused SLC image
with respect to different target azimuth velocities, which can
be used for both training data augmentation and refocusing of
velocity-induced phase distortion. Achievement of stable vessel
recognition performance was enabled by 1) robust vessel detec-
tion on defocused moving vessels and 2) well-focused detected
vessel targets, both of which were consecutively applied using the
proposed target velocity SAR phase refocusing function. Vessel
detection results demonstrated robust performance regardless
of vessel motion, and vessel recognition results significantly
improved after phase refocusing, both of which were subject
to quantitative and qualitative training data enhancement. The
performance of the proposed algorithm was analyzed both in
terms of phase focusing and velocity estimation. Refocusing
performance outperformed that of conventional state-of-the-art
autofocusing algorithm, modified Phase Gradient Autofocusing,
while azimuth velocity estimation derived the average offset
of 0.68 m/s, which was regarded more accurate than previous
azimuth velocity estimators based on single-channel SAR image.
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I. INTRODUCTION

STABLE monitoring of marine vessels was regarded as
essential for maritime safety, which was often conducted

using weather-independent SAR image data [1]. Monitoring
of marine vessels was widely applied using single or multi-
class vessel detection [2]. Different marine vessel detectors
were developed, from algorithms based on Constant False
Alarm Rate (CFAR) [3], [4] to Convolutional Neural Networks
(CNN) [5], [6]. In contrast to CFAR detectors and their
variations, CNN analyzed the target pattern and its pixel
arrangement using a repetitive convolution calculator [7].
Given that the vessel backscattering signature in SAR was
presented as a summation of different targets in each pixel [8],
the application of a CNN-based detector in SAR image was
able to be regarded effective in aspect of the robustness,
especially when discriminating vessel-like targets in coastal
regions: bridges, buoys, and small islands [9].

In order to use CNN-based detectors for vessel monitoring,
the acquisition of accurate training data was decisive in
performance enhancement [10]. SAR image chip database
containing vessel signature was presented, which could be
used as training data: OpenSARShip [11]; moreover, auto-
mated acquisition of training data of vessels from real-time
vessel information, Automatic Identification System (AIS),
was demonstrated [12]. In the case of handling low-resolution
images, which include a number of vessels in the scene, such
acquisition methods would be effective. For high-resolution
SAR images with a small number of vessels and regions of
interest, the generation of the training database was, however,
limited; stable vessel detection, recognition and application
were accordingly limited. Notably, vessel recognition with
multiple classes was rarely conducted from high-resolution
SAR images due to insufficient training data [13], [14].
Data augmentation was able to be applied, not all of
which represented the practical acquisition geometry of SAR
data [15].

In the case where the target moves with significant velocity
in SAR coverage, the Doppler effect, furthermore, distorted
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target position and phase [16], [17], [18]; range projection of
velocity shifted the target, while azimuth projection defocused
the phase in azimuth direction. Azimuth defocusing distorted
the backscattering characters of vessels significantly, and
accordingly, the detection performance, while its enhancement
was yet to be analyzed. Hence, in order to develop a stable
vessel recognition algorithm for marine vessel surveillance,
not only the augmentation of vessel training data but also the
calibration of SAR azimuth defocusing from vessel velocity
was essential.

Elimination of SAR phase defocusing from antenna and
target motion was previously applied using autofocusing,
namely Phase Gradient Autofocus (PGA), Inverse SAR
(ISAR) minimum Entropy (ME) Autofocusing and Map-drift
(MD) autofocusing algorithm [19], [20], [21]. Although the
conventional autofocusing algorithms were effective in restor-
ing well-focused target signatures, the target was required
to be detected in advance so that autofocusing could be
applied. Without the development of robust vessel detection,
phase enhancement of azimuth defocused target was, therefore,
limited, along with proper recognition of vessels in different
types.

As a remedy, quantitative data enhancement was proposed
using AIS information, both from an automatic acquisition
algorithm [12] and visual inspection [11]. Despite the assis-
tance of AIS information, which enhanced the reliability and
quantity of vessel training data [12], it was insufficient to mit-
igate the image data scarcity for high-resolution SAR images.
Such drawback limited the application of refocusing of vessels,
as velocity-defocused vessels were difficult to be detected and
recognized. Hence, 1) quantitative data enhancement targeting
the detection of velocity-distorted vessels and 2) qualitative
data enhancement, which refocuses the detected vessels for
subsequent recognition, were essential for effective maritime
surveillance, even without the support of AIS information.

In this study, enhancement of vessel recognition perfor-
mance was demonstrated using a consecutive operation of
1) robust vessel detection to defocused moving vessels and
2) phase refocusing to the detected target vessels for their
recognition. In order to apply the two operations consecu-
tively, quantitative and qualitative enhancement of SAR vessel
training data was proposed using a target velocity SAR phase
refocusing function. Presented target velocity SAR phase
refocusing was inversely applied to generate an intentionally
defocused image for training the vessel detector and accord-
ingly obtained high vessel detection performance. By targeting
the detected vessels, phase refocusing was performed and
optimized to achieve well-focused targets, which were then
used to train the vessel recognition algorithm. The SAR phase
refocusing algorithm in this study not only augments the
training data for the detection of defocused vessels but also
enhances the detected vessel signature.

This study is organized as follows. In Section II, the
target velocity SAR phase refocusing function using different
target azimuth velocities is derived from the Range-Doppler
Algorithm (RDA). In Section III, the application of the
proposed refocusing algorithm to quantitative and qualitative
enhancement of vessel training data was, respectively, pre-

sented, applied to high resolution spotlight SAR images. The
results of applying the proposed workflow are presented in
Section IV, while enhancement of the target velocity SAR
phase refocusing with respect to the conventional autofocusing
algorithm is concretely illustrated in Section V. The conclud-
ing remarks are presented in Section VI.

II. TARGET VELOCITY SAR PHASE REFOCUSING

The proposed target velocity SAR phase refocusing mod-
ified the phase of the SAR image using target azimuth
velocity as its initial value. It exploited the fundamental
relation of RDA, one of the typical SAR image restoration
algorithms [22], [23]. Given that the SAR antenna and the
target were initially placed at (0, 0,H) and (0,y0, 0), the
position of those after slow time η is elaborated as Fig. 1.
By using the second-order Taylor expansion to the slant
range, the SAR range equation can be approximated as (1),
where R0 = (y2

0 + H 2)1/2. Accordingly, its SLC signal after
RDA application using (1) is able to be described as (2)
[24]. Moving target azimuth and range velocity projection is,
respectively, signified as vx and vy , range acceleration as ay ,
and antenna velocity as va . Reference wavelength estimated
from carrier frequency fc is denoted as λ0. The notations P1
and P2, respectively, indicate intensity and coefficient of sinc
function
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Given that the most decisive factor causing azimuth defo-
cusing in (2) was vx in quadratic term of η [24], vy and
ay coefficients were neglected in the SLC phase as in (3).
The quantitative influence of the two approximated terms was
further analyzed in Section V. Doppler history, derivative of
SLC phase is expressed as in (4)
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Doppler history fD(η) is illustrated as a green line in
Fig. 1(b), whose y-intercept causes position displacement of
the imaged target and slope difference causes target phase
defocusing. Additional derivative of (4) indicates Doppler rate
as in (5), while (6) signifies that for ground target
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Fig. 1. (a) SAR image acquisition geometry of horizontally moving target and (b) its corresponding Doppler history. Positive target azimuth velocity signifies
the target moving against the SAR antenna.

The main idea of target velocity SAR phase refocusing was
removing the phase of ground targets and adding the phase
of moving targets to the entire SAR SLC image with respect
to different target azimuth velocities. The two different phase
multipliers were incorporated into a phase compensation filter,
as follows:

exp
(
− jϕcomp

)
= exp( jϕvx =0)exp(− jϕ). (7)

The wavelength of the SAR system was subject to range
frequency; as the range frequency was modulated using car-
rier frequency and bandwidth, reference wavelength λ0 turns
into λτ as in (8). The notation c0 denotes the speed of
light, while fτ signifies range frequency deviation. Incorpo-
rating (3) and (8), the quadratic phase function in the range
frequency-azimuth time domain is derived as in (9)

λτ =
c0

fc + fτ
(8)

ϕ2( fτ , η) =
2π

c0 R0
( fc + fτ )(va − vx )

2η2. (9)

Application of (5) to (9) transformed the phase function
to range frequency-Doppler domain as in (10). Subsequently
applying (7), the target velocity phase refocusing function is
able to be illustrated as (11)
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The largest difference between conventional phase refo-
cusing and the proposed refocusing was the generation of
intentionally defocused SAR images with identical dimensions
of SLC with respect to different target azimuth velocities.
Conventional refocusing algorithms such as PGA, ISAR
ME autofocusing, and MD refocusing uniquely developed

TABLE I
ICEYE SAR DATA SPECIFICATION

well-focused image while compensating global phase distor-
tion, while velocity-induced phase distortion was able to be
mitigated in target chip or subaperture image [19], [20], [21].
Exploiting the advantage of the proposed velocity refocusing,
intentionally defocused SAR images were made using (11),
which were used to develop a robust vessel detection algorithm
to defocused moving vessels. The proposed target velocity
SAR phase refocusing function was applied to ICEYE SAR
spotlight satellite images, the specification of which is illus-
trated in Table I.

III. METHODOLOGY

In order to effectively recognize the vessels in the SAR
image, mitigation of the velocity-distorted phase was highly
required. In advance, the target data to be refocused should
be detected, which requires a large quantity of training
data, including defocused targets. Quantitative training data
enhancement for vessel detection and qualitative training
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Fig. 2. Illustrated diagram of the proposed quantitative and qualitative
training data enhancement of vessel training data.

data enhancement for vessel recognition were presented here,
applying the proposed target velocity SAR phase refocusing
function. A major contribution of the proposed algorithm
was that the quantitative and qualitative enhancements were
performed continuously and contributed to detection and
recognition performance improvements. Fig. 2 illustrates the
diagram of the quantitative and qualitative vessel training data
enhancement using target velocity phase refocusing.

A. Quantitative Enhancement of Training Data and Vessel
Detection

While using supervised learning in object detection, train-
ing data significantly determined its accuracy [25]. Notably,
training data acquisition for vessels in the SAR images was
complicated, which was often accompanied by AIS infor-
mation in the corresponding scene. The algorithm developed
for automatic training data acquisition from AIS information
in [12] was equally applied to this study.

For SAR image after radiometric and geometric calibration,
each pixel was imaged at different acquisition times [26].
As AIS information was acquired in a discrete manner, esti-
mating the target interpolation time corresponding to each
vessel was essential. This issue was resolved by introducing
an iterative time interpolation; bulk interpolation on AIS-based
positions was performed with respect to mean acquisition
time, followed by renovating the target interpolation time
to the acquisition time of the interpolated position. This
performance was repeatedly performed until the movement
from interpolation was bounded in a spatial resolution.

As described in (4), range projection of target velocity is
caused by the target focused in an azimuth-shifted position,
namely azimuth offset, which is denoted as follows [17]:

δx =
vy y0

va
. (12)

As proper matching between the SAR image and AIS infor-
mation was able to be accomplished from correction of (12),
the interpolated velocity was transformed into vy , while the
SAR state vector was exploited in the form of six orbital
elements in order to derive the distance between antenna and
target in geocentric coordinate [27]. After matching the vessels
in the SAR image with AIS information, training data was
acquired in the form of a rectangular bounding box.

Since AIS information represented verified signals from
vessels, its unique application to training data acquisition was
useful in mid- to low-resolution SAR images containing a
number of targets. In contrast, two major limitations exist
in high-resolution SAR images: 1) lack of training data in
each image scene and 2) greater impact of velocity-induced
phase distortion. Resolving both of the issues required data
augmentation, which practically reflects the SAR signal char-
acter. Accordingly, the target velocity SAR phase refocusing
presented in Section II was inversely used in order to gener-
ate defocused SAR images. In contrast to conventional data
augmentation methods in object detection performed on image
chips [28], [29], inversion of the refocusing function generates
the SAR image with the entire SLC dimension. Training data
was augmented 20 times in quantity and defocused from
vx = −10 m/s to vx = 10 m/s with 1 m/s spacing. Generated
defocused images were equally preprocessed with radiometric
and geometric calibration.

ICEYE spotlight SAR images were used, whose speci-
fication denoted as in Table I. Training dataset was used
to generate a vessel detection algorithm based on You
Only Look Once version 4 (YOLOv4) [30]; a conventional
CNN-based object detector was used without modification in
order to uniquely assess the effectiveness of augmented train-
ing database. Compared to the state-of-the-art object detectors,
YOLOv4 was confirmed robust to image distortion; in the case
of SAR image [31], high ocean surface backscattering from
wind velocity and phase distortion of targets.

Both training and validation images were normalized so that
the object detector was able to recognize vessel types and
small vessels. As vessel signatures had significantly higher
backscattering values than ocean, data normalization was per-
formed after bounding the maximum value of backscattering.
Object detectors based on YOLO and its variations used
three-band images as input [30], [31]; this study accordingly
converted the single-band SAR input image into a three-band
image whose maximum backscattering coefficient σ0 was
defined as 0.5, 0.7, and 1.0 for each band. The image with low
maximum σ0 aided the detection of small vessels, while that
with high maximum σ0 highlighted the vessel superstructure
to assist its recognition.

Along with different vessels in SAR images and their
defocused states, the vessel detection algorithm trained from
them was anticipated to demonstrate robust performance on
defocused moving targets.

B. Qualitative Enhancement of Training Data and Vessel
Recognition

Unlike conventional autofocusing algorithms, which also
targeted to remove phase defocusing from antenna motion
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Fig. 3. Schematic illustration of the target velocity SAR phase refocusing on detected vessels for qualitative training data enhancement.

error [19], [20], [21], the proposed refocusing function was
focused on eradicating the velocity-induced phase distortion as
it operated an initial value problem subject to target azimuth
velocity. The selection of the vessel targets on which the
velocity SAR phase refocusing was performed was, therefore,
spatially restricted to the detected bounding box; moreover,
using the effective assessment parameter, which determines
the well-focused SAR signature, was essential.

Vessel refocusing was performed by cropping the detected
target vessel in defocused images with respect to different
azimuth velocities while selecting the best-focused image
using Entropy. Widely used in autofocusing, Entropy was
defined as a parameter indicating randomness; low Entropy
signifies the energy concentrated to a small number of pixels,
and therefore, well-focused [32]. For the normalized intensity
of SAR SLC image Sn , Entropy is defined as follows:

H(Sn(τ, η)) = −

∑
η

∑
τ

Sn(τ, η) log Sn(τ, η). (13)

With spacing of 0.1 m/s, target azimuth velocity ranging
from vx = −10 m/s to vx = 10 m/s was used in order
to generate velocity-defocused SLC images from which the
detected vessels were selected. After the SLC image genera-
tion was terminated, the vessel chip with the lowest Entropy
and azimuth velocity corresponding to it were both selected.
While the refocused vessel chips were used as qualitatively
enhanced training data, the velocity was measured as estimated
azimuth velocity from SAR phase distortion. The detailed
illustration of the proposed refocusing application is described
in Fig. 3.

After the qualitative enhancement of detected vessels, a new
focused SLC image was transformed into a calibrated and
geocoded SAR image before being used as training data for
vessel recognition; nevertheless, as effective vessel recognition
required a well-focused high-resolution image [33], it was
impossible to quantitatively expand the dataset unlike that
of vessel detection. The number of classes in recognition,
moreover, additionally reduced training data quantity; the
types of vessels were marked as double-digit numbers in AIS
information with 100 different classes [12].

Several studies aimed to recognize vessels with respect to
their length under the lack of training data [34], [35], [36].
In contrast, the practical application of vessel monitoring from
remotely sensed data required the estimation of vessel type and
its velocity. Accordingly, in order to ascertain the effect of
qualitative training data enhancement on vessel recognition,
100 different types of vessels were necessary to be rear-
ranged into a small number of groups; vessels demonstrating
similar backscattering patterns were assembled into similar
classes. The structural similarity index (SSIM) was used in
order to compare the similarity between different gray-scaled
images [37]. SSIM between two different gray-scaled images
I1 and I2 is denoted as (14), where the notations σ and µ

signify the standard deviation and mean value of each image.
The notation σI1 I2 denotes cross covariance of images I1 and
I2. Ranging from 0 to 1, a higher value of SSIM indicated
similar image patterns

SSIM(I1, I2) =
4µI1µI2σI1 I2

(µ2
I1

+ µ2
I2
)(σ 2

I1
+ σ 2

I2
)
. (14)
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Fig. 4. Average of two SSIM comparisons between seven vessel types
normalized with respect to diagonal components in row and column. Higher
value of SSIM signifies greater similarity between two vessel categories.

SAR images used in vessel recognition were acquired from
the western coast of South Korea. According to corresponding
AIS information, six vessel types with more than ten vessels
within its type were selected: cargo vessels, fishing vessels,
passenger vessels, sailing vessels, tanker, and tug-towing ves-
sels, while the other types of vessels were sorted together
in a single class. Among seven different vessel types, five
vessels from each type were randomly selected, aligned to
identical headings and resized to 100 × 100 pixels from SAR
images after geocoding. In addition, SSIM was estimated for
all possible pairs of two different vessel types, followed by
averaging the values for each class.

SSIM values were normalized with respect to column and
row and averaged for effective comparison between different
vessel types. Fig. 4 describes the SSIM values after normaliz-
ing and averaging. The high value of similarity was observed
in classes of cargo and tanker vessesl, fishing vessels, and
sailing vessels. Accordingly, the vessels were rearranged into
three different classes: 1) cargo and tanker, 2) fishing vessels
and sailing vessels, and 3) all the other types of vessels.
The detector used in vessel detection was identically applied,
only adding the function of multiclass detection in order to
assess the performance in similar conditions. Preprocessing
of ICEYE SAR images for vessel recognition was conducted
equally to that of vessel detection.

IV. RESULTS

Consecutive investigation on the effects of quantitative and
qualitative enhancement of training data was presented in this
section, analyzing vessel detection and recognition results.
Assessment of vessel detection using quantitative training
data enhancement was performed initially, followed by vessel
recognition with respect to three different classes. Training

TABLE II
VESSEL DETECTION PERFORMANCE ON FOUR ICEYE SAR IMAGES

USING QUANTITATIVELY ENHANCED TRAINING DATA

TABLE III
VESSEL DETECTION PERFORMANCE (RECALL) ON MOVING VESSELS

and validation data from ICEYE SAR spotlight images were
used separately for vessel detection and recognition. For vessel
detection, 17 SAR images with 123 vessels were used, whose
quantity was expanded 20 times. Accordingly, the vessel
detector was validated using four SAR images with 63 vessels;
moreover, the vessel detector was applied to 16 SAR images,
detecting 216 vessels; 12 images with 153 vessels were used
for recognition model training and four images with 63 vessels
were used for validation.

The performance of the vessel detector was evaluated fol-
lowing that of a conventional object detector, applying three
different parameters: precision, recall, and F1 [38]. Precision
and recall, respectively, estimate the accuracy of a detector
with respect to the detection performance itself and ground
truth data as denoted in (15) and (16); nevertheless, overall
detection accuracy was often evaluated by F1, which was
defined as a harmonic average between precision and recall
as in (17), given the trade-off relation of precision and recall.
In (15)–(17), notations nac, nd , and ng , respectively, signify
the number of accurate detection, total detection, and ground
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TABLE IV
VESSEL RECOGNITION PERFORMANCE ON FOUR ICEYE SAR IMAGES USING QUALITATIVELY ENHANCED TRAINING DATA

truth

Pr =
nac

nd
(15)

Re =
nac

ng
(16)

F1 =
2Pr Re

Pr + Re
. (17)

The determination on object detection was made by esti-
mating intersection-over-union (IoU) between two different
types of bounding boxes: ground truth bounding box from AIS
information and that from detection. As the name suggested,
IoU was defined as a ratio between the areas of intersection
over that of union; following [15] and [39], bounding box
pairs demonstrating IoU over 0.2 were regarded as accurately
detected vessels.

Table II denotes the vessel detection performances tested
on four ICEYE SAR SLC image datasets after using quanti-
tative training data enhancement. Applying the vessel detector

to SLC images after radiometric and geometric calibration
deduced 91.04% precision, 96.82% recall, and 93.84% F1
overall: 61 vessels were regarded as accurate detection among
67 detection and 63 ground truth data in total. Table III
illustrates the detection performance targeted to vessels with
significant velocity, faster than 1 m/s ascertained using AIS
information and the proposed target velocity SAR phase refo-
cusing. According to Table III, the detection performance of
moving vessels derived 96.77% of recall, which demonstrated
similar results to recall in Table II.

Table IV describes the vessel recognition performance on
three different categories rearranged as in Fig. 4, where
class I, II, and III, respectively, signify cargo-tanker, fishing
vessels-sailing vessels and the other types of vessels. Overall
performance of vessel recognition augmented from 64.29% of
precision, 71.43% of recall, and 67.67% of F1 score before
phase refocusing to 80.00% of precision, 82.53% of recall, and
81.25% of F1 score after refocusing. The emptied spaces in
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Fig. 5. Vessel detection using quantitatively enhanced training data on ICEYE
SAR image: (a) ground truth acquired on 21/12/2021 04:42:52, (b) detection
results, and (c) detected defocused moving vessels in SLC image with their
azimuth velocities. Yellow arrow pointers in (b) indicate the moving vessels
in (c).

Table IV signify that no accurate recognition is found for that
condition. Figs. 5 and 6, respectively, illustrate the example
result on vessel detection and recognition.

V. DISCUSSION

A number of studies on vessel monitoring focused on
performance enhancement from modifying and comparing
different detection algorithms [9], [10], [14], [15]. When
it came to using detectors based on artificial intelligence,

Fig. 6. Vessel recognition on ICEYE SAR image acquired on 12/05/2022
01:31:48, (a) ground truth, (b) detection before phase refocusing, and
(c) detection after phase refocusing. Red, green, and yellow bounding boxes,
respectively, signify the categorized class of cargo and tanker vessels, fishing
and sailing vessels, and other types of vessels.

however, quantity and quality of training data were decisive
in their accuracy [28]. Although the quantitative enhance-
ment was studied in form of obtaining training data from
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Fig. 7. Example of three different vessels (a)–(c) of applying modified PGA and the proposed target velocity refocusing algorithm.

AIS information [11], [12], acquiring training data from
high-resolution SAR images with small number of vessels
was still challenging. In addition, phase distortion caused by
moving target azimuth velocity decreased the competence of
vessel recognition. The main originality of this study was
to perform vessel recognition properly using high-resolution
SAR images, consecutively performed from robust detection
of vessels and their refocusing applying a target velocity SAR
phase refocusing function.

From Tables II to III, vessel detection using quantitatively
enhanced training data of vessel demonstrated a robust detec-
tion performance regardless of moving target phase distortion.
It was able to be implied that the robustness of vessel detection
was ensured due to the various conditions of the moving

vessels with distorted phase. In addition, Table IV indicated
significant vessel recognition performance improvement after
SAR phase refocusing, ascertaining the qualitative vessel
training data enhancement was effective in their recognition.

Phase distortion due to antenna motion error and target
velocity was conventionally compensated from PGA [19]. As a
nonparametric focusing algorithm, PGA does not require any
initial value for autofocusing. Before its operation, a chip
was selected from the SAR image, including the defocused
target; if not PGA only calibrates the defocusing from antenna
motion, which was negligible in the satellite SAR system [19].
For each selected chip, the brightest scatterer in its range
profile was aligned to the range center. Accordingly, scatterers
were windowed, assuming the distribution of weak targets as
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Fig. 8. Comparison of focusing competence between the modified PGA and
the proposed target velocity refocusing algorithm.

Fig. 9. Comparison between estimated azimuth velocity from the proposed
refocusing algorithm and AIS-driven azimuth velocity. Average azimuth
velocity offset was measured as 0.68 m/s, with a standard deviation of
0.59 m/s.

Gaussian noise [40]. Phase gradient was estimated and used
to calibrate the phase error repeatedly, subsequently deriving
the focused image chip after several iterations. Given the
continuous enhancement of PGA, a modified PGA algorithm,
which used the weighted phase gradient estimation was used
as a reference focusing algorithm [41]. Exploiting the nor-
malized signal-to-clutter ratio weight, modified PGA enabled
to intensify the contribution from significant targets, which
accordingly enhanced the performance of phase refocusing
compared to that of conventional PGA.

Modified PGA was equally applied to the detected vessel
chips along with the proposed target velocity SAR phase
refocusing. PGA and its variations were operated until the
phase error difference is reduced below a user-defined thresh-
old [19]. A new decision rule was adopted for comparison with
the proposed target velocity SAR phase refocusing algorithm;
modified PGA was conducted for 100 iterations and finally
evaluated using Entropy as in (13). Fig. 7 illustrates the
examples of vessel refocusing from PGA and the proposed
refocusing, while Fig. 8 describes their Entropy. It was demon-
strated that the proposed target velocity refocusing algorithm
outperformed the modified PGA in refocusing vessels with a
satellite SAR system.

Accurate estimation of phase gradient was limited when
the Gaussian noise assumption was unsuitable [40], especially
when strong targets were aligned and concentrated in vicinity.
This was a typical case of a vessel imaged by satellite
SAR, as the superstructure of the vessel generated intensive
backscattering [42]. Accordingly, it was able to be determined
that the proposed target velocity refocusing algorithm is more
appropriate for vessel refocusing using satellite SAR system.

The estimation of vessel azimuth velocity, which reduces
Entropy to the least was performed using (11). Vessels with
significant azimuth velocity (vx > 1m/s) were selected and
accordingly tested against vx derived from preprocessed AIS
information. Fig. 9 describes the comparison between the
estimated vx from SAR and that derived from AIS information.
Average azimuth velocity offset was measured as 0.68 m/s,
which significantly outperformed those from previous studies
based on Doppler rate measurement using fractional Fourier
Transform: 1.29 m/s [43] and 1.33 m/s [44].

For azimuth velocity estimation, the proposed algorithm
assumed the effect of range velocity and acceleration to
phase distortion was negligible while deriving (3) from (2).
In order to ascertain whether the assumption was valid, the
significance of range velocity and acceleration over the SAR
SLC phase was quantified. Given the derivation of (11),
it was possible to deduce the SAR phase compensation signal,
including range velocity and acceleration. Phase compensa-
tion signals are described as in (18)–(21): only considering
azimuth velocity (18), adding range velocity (19), adding
range acceleration (20), and adding both range velocity and
acceleration (21), respectively,
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Fig. 10. Sensitivity of the target velocity phase refocusing function with respect to azimuth velocity in (a) Cartesian and (b) polar coordinate with vy = 7m/s
and ay = 0.02m/s2. Red, green, blue, and black lines, respectively, denote the loci of (18), (19), (20), and (21). Simulation was performed in accordance
with ICEYE satellite SAR system. Red-green and blue-black loci demonstrate identical paths with each other.
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Using (18)–(21), four different SAR simulations were per-
formed using the geometry and specifications of ICEYE
satellite SAR as described in Table I. In addition, target
motion was equally assumed as vy = 7 m/s and ay =

0.02 m/s2, which were larger than any other vessel in the
acquisition scene. Simulation results of phase compensation
angle with respect to different azimuth velocities are illustrated
in Fig. 10. In accordance with Fig. 10, range velocity did
not influence phase distortion, whereas range acceleration

effect was insignificant; 0.07 radian of phase angle difference
was estimated from the fastest acceleration possible in the
scene. It clearly supported that the elimination of range
velocity and acceleration from the derivation of (11) was valid.
It demonstrated that vessel velocity estimation is possible from
the proposed phase refocusing function without using wake
signatures to measure azimuth offset [45], [46], [47].

Conventional vessel monitoring using remotely sensed data
was frequently aimed to detect vessels in low-resolution
satellite images due to the lack of training data [12], [48].
In contrast to the increasing demand of vessel detection and
recognition using high-resolution SAR images, their practical
enhancements were yet to be performed. The target velocity
SAR phase refocusing algorithm proposed in this study not
only demonstrated the high competence of phase focusing
over the conventional autofocusing algorithm using accurate
velocity measurement but also enabled the training data aug-
mentation by generating the defocused SAR image in entire
SLC dimension. By exploiting both advantages, the velocity
refocusing algorithm was able to be applied to realistic vessel
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surveillance in the ocean, as vessel detection, recognition, and
velocity estimation were sequentially performed.

Previous autofocusing algorithms were mostly applied to
selected targets rather than the entire scene. Operation of
PGA-based algorithms, particularly, did not require any input
variable or parameter related to acquisition geometry [19],
[40]. Although applying autofocusing on the target was able
to be efficient in time, it did not completely assess the phase
defocusing from azimuth velocity. By using the azimuth veloc-
ity as an initial value, the proposed refocusing was enabled to
generate an intentionally defocused SAR SLC image covering
the entire scene; this helps to develop a practical vessel
detector in the SAR image, which includes moving vessels.
SAR images containing a number of vessels in the scene were
more effective when using the proposed refocusing algorithm
since refocusing the entire SLC scene took much more time
than selecting the well-focused chip.

This study mitigated an issue that kept the conventional
vessel defocusing from being applied to practical vessel
surveillance: the detection of the vessel, which selects the
region to be refocused. A quantitative training data enhance-
ment using the target velocity SAR phase refocusing algorithm
was applied and augmented the training data 20 times in
order to generate a robust detector on the defocused vessel;
moreover, the application of the proposed algorithm for phase
refocusing and velocity estimation was effective, ascertained
from low Entropy and azimuth velocity estimation offset with
respect to AIS information.

VI. CONCLUSION

As vessel detection and recognition were both essential
in stable marine vessel surveillance, acquiring training data
on vessels was essential in the development of robust vessel
detectors in single and multiple classes. In this study, the
target velocity SAR phase refocusing function was proposed
and accordingly applied to quantitative and qualitative training
data enhancement in order to develop a robust vessel detector
and subsequent vessel recognition algorithm. In contrast to
the conventional SAR refocusing, which uniquely aimed to
generate a well-focused target chip, the proposed algorithm
was able to generate a number of intentionally defocused
SAR SLC images with respect to different azimuth velocities.
Exploiting such character, training data of vessel was quanti-
tatively expanded and accordingly generated a vessel detector
robust to defocused moving vessels; furthermore, the detected
vessels were refocused using the target velocity SAR phase
refocusing function and used as qualitatively enhanced training
data for vessel recognition. Compared to the conventional
SAR refocusing algorithm and velocity estimator, the proposed
target velocity SAR phase refocusing function demonstrated
significantly enhanced performance in both capacities. Detec-
tion and recognition results demonstrated in this study were
subject to the training data enhancement in a quantitative and
qualitative manner, respectively. The assumptions made in the
derivation of the target velocity SAR phase refocusing function
were additionally analyzed, ascertaining the effectiveness of
phase refocusing and abridging the range movement terms of

the target. As consecutive vessel detection and vessel recogni-
tion were performed in this study, a robust and stable marine
vessel monitoring apparatus is expected to be developed using
the proposed algorithm.
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