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Abstract— Single-pass interferometric synthetic aperture radar
(InSAR) elevation measurements of dry snow, firn, and ice are
known to be substantially biased downward due to a partial
penetration of the radar signals into the medium, resulting
in a phase center location within the volume. The so-called
penetration bias, i.e., the elevation difference between surface
and InSAR phase center, can be estimated from the contribution
of the volume to the interferometric coherence and may be used
to retrieve the surface elevation. In this article, we show that both
an additional elevation bias and a horizontal shift occur in the
InSAR processing for natural media with a dielectric constant
different to the one of air, originating from an uncompensated
stretch of the vertical wavenumber in the medium and refraction
effects at the surface. This geolocation error depends on the
magnitude of the penetration bias, the dielectric constant, and the
acquisition geometry. It may reach up to few meters for X- and
C-band frequencies and more for lower frequencies and therefore
may significantly affect cryospheric elevation products from past
(SRTM), current (TanDEM-X), and future (e.g., Harmony and
Tandem-L) SAR interferometers. In this article, the geolocation
error is assessed and an adapted interferometric processing
allowing for an accurate geolocation (i.e., surface elevation
measurement) is presented.

Index Terms— Cryosphere, elevation bias, geocoding, glaciers,
Harmony, ice sheets, penetration bias, synthetic aperture radar
(SAR), SAR interferometry, TanDEM-X.

I. INTRODUCTION

DIGITAL elevation models (DEMs) generated with
single-pass interferometric synthetic aperture radar

(InSAR) are a fundamental source for mapping the sur-
face elevation and topographic changes over ice sheets and
glaciers [1]. The nonnegligible penetration of radar signals
into snow, firn, and ice at commonly used frequency bands,
e.g., from P to X band, results in an elevation bias of the
backscatter phase center versus the actual surface, typically
described in the literature as penetration bias. In other words,
the DEM generated from InSAR data does not replicate the
surface, but it is biased downward [1], [2], [3], [4], [5], [6],
[7], [8], [9], [10], [11].
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In this article, we report that there is a systematic difference
between the physical phase center height and the apparent
phase center height measured with InSAR. This difference
results from propagation effects within the glacial volume
that are not accounted for in conventional InSAR processing,
in particular, from a vertical wavenumber stretch in the glacial
volume and refraction effects at the surface, both a direct
consequence of the larger dielectric permittivity of snow, firn,
and ice compared to the permittivity of air, resulting in a
reduced propagation velocity. The relation between the surface
height hs, the physical height of the phase center hpc, and
the apparent phase center height measured with conventionally
processed InSAR hInSAR,c. can be approximated as

hs ≈ hpc + 1h ≈ hInSAR,c. − 1h2 + 1h (1)

where 1h is the physical penetration bias (assumed positive,
according to the convention in [2] and [3]) and 1h2 (assumed
negative for biases oriented downward) represents an addi-
tional bias resulting from the abovementioned wavenumber
stretch, from here on referred to as propagation bias. A com-
parable propagation bias effect has been reported in [12],
resulting from propagation effects through the atmosphere.
Commonly, 1h2 is neglected and the assumption is that the
surface height, hs, is related to hInSAR,c. via

h̃s ≈ hInSAR,c. + 1h (2)

where ·̃ is used because we show in this article that the formu-
lation does not result in an accurate surface height estimate.
The approximation in (2) has been used in several research
works, where the physical penetration bias 1h is estimated
as the difference between an InSAR DEM (i.e., hInSAR,c.)
and a surface reference DEM (i.e., hs) generated with, e.g.,
optical sensors that do not penetrate the surface, to evaluate
the penetration of the signals and to retrieve information on
snow, firn, and ice properties [1], [4], [5], [6], [7], [8], [9].
Vice versa [5], [10], and [11] have used the inversion strategies
of [2] and [3] to estimate the penetration bias 1h from the
interferometric coherence to retrieve the surface elevation hs
from the TanDEM-X DEM (i.e., hInSAR,c.). Since 1h2 is a
direct consequence of the propagation through the glacial
volume, it should not be neglected, but properly addressed
whenever penetration into the volume occurs, especially when
considering future single-pass SAR interferometers operating
in lower frequency bands. Examples are Tandem-L (L band)
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[13] and the Earth Explorer 10 mission Harmony (C band) [14]
that is partly focused on generating elevation and elevation
change products over land ice on a global scale.

It is important to note that both the penetration into the
volume and the uncompensated change in propagation velocity
do not only result in an elevation bias, but also a shift in
horizontal, i.e., ground range, direction, as also noted in [12]
in the case of propagation effects through the atmosphere. For
retrieving accurate elevation estimates in cases of a spatially
fast-changing topography, this horizontal shift needs to be
taken into account. Hence, the DEM generation for the prop-
agation through several media should be formulated in terms
of a 3-D geolocation problem that is best addressed within the
interferometric processing rather than in a secondary elevation
correction.

In Section II, the geolocation error is assessed and quan-
tified, whereas in Section III, adapted InSAR processing
strategies are presented that provide an accurate geolocation
for the cases in which the InSAR DEM should replicate the
surface elevation or the phase center elevation. Section IV
presents results generated with the Harmony End-To-End
Performance Simulator (HEEPS) [15], and conclusions are
drawn in Section V.

II. ASSESSMENT OF THE GEOLOCATION ERROR

Part of a standard interferometric processing chain is shown
in Fig. 1, illustrating the process from the interferogram to the
retrieved DEM. The geolocation problem for glaciers and ice
sheets arises within the geocoding of the interferometric infor-
mation. The geocoding is commonly performed by a numerical
computation of the 3-D intersect point of the interferometric
phase, the range sphere, and the Doppler cone by solving the
following set of equations for each pixel of the absolute phase,
φabs., [16]:

φabs. =
4π

λ
·
(∣∣p − sp

∣∣ − |p − ss|
)

rp =
∣∣p − sp

∣∣
fDC,p =

2
λ · rp

· vp ·
(
p − sp

) (3)

where rp is the slant range of the primary acquisition,
fDC,p is the Doppler centroid of the primary acquisition, λ
is the wavelength, p is the unknown point on ground, sp is
the position of the primary satellite, ss is the position of the
secondary satellite, and vp is the velocity vector of the primary
satellite.

Since for standard application scenarios, there is no a priori
information on the penetration bias (i.e., the phase center
depth), nor the surface elevation, free-space propagation of the
radar signals between the sensor and the scatterer is typically
assumed. This necessarily leads to a misinterpretation of the
interferometric phase and the range for cases in which the
phase center is located within the volume, because the signals
experience an additional delay that is caused by the reduced
propagation velocity due to the permittivity of the glacial
volume.

Fig. 2 shows a simple simulation of the geocoding process
and the resulting error. A simplified two-layer model (free

Fig. 1. Standard interferometric processing chain for generating a DEM.
Calibration steps are omitted for simplicity.

space and glacial volume) with a constant permittivity within
each layer is assumed and used in the derivations throughout
this article. As an example, a horizontal snow surface, a satel-
lite altitude of 700 km, a constant relative permittivity of the
glacial volume of εr = 2.0, and a phase center depth of 10 m
are assumed. Note that the phase center can be interpreted as
the center of gravity of the backscatter distribution along the
elevation direction within the volume. The blue lines represent
contours of constant fast time (solid line) and interferometric
phase (dashed line) when correctly accounting for the reduced
propagation velocity within the volume. The contours are
computed using a numerical ray tracing, based on Fermat’s
principle of least time. The red lines represent the equivalent
contours assuming propagation only through air, i.e., the
assumption made in the standard interferometric geocoding,
corresponding to the first two equations in (3). Note that an
acquisition geometry with a Doppler centroid equal to zero is
assumed here. The shift between the blue intersect point (ps)
and the red one (pa) represents the geolocation error, i.e., the
error in the retrieved DEM. Note that the error is independent
of the interferometric baseline (further discussed below) but
has a strong dependence on the incident angle at the surface.
Both a shift in height and ground range are present, with
magnitudes depending on the phase center depth, the incident
angle, and the permittivity.

For the simple propagation model used in the simulation of
Fig. 2, the height error, i.e., the propagation bias 1h2, may
be quantified by evaluating the change in the interferometric
vertical wavenumber kz when propagating into the firn volume.
The vertical wavenumber is stretched when penetrating in the
dielectric denser medium. It can be written in terms of kz

as [17], [18]

kz,vol = kz ·
√

εr ·
cos θi

cos θr
(4)

where θi is the local incident angle and θr is the refraction
angle that can be computed using Snell’s law. The physical
contribution of the penetrated firn volume 1h (i.e., the height
difference between the surface and the phase center) to the
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Fig. 2. Illustrative simulation of the geocoding process and the resulting
geolocation error for a flat surface. Blue lines show contours of constant
fast time (solid) and interferometric phase (dashed) when accounting for
the propagation effects into the volume. Red lines show the corresponding
contours for a free-space assumption. The shift between the blue intersect
point (ps) and the red one (pa) represents the geolocation error.

interferometric phase can be written as φpen = 1h · kz,vol.
When assuming propagation through free space in the InSAR
processing, φpen is erroneously scaled with kz and not kz,vol.
Hence, the propagation bias 1h2 resulting from the free-space
assumption in processing may be formulated as

1h2 ≈
1h · kz,vol

kz,vol
−

1h · kz,vol

kz

= 1h ·

(
1 −

√
εr ·

cos θi

cos θr

)
. (5)

Note again that all dependencies with the interferometric
baseline cancel out. A geometrical derivation may be found
when considering the interferometric pair as part of an antenna
array that radiates power in the form of a collimated beam
that is refracted into the glacial volume (see Fig. 3). Since
the optical path lengths (i.e., the travel times) for both the
physically correct propagation and the free-space assumption
have to be the same, the geolocation error can be determined
using the geometrical relations shown in Fig. 3, resulting in

1h2 = 1h ·

(
1 −

√
εr ·

cos θi

cos θr

)
(6)

1rg = 1h · tan θr ·

(
√

εr ·
sin θi

sin θr
− 1

)
. (7)

A similar derivation is provided in [19] for the SAR tomog-
raphy case. Note that the expression for 1h2 is equivalent to
the wavenumber derivation in (5).

The vertical and horizontal geolocation errors are plotted in
Fig. 4 as a function of the incident angle and for three different
values of the penetration bias 1h. A permittivity of εr = 2.0 is
assumed, representing dry firn. It is interesting to note that the

Fig. 3. Illustration for deriving the height and ground range error. The heights
in the figure can be related to (1). The geometry is comparable to the 30◦

incident angle case in Fig. 2. For shallower incident angles, hInSAR,c. increases
(see Fig. 2) and eventually surpasses the physical phase center height hpc.

Fig. 4. Height and ground range error for different incident angles and
three different penetration biases, i.e., phase center depths. A permittivity of
εr = 2.0 is assumed. Note that the penetration bias corresponds to the phase
center depth with respect to the surface height. A varying phase center depth
may result from a varying vertical backscatter distribution in the volume or
acquisition geometry.

intersect point of the 1h2 curves is solely a function of the
permittivity. Note also that even for the limited penetration
reported for X band sensors (e.g., in [10]) down to 8–10 m,
geolocation errors of several meters can be expected. Note that
for the analysis above, a constant permittivity of the glacial
volume is assumed. A more complex permittivity distribution
may be accommodated by an effective mean value representing
the volume above the phase center that may change depending
on the phase center depth.

Using a backscatter model to characterize the glacial vol-
ume, the geolocation error can be linked to physical properties
of the volume. For example, in [2], a model for describing the
contribution of a uniform volume with exponential extinction
properties to the complex interferometric coherence is given
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Fig. 5. Height and ground range error for different incident angles and three
different heights of ambiguity. A uniform volume with a penetration depth of
10 m and a permittivity of εr = 2.0 are assumed.

as follows:

γvol =
1

1 + j · 2 · π · d2/HoAvol

(8)

where j is the imaginary unit, d2 is the two-way penetration
depth [i.e., the depth after which the power is decreased by a
factor of (1/e)], and HoAvol =

2π
kz,vol

is the height of ambiguity
in the volume. From (8), the penetration bias 1h for a uniform
volume can be formulated in terms of d2 [3]

1h = arctan
(
kz,vol · d2

)
·

1
kz,vol

. (9)

Using the formulations in (6), (7), and (9), the geolocation
errors are shown in Fig. 5 for a penetration depth of d2 = 10 m
and three heights of ambiguity (HoA) in free space. The error
for the uniform volume model is dependent on the interfero-
metric baseline (i.e., the HoA) since the transformation from
d2 to 1h results in larger 1h values for smaller baselines.

III. ADAPTED PROCESSING

In this section, we present adapted processing approaches
capable of accounting for both the penetration itself and
the propagation related errors presented in Section II. Two
application scenarios are addressed, in which the estimated
topography should replicate: 1) the phase center elevation
or 2) the surface elevation. It is assumed that an accurate
estimate of the penetration bias, 1h, is available, for example,
by means of the inversion strategies presented in [2] and [3]
that are based on the measured coherence. Note that these
inversions only provide a model-based estimate of 1h with
limited accuracy and may introduce systematic errors in the
final DEM.

A. Topographic Height Correction

A straightforward approach is to extend the conventional
processing chain in Fig. 1 by a simple elevation correction
step after the DEM generation to compensate the penetration
bias, 1h, and the propagation bias, 1h2, corresponding to
the relation given in (1). A DEM that approximates the

phase center height can be retrieved from the conventionally
processed DEM, DEMInSAR,c., by

DEMpc = DEMInSAR,c. − 1h2

= DEMInSAR,c. − 1h ·

(
1 −

√
εr ·

cos θi

cos θr

)
(10)

whereas a DEM approximating the surface elevation is given
by

DEMs = DEMInSAR,c. + 1h − 1h2

= DEMInSAR,c. + 1h ·
√

εr ·
cos θi

cos θr
. (11)

DEMInSAR,c, DEMpc, and DEMs correspond to the heights
introduced in (1): hInSAR,c., hpc, and hs, respectively. Note
that such simple elevation correction does not account for the
shift in ground range direction, 1rg, and may, therefore, result
in residual elevation errors for areas with strong topographic
gradients.

B. Adapted InSAR Processing for Surface and Phase
Center Elevation Measurement

As hinted above, penetration and propagation effects need
to be accounted for within the InSAR processing. The most
accurate solution is to adapt the geocoding process to incorpo-
rate the refraction at the surface and the reduced propagation
velocity within the volume. However, such adaption results
in a significantly higher computational complexity since the
ray tracing through a multilayer medium has to be done
numerically.

We suggest to perform the correction by means of a
compensation of the penetration phase and a correction of the
range delay in terms of an adaption of the range equation
within the geocoding formalism in (3). The geocoding can
then be performed conventionally, assuming free space. The
adapted chain is illustrated in Fig. 6. The general approach is
applicable for both the generation of a surface DEM and for a
phase center DEM. Only the formulations for the computation
of the phase compensation and range offsets differ.

The compensation of the penetration phase contribution φpen
needs to account for the difference between the interferometric
phase at the physical position of the phase center and the
surface or phase center position for a free-space assumption.
For the surface case, φpen can be computed as

φpen,surface = −1h · kz,vol. (12)

For the phase center case, φpen can be approximated as

φpen,pc = 1h2 · kz . (13)

The penetration phase can then be simply used as an offset to
the absolute phase, as illustrated in Fig. 6. The range shifts
may be corrected in terms of an offset on the range equation
of the interferometric geocoding in (3). Again, the adaption
of the range equation needs to account for the difference
between the range to the physical position of the phase center
and the surface or phase center position assuming free space.
The range offsets can be approximated as

1rsurface ≈ −
√

εr ·
1h

cos θr
(14)
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Fig. 6. Adapted interferometric processing chain for generating a DEM
corresponding to the surface or the phase center, including a correction of the
interferometric phase and range offsets.

TABLE I
SIMULATION PARAMETERS

and

1rpc ≈
1h

cos θr
· (1 −

√
εr ). (15)

To apply the correction, the range equation in (3) is rewritten
as

rp + 1ri =
∣∣p − sp

∣∣ (16)

where the index i indicates the range offset for the surface or
the phase center in (14) and (15), respectively.

Alternatively, instead of adapting the range equation in (3),
the range offsets can be accounted for by interpolating the
absolute phase to an adjusted range grid. Note that this
approach leads to an increased computational burden and is
only mentioned here since it may provide an easier integration
into an existing InSAR processor.

Note that both the adaption of the range equation as well
as the interpolation of the absolute phase to an adjusted range
grid are first-order approximations, based on the assumption
that the slope of the terrain is constant between the phase
center position and the intersect point on the surface.

C. Accuracy Analysis

In order to illustrate the accuracy of the proposed
approaches, they are compared within a simple simulation to
an exact geocoding procedure that accounts for the refraction
and propagation effects in the volume. The relevant simulation
parameters are depicted in Table I. To facilitate an exact
geocoding that incorporates the dielectric medium change,
the surface height corresponds to the WGS 84 ellipsoid,

without additional topography. The phase center height is
varying between −14 and −4 m. In Fig. 7(a), the geodetic
coordinates of the phase center and surface intersect points are
illustrated. The coordinates correspond to the radar coordinates
of a 2 km × 2 km acquisition and are computed using a
Newton backgeocoding algorithm as described in [20]. Note
that the backgeocoding is adapted to account for the dielectric
medium change. Fig. 7(b) shows the phase center elevation in
radar coordinates, and Fig. 7(c) shows the slope of the phase
center elevation in range direction. The slopes up to 12 % are
likely to resemble an extreme case of phase center elevation
variability. However, note that the strong elevation variability
may account for the effects introduced by a realistic surface
topography that is absent in this simulation. Fig. 7(d) and (e)
show the range offsets when comparing the correct range
(resulting from the backgeocoding procedure) to the range
when assuming free space, Fig. 7(d) for the phase center
DEM case and Fig. 7(e) for the surface DEM case. The
offsets in Fig. 7(d) are solely a consequence of the reduced
propagation velocity and refraction, whereas the offsets in
Fig. 7(e) additionally include the geometric distance between
the surface intersect point and the phase center, together
reaching up to 22 m for the present example. In the following,
the resulting height errors when assuming free space in the
geocoding are assessed for the cases in which the standard
height correction [see (2)] is performed, or the corrections
presented in Sections III-A and III-B of this work.

1) The height errors after the standard elevation correction
in (2), i.e., when neglecting the propagation bias and
the range offsets, are shown in Fig. 7(f) and (g) for
the surface and phase center DEM case, respectively.
Note that no correction is performed for the phase
center DEM case. The height errors are a superposition
of the erroneous height correction and the geodetic
position mismatch resulting from the uncompensated
range offsets (i.e., the height is not constant in the area
spanned by the range offsets). The contribution due to
the range offsets is stronger for the surface DEM case.

2) Fig. 7(h) and (i) show the residual height errors when
applying the adapted height correction according to (10)
and (11). The height estimation improved compared
to the standard correction. Still, errors in the meter
range are present. The residual errors can be exclu-
sively attributed to the range offsets that translate into
height errors for a topography with nonnegligible slope,
as described for the previous case. Note that the pattern
of the height errors resembles the one of the slopes
in Fig. 7(c). For a flat topography and a constant
penetration bias, no height errors would remain.

3) Fig. 7(j) and (k) show the residual height errors after
applying the phase and range offset correction as
described in Section III-B. The correction is not perfect
because it is only a first-order approximation. Note
that range offsets of few decimeters are remaining after
the range correction (not explicitly shown in Fig. 7).
However, even for the strong elevation variability of
the present example, only height errors of few cm are
still present. These are almost two orders of magnitude
smaller than common height accuracy requirements.
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Fig. 7. Simulation for assessing the accuracy of the adapted processing approaches showing: (a) geodetic coordinates of the phase center and surface
intersect points; (b) phase center elevation; (c) slope of the phase center elevation; (d) and (e) range offset between the apparent phase center position
(assuming free-space propagation) and the physical phase center or the surface position, respectively; (f) and (g) height error when applying the standard
elevation correction in (2) for retrieving the surface or phase center, respectively; (h) and (i) height error when applying the adapted height correction described
in Section III-A; and (j) and (k) height error when applying the adapted InSAR processing described in Section III-B. Note the different range of the colorbars
when comparing (h)–(k).

The discussed simulation results in Fig. 7 suggest that a height
correction is not sufficient for terrains with modest to steep
slopes or a spatially fast varying penetration bias. The adapted
processing, as described in Section III-B, provides accurate
results, even for a strongly varying topography, if a precise
estimate of the penetration bias, 1h, is available.

As hinted above, biased estimates of 1h can result in
systematic errors of the final DEM. Such biases may be present
for heterogeneous parts of glaciers and ice sheets where
model-based inversions may not replicate well enough the
physical scattering and propagation properties of the glacial
volume, but are expected to be small (i.e., smaller than the
propagation bias, 1h2) for rather homogeneous terrain (e.g.,
over the large ice sheets). Since, in the general application
case with no reference date, there is no means of determining
if the estimation of 1h is biased and in which direction it is
biased, we suggest to always perform the adapted processing
(i.e., account for the propagation bias and the range offsets)
because it allows a physically correct accommodation of the
propagation effects and, on average, will lead to improved
elevation products.

The analyses in this article are simplified to a zero-squint
acquisition geometry. For very large squint angles, also
a significant geolocation error in azimuth direction is to
be expected, resulting from both the incorrect geocoding
and uncompensated phase residuals (due to the propagation
through the glacial volume) in the SAR processing [21].
However, even for large squints of several degrees, the offsets
in azimuth are marginal compared to the range offsets.

IV. SIMULATION RESULTS

A reliable demonstration of the outlined effects and the
proposed processing adaption on real InSAR data is chal-
lenging because a reference measurement or estimation of the
penetration bias, i.e., the phase center depth, using approaches
such as the inversion of the volume coherence is known to be
model-dependent [22], [23]. This would necessarily result in
a speculative interpretation of the results. Nevertheless, it is
important to show on as much realistic as possible SAR data
that the outlined effects may significantly degrade the InSAR
elevation measurements of a cryospheric SAR mission.
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Fig. 8. Some inputs and results for the end-to-end simulation using HEEPS, showing: (a) location of the scene; (b) DEM representing the surface; (c) simulated
reflectivity of the scene; (d) input penetration bias; and (e) difference between the surface DEM and the generated InSAR DEM using a conventional InSAR
processing chain assuming free-space propagation.

TABLE II
HEEPS SIMULATION PARAMETERS

We use the HEEPS [15] to generate realistic SAR images
and higher level products according to the Harmony system
parameters. The HEEPS is based on a bistatic end-to-end
(BiE2E) simulator, developed at the German Aerospace Center
(DLR), Weßling, Germany [24]. The BiE2E is an integrated
InSAR simulation tool with bistatic and multistatic capabilities
composed of three main parts: 1) a distributed SAR raw data
simulation block; 2) level 1 and level 2 processing chains;
and 3) a performance evaluation module. The BiE2E allows
for the efficient simulation of interferometric stacks over wide
distributed areas with an exact accommodation of bistatic
geometries, antenna patterns, instrument and platform effects,
as well as configurable complex correlations between the
simulated scenes.

The simulation parameters are chosen according to
the bistatic Sentinel-1/Harmony antenna and noise behav-
ior. The relevant simulation parameters are listed in Table II.
The simulation is performed for a scene located in a moun-
tainous glacier region in BC, Canada. The location is shown in
Fig. 8(a). The glacier region is chosen as an example case. The
proposed techniques are equivalently applicable to ice sheets.
We use the SRTM DEM [shown in Fig. 8(b)] as the surface
reference. Within the scene generation module of the raw data
generator of the BiE2E, a semiphysical representation of the
scene reflectivity is generated [see Fig. 8(c)] and the penetra-
tion into the glacial volume is simulated. The firn is modeled
according to a uniform volume model with a varying two-way
penetration depth, d2, and a constant relative permittivity. For

Fig. 9. Height error when applying the standard elevation correction in (2).
Note the significant residual bias over the glacial areas.

Fig. 10. Height error when applying the adapted height correction described
in Section III-A. No range correction is applied.

the given local incident angles and the height of ambiguity
of 60 m, the resulting penetration bias is shown in Fig. 8(d).
The penetration into the glacial volume is modeled in terms
of range offsets and a complex volume coherence according
to the formulation in (8). The coherence is injected in the two
scenes of the interferometric pair by means of a two-image
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Fig. 11. Height error when applying the adapted InSAR processing described
in Section III-B. Note that almost all systematic errors are removed.

Cholesky decomposition. After the scene generation and an
error incorporation step (navigation, attitude, clock, etc.), the
raw data are synthesized using a reverse SAR processor. Sub-
sequently, the raw data are focused and an InSAR processor
is used to generate the interferogram and DEM. For the case
in which free-space propagation is assumed within the InSAR
processing and no further corrections are performed, Fig. 8(e)
shows the difference between the surface DEM (used as input
to the simulator) and the generated InSAR DEM. Note the
clear height error compared to the input penetration bias in
Fig. 8(d), a direct consequence of the propagation effects into
the firn volume.

Fig. 9 shows the residual height error when retrieving
a surface DEM from the InSAR DEM using the standard
height correction according to (2), i.e., when neglecting the
propagation bias. A height offset up to 3 m over the firn
areas is visible, resulting in a mean height error of 1.49 m.
Note the two peaks in the histogram, corresponding to surface
areas (centered around 0 m) and firn areas (centered around
roughly 2.5 m). Several areas with systematic negative height
offsets are visible in regions with sudden changes in the
penetration bias. Those height offsets can be attributed to the
uncompensated range offsets. Fig. 10 shows the results when
the adapted height correction in (11) is applied, i.e., also the
propagation bias is accounted for. Most of the height offsets
are removed. However, the negative biases due to the range
offsets are still present. Note that smaller systematic biases
due to range offsets are also present in the firn areas, but not
visible due to the higher phase noise caused by the volume
decorrelation effects. Fig. 11 shows the results for the case
in which the adapted processing, discussed in Section III-B,
is applied. Almost all systematic biases have been removed.
This can also be noted in the mean error of 0 m and a
reduced standard deviation compared to the previous case
in Fig. 10.

V. CONCLUSION

In this article, a bias effect (additional to the well-known
penetration bias) on single-pass InSAR elevation products
of glaciers and ice sheets is reported. The bias is a direct

consequence of the commonly uncompensated propagation
effects of the radar signals through the glacial volume, i.e.,
a reduced propagation velocity and refraction at the glacial
surface, resulting in a 3-D geolocation error during InSAR
DEM processing. If a precise estimate of the penetration bias,
i.e., the phase center depth, is available, the 3-D geolocation
error can be accurately corrected by means of an adapted
geocoding (accounting for the propagation effects) or a com-
pensation of the interferometric phase and range offset that
are inherent to the propagation through the volume. A simple
height correction may be sufficient for scenes with moderate
topography. Even though the bias has not been explicitly
reported in data-based research work, it should be taken into
account in the generation of cryospheric elevation products
from SAR interferometers (e.g., TanDEM-X, Harmony, and
Tandem-L), whenever penetration into the volume occurs.
Elevation errors (additional to the well-known penetration
bias) up to a few meters are to be expected in C and X
bands, and beyond 10 m in L band. It is important to note
that the proposed processing approaches do not solve the
problem of precisely estimating the penetration bias. Still,
even for inaccurate penetration bias estimates, they should be
applied, whenever penetration into the glacial volume occurs
since they allow a physically correct accommodation of the
propagation effects and, on average, will lead to improved
elevation products.

Comparable propagation effects should also be observable
for arid areas, where the radar signals penetrate into sand
or dry soil. The problem statement can be generalized to
natural media with different dielectric properties than air that
are transparent or semitransparent at microwave frequencies
and is applicable to delays introduced by the troposphere and
ionosphere.
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