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BTC-Net: Efficient Bit-Level Tensor Data
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Abstract— Now it is still a challenge to compress high-
throughput hyperspectral tensor image data on lightweight
air-carried/spaceborne remote sensing systems, primarily due
to insufficient computational resources and limited transmission
bandwidth. To address this challenge, we propose a bit-level
tensor data compression network (BTC-Net) that provides
higher compression performance by leveraging a data-driven
lightweight quantized neural encoder with two-stage bit com-
pression. The BTC-Net achieves semantic near-lossless high
reconstruction quality at low compression bit rates thanks to
its optimized decoder, which uses a channelwise attention-based
enhancement module to recover hyperspectral tensor data.
Experimental results on different hyperspectral datasets show
that the BTC-Net could achieve an extremely low compression
bit rate of fewer than 0.04 bits per pixel per band (bpppb)
with the state-of-the-art (SOTA) reconstruction performances.
The demo of BTC-Net will be publicly available online at:
https://github.com/zx20173646/BTCNet.

Index Terms— Bit-level compression, deep neural network
(DNN), feature enhancement, tensor data.

I. INTRODUCTION

AS THE typical high-dimensional tensor data, hyperspec-
tral data are a hotspot line of science research and

engineering applications, such as terrain classification [1],
[2], object recognition [3], environmental monitoring [4], etc.
Hyperspectral images (HSIs) record hundreds of continuously
spaced narrow spectral bands in each pixel leading to high
dimensionality issues. In natural scenes, directly transmitting
observed hyperspectral data is sometimes infeasible due to the
limited bandwidth of data transmission. But its high spatial and
spectral correlations normally result in redundancy [5], [6],
which triggers data compression necessities. After compres-
sion and transmission, effective reconstruction of compressed
data is also necessary for subsequent research and applications
of hyperspectral data [7].
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Fig. 1. In the UAV or miniterized satellite based hyperspectral data acquisi-
tion scenes, limited wireless bandwidth means that data compression (encoder)
is necessary before transmission; Insufficient computational resources on the
edge device require compression operation to be low-complexity; Further
studies and applications after transmission require effective reconstruction
(decoder) from the compressed signal.

Compression and reconstruction of hyperspectral data have
attracted the interests of many researchers [5], [8]. However,
several challenges can not be ignored in this field, as shown
in Fig. 1.

1) Insufficient Computational Resources: Since the
throughput of a typical hyperspectral sensor is
about 50 MB/s, it is normally hard for most air-carried
edge devices with insufficient computational and storage
resources to process hyperspectral data [9]. Therefore,
efficient hyperspectral data process methods need to be
taken into consideration.

2) Limited Bandwidth: Data transmission always faces the
problem of limited bandwidth [5], and this is more
severe in the case of hyperspectral data wireless trans-
mission due to its high throughput. For example, the
hyperspectral data transmission of the unmanned aerial
vehicle (UAV) mainly utilizes the frequency bands of
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2.4 and 5.8 GHz. However, the single-sector transmis-
sion rates of 5.8-GHz wireless technology are only up
to 54 Mb/s (6.75 MB/s). Moreover, some satellites’
downlink communication bandwidth can be as low
as 2 Mb/s (0.25 MB/s). Therefore, high compression
performance is important for hyperspectral data wireless
transmission.

3) Effective Reconstruction: The performance of recov-
ering compressed hyperspectral data also needs to be
considered. Effective reconstruction results imply better
data quality, which benefits the subsequent high-level
research and applications, such as the tasks of clas-
sification, recognition, and detection. However, there
is typically a trade-off between the compression and
reconstruction performance [10].

To address the above issues, a series of hyperspectral data
compression approaches are proposed including frequency
domain-based methods [11], [12], compressive sensing (CS)-
based methods [6], [13], and deep neural network (DNN)-
based methods [5]. The frequency domain-based approaches
have been applied to the compression of high-dimensional
tensor data such as videos and HSIs. They split the input
data into several blocks, and then adopt the transformation
operations combined with extensive technologies to implement
the compression [14], [15]. However, they focus on bit-level
lossy compression without effective operations to compensate
for the degradation of reconstruction performance, resulting in
poor reconstruction quality when the compression bit rate is
low.

CS [16], [17] has drawn wide attention in recent years,
which holds the assumption that signals are sparse or
near-sparse in some specific domains and can be recovered
from the compressed measurements. The reconstruction of
compressed measurements, however, is an ill-posed problem
for CS approaches. This issue leads to sparsity-based or total
variation (TV)-based regularization techniques [18], [19], [20].
Nevertheless, most of the above CS-based methods have three
drawbacks. First, the compression operation of the above
methods ignores the potential of bit-level compression, which
limits compression performances. Second, the sparsity, TV,
or low-rankness assumptions of high-dimensional tensor data
in transformation domains are highly demanded, but barely
fully capture the insightful prior knowledge underlying the
data latent [21]. It may lead to suboptimal reconstruction
results, especially in the case of low compression ratios
(CRs). Third, in the stage of recovery from the compressed
measurements of TV-based methods, the optimization process
of parameter tuning requires a heavy computation burden,
resulting in the inefficiency of reconstruction.

In recent years, the successful applications of DNN in
the field of computer vision [22], [23] trigger its poten-
tial in high-dimensional tensor data compression [24], [25],
[26]. Compared with the frequency domain-based, DNN-based
methods have the ability to conduct bit-level compression.
The degradation of reconstruction performance also can be
compensated by introducing learnable parameters during the
training process [27]. Compared with the CS-based methods,
DNN-based methods show two clear advantages. One is that

DNN-based methods require fewer assumptions on the prior
knowledge underlying tensor data, implying that they can
directly learn latent relevant information from training samples
and be trained in an end-to-end manner [28]. The other is
that the trained DNN models have fixed all parameters, which
can efficiently complete the reconstruction from compressed
measurements with just one feedforward operation.

These observations motivate us to introduce a DNN-based
framework to achieve bit-level compression without sacrificing
the capabilities of effective reconstruction from compressed
signals. In this article, a new DNN-based framework named
bit-level tensor data compression network (BTC-Net) is pro-
posed, which is trained in an end-to-end way. BTC-Net
includes a lightweight quantized neural encoder with two-stage
data compression and an attention-based super-resolution (SR)
decoder. Concretely, to address the challenge of insuffi-
cient computational resources on edge devices, a lightweight
quantized encoder with fixed-point convolutional weights is
first introduced to compress hyperspectral data into multibit
fixed-point feature data. Then, to mitigate the impact of limited
transmission bandwidth, the compressed feature data would be
further compressed by the Huffman coder from the bit-level
perspective. Finally, based on the bit-level compressed data,
to improve the reconstruction performances, a channelwise
attention feature enhancement (CAFE) module is carried out
to form our decoder to enhance the representation ability of
compressed features, which combines a residual and dense
feature enhancement (RDFE) block and a feature channelwise
attention (FCA) block.

The advantages of our BTC-Net are summarized as follows.
1) High Efficiency: To meet efficiency requirements on

edge devices with insufficient resources, we propose a
lightweight quantized neural encoder that combines a
low-complexity feature compressor and a data-driven
quantizer. The compressor is made up of three down-
sampled convolutional-LeakyReLU layers that process
the quantized input data, using learned quantized convo-
lutional weights provided by the quantizer. Our encoder
has a minimal number of fixed-point neural network
parameters, totaling only 0.228M, and the computa-
tional complexity of encoding is low. This makes our
lightweight encoder suitable for deployment on many
edge AI chips.

2) Low Bit Rate: To mitigate the burden of limited trans-
mission bandwidth, our encoder employs a two-stage
compression strategy. The first stage involves feature
compression with a low CR, which is accomplished
through the use of convolutional operations in the fea-
ture compressor. In the second stage, the data-driven
quantization is utilized along with Huffman coding to
achieve bit-level compression at low bit rates. By adopt-
ing this two-stage compression strategy, we are able to
achieve an extremely low compression bit rate [less than
0.04 bits per pixel per band (bpppb)], thereby alleviating
the constraints posed by data transmission bandwidth.

3) Semantic Near-Lossless Reconstruction: We create an
attention-based SR decoder that combines the feature
enhancement backbone and the spatial–spectral SR
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module. The feature enhancement backbone includes a
novel mechanism called FCA, which improves feature
representation using parallel pooling with combined
group convolution and multilayer perceptron. Exper-
imental results demonstrate that the state-of-the-art
(SOTA) reconstruction performance can be achieved
even at very low compression bit rates. Specifically, clas-
sification experiments on the reconstructed data show
that the loss of classification accuracy due to com-
pression and reconstruction using BTC-Net is less than
1%, indicating near-lossless semantic reconstruction out-
comes.

The rest of this article is organized as follows. Section II
reviews related literature. Section III presents the details of our
BTC-Net architecture. Then, we demonstrate the experimental
settings and results in Section IV. Finally, we conclude the
observations in Section V with some remarks.

II. RELATED WORK

In this section, we will briefly review aforementioned three
categories of existing compression approaches and also review
the hyperspectral classification techniques related to our exper-
iments.

A. Frequency Domain-Based Approaches

Frequency domain-based approaches are originally used
for lossy compression of 2-D image data and show reliable
performances in which JPEG [29] and JPEG2000 [30] are two
classic methods. JPEG transforms images by discrete cosine
transform (DCT), and JPEG2000 mainly uses discrete wavelet
transform (DWT) to achieve higher compression performance
than JPEG. Inspired by the utilization of DWT in image
compression, Pearlman et al. [31] proposed a set-partitioned
embedded block (SPECK) compression method in which the
input image was transformed into blocks by the DWT, and then
these blocks were split into subblocks to obtain compressed
coefficients. 3-D SPECK [32] was an extensive version of
SPECK, which implemented 3-D DWT to the hyperspectral
bands and extended the operations of block splitting to the
3-D case for finding the compressed coefficient. Similarly, the
extension of JPEG2000 for HSI compression also has been
proposed, which compresses each spectral band separately.
However, this method only exploited the spatial redundancy,
ignoring the spectral redundancy of HSI. To improve the com-
pression performance, Rucker et al. [33] proposed the DWT +

JPEG2000, which first implemented wavelet-based transform
to decorrelate the spectral bands and then compressed the
transformed data in the spatial dimension. Du and Fowler [11]
and Du et al. [12] used principal component analysis (PCA) for
spectral decorrelation and proposed PCA + JPEG2000 [15].

B. CS-Based Approaches

CS-based approaches utilize the prior knowledge that
the high-dimensional tensor image can be sparsely or
near-sparsely represented in some specific domains [13], [34],
[35]. Based on this fact, Duarte and Baraniuk [18] developed

Kronecker products between the sparse basis and sensor
matrix for high-dimensional tensor data CS. Waters et al. [36]
proposed a low rank and sparse matrix recovery method by
considering the global interchannel correlation and intrachan-
nel smoothness, and applied this method to the compression
recovery tasks of both videos and HSIs. Li et al. [37] discussed
the spectral correlation in HSIs. Based on shown certain joint
sparseness in the spatial dimension under the wavelet repre-
sentation, they proposed a method that utilized low rank and
joint sparse matrix. After that, Golbabaee and Vandergheynst
[38] combined joint norm and TV regularizations to utilize the
correlations among spectral bands and local smoothness prior
in hyperspectral data. Different from the foregoing works,
Yang et al. [10] directly used tensor-based sparse represen-
tation with nonlinear compressed operations, and obtained
comparable results. To improve the reconstruction perfor-
mances under low CRs, Wang et al. [6] proposed a joint
tensor tucker decomposition and weighted TV regularization
(JTenRe3DTV) to decorrelate and smooth reconstructed HSIs.
To well balance the trade-off between 3DTV assumptions
and intrinsic properties of hyperspectral data, Peng et al. [13]
extended an enhanced 3DTV regularization (E3DTV) term that
encoded the correlation and difference among all channels of
HSI data.

C. DNN-Based Approaches

Based on DNN architectures, plenty of methods have been
applied for various kinds of high-dimensional tensor data
compression and reconstruction. The initial investigation of
DNN architecture for temporal video CS was proposed by
Iliadis et al. [24] that used a deep fully connected network to
efficiently and effectively learn the nonlinear mapping between
video sequences and the compressed data. Shi et al. [25]
proposed a convolutional neural network (CNN) based video
CS framework that explores intraframe and interframe corre-
lations of video data and achieves competitive reconstruction
performance. Ran et al. [26] proposed a dual-domain-
based DNN with parallel and interactive branch structures for
magnetic resonance imaging, which utilized the inherent rela-
tionship between k-space and the spatial domain. Nevertheless,
this method only obtained beneficial reconstruction results
along with poor compression performances (high CR values).
Jiang et al. [39] made a step forward on the RGB image SR
by introducing a spatial–spectral prior network, which utilizes
the spatial information and spectral correlation underlying
HSIs to upsample compressed data using group convolution
in a progressive manner. Considering insufficient compu-
tational resources on the miniaturized satellite and limited
data transmission bandwidths between space and the ground,
Hsu et al. [5] proposed a DNN-based joint encoding and
decoding framework of HSIs, named deep compressed sensing
network (DCSN), maintaining efficient compression and desir-
able reconstruction performances. However, the compression
operations of DCSN focused merely on the feature level
without giving importance to bit-level compression potentials.
Further, during the decoding stage, DCSN equally treated
the channelwise features and ignored distinguishing important
features, which constrained the reconstruction performance.
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Fig. 2. Network architecture of the proposed BTC-Net for HSIs compression and reconstruction. (Top) Sensed hyperspectral data are compressed by the
lightweight quantized neural encoder to obtain the bit-level compressed signal, which would be transmitted to the attention-based SR decoder. (Bottom)
Decoder first enhances the representation of compressed features, and then reconstruct both spatial and spectral information. Qconv denotes the convolutional
layer with the quantized activations and weights. CAFE denotes channelwise attention feature enhancement block.

D. Deep Learning-Based Hyperspectral Classification

To assess the preservation of semantic information in
reconstructed HSIs compared to the originals, the hyperspec-
tral classification task serves as a suitable measure of the
semantic preservation capacity of compression approaches.
This section provides a brief overview of key aspects of
hyperspectral classification. In HSIs, each pixel can be treated
as a high-dimensional vector, with its entries representing
the spectral reflectance at specific wavelengths. This prop-
erty enables classifiers to assign a unique label based on
the pixel’s spectral characteristics [40]. Early studies in HSI
classification primarily focused on machine learning tech-
niques that used classification hyperplanes based on spectral
signatures from training samples. These methods included sup-
port vector machines [41], ensemble learning [42], [43], and
sparse/collaborative representation [44], [45]. More recently,
deep learning-based techniques have emerged as a power-
ful approach for extracting informative features from HSIs
in a hierarchical manner. These techniques leverage mul-
tiple layers, with earlier layers capturing shallow features
and deeper layers representing more complex and abstract
features. Examples include autoencoders [46], CNNs [47],
[48], and generative adversarial networks [49]. Transformers,
which have achieved significant success in natural language
processing and other domains, have also shown promise in
hyperspectral classification due to their ability to model global
context effectively. For instance, Hong et al. [50] utilized
the sequence attributes of spectral signatures from neigh-
boring bands using a transformer-based backbone network.
Zhong et al. [51] proposed a spectral–spatial transformer
architecture through a factorized architecture search frame-
work to determine layer-level operations and block-level
orders. Tu et al. [52] developed a transformer architecture

based on local semantic feature aggregation, allowing efficient
representation of long-range dependencies in multiscale fea-
tures. Additionally, to handle the adversarial sample attacks,
Tu et al. [53] proposed a robust class context-aware network by
constructing a learnable affinity matrix. This matrix captures
both intraclass and interclass relationships and serves as a
class-contextual prior.

III. PROPOSED METHOD

To achieve efficient hyperspectral data transmission between
the sender and receiver, it is necessary to well compress
and then reconstruct the hyperspectral data. To address the
challenges of insufficient computational resources, limited
transmission bandwidth, and effective reconstruction require-
ment for the HSI data, we propose an end-to-end DNN-based
method, BTC-Net. It could achieve high performance of both
compression and reconstruction of the hyperspectral data.

A. Overview of the Proposed BTC-Net

As illustrated in Fig. 2, our proposed BTC-Net mainly
consists of a lightweight quantized neural encoder and an
attention-based SR decoder. Original HSI is first preprocessed
and then put into the encoder for efficient bit-level com-
pression. Subsequently, the compressed bit stream would be
transmitted to the receiver and reconstructed in our decoder
by performing SR along both spatial and spectral dimensions.

The lightweight quantized neural encoder achieves feature-
wise and bit-level compression with a lightweight structure.
A three-layer quantized CNN aims to compress the feature
dimension of the input hyperspectral data, and represent the
compressed data with fewer bits, which can be deployed
on the edge devices of insufficient computational resources.
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Fig. 3. Quantization diagram of the feature compressor in the training stage.

To further decrease the bit rate of quantized results, we add
the Huffman coder after this CNN.

Our attention-based SR decoder will first conduct a Huff-
man decoding after receiving the compressed bit stream.
Then the decoded results subsequently are enhanced by
the feature enhancement backbone. Finally, the hyperspectral
data would be reconstructed by the SR operations of the
spatial–spectral SR module. Specifically, the backbone mainly
contains 16 CAFE blocks. A long skip connection is employed
to convey the low-frequency information of features between
the head and tail of the backbone. After sufficient feature
enhancement by the backbone, the SR operations in the
dimensions of space and spectrum would be performed alter-
nately. The SR in the spatial dimension is implemented with
the interpolation operations, which reconstructs the spatial
information of the compressed features. Meanwhile, the SR
in the spectral dimension will decode the spectral information
and recover the spectral resolution.

B. Lightweight Quantized Neural Encoder

Our proposed encoder is characterized by lightweight and
high-compression performance. It mainly comprises of a
three-layer CNN whose weights and activations are quantized
by our data-driven quantizer, leading to the compact structure
and the implementation of both effective featurewise and bit-
level compression.

1) Neural Network Quantization During Training: Fig. 3
illustrates the process of quantization that we employ during
the training phase. Our data-driven quantizer maps the original
32-bit floating-point activations and weights into fixed-point
data, which is represented by b bits. After quantization, the
corresponding value of the loss function can be calculated,
and appropriate fixed-point weights would be learned through
back-propagation. These weights are then retained and utilized
to process the input HSI data during the inference stage, which
achieves the lightweight of the encoder while compressing the
data into a low bit rate.

2) Theory of Quantization: For a 32-bit floating-point value
to be quantized with b bits using uniform quantization, it is
first clipped in (l, u) before quantization. Then the clipping
range (l, u) is uniformly divided into 2b

− 1 intervals Ri ,
i ∈ {1, 2, . . . , 2b

− 1}, and the length of the interval is
δ = (u − l/2b

− 1).

Fig. 4. In the data-driven quantization algorithm, as the characteristic variable
β gets smaller during the training, the asymptotic function progressively
approximates the staircase function (the red dashed line). (a) Characteristic
of β. (b) Performance improvement with β during training.

Inspired by Choi et al. [54] and Gong et al. [55],
we smoothly connect hyperbolic tangent functions (tanh) in
different intervals to approximate the standard uniform quan-
tization staircase function, avoiding the nondifferentiability of
the latter and the corresponding performance degradation. For
the input x that falls in the interval Ri , the asymptotic function
is defined as

9(x) = λ · tanh(c(x − ki )), if x ∈ Ri (1)

where the parameter ki denotes the center value of the i th
interval, and the parameter c plays a critical role in shaping the
asymptotic function 9, and λ is the scaling coefficient, whose
effect is to ensure that the tanh functions of 9 in adjacent
intervals can be smoothly connected, and it is defined as

λ =
1

tanh(0.5cδ)
. (2)

To adaptively select appropriate values for the above param-
eters during training, we introduce a characteristic variable β,
which aims to measure the asymptotic degree [as shown in
Fig. 4(a)]. It is defined as

β = 1 − tanh(0.5cδ). (3)

Then, the parameters c and λ in (1) can be represented by β

λ =
1

1 − β
and c =

1
δ

· log(
2
β

− 1). (4)

So far, for the floating-point input x that falls in the interval
Ri , the asymptotic function 9 is represented as

9(x) =
1

1 − β
· tanh(

1
δ

· log(
2
β

− 1) · (x − ki )). (5)

As shown in Fig. 5, thanks to the asymptotic function’s
differentiability in the backpropagation, our data-driven quan-
tizer can be automatically evolved to approximate the uniform
quantization behavior without instability produced, thereby
optimizing the performance of the quantized model [as shown
in Fig. 4(b)].

With the asymptotic function 9(x), our data-driven quanti-
zation algorithm Qb(x) maps the floating-point value x to the
fixed-point value xq with b bits, which is defined as

xq
= Qb(x) = l + δ(i +

9(x) + 1
2

). (6)
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Fig. 5. Overview of the data-driven quantizer in the BTC-Net. The blue
lines denote the asymptotic function component within our quantizer, while
the red lines stand for the staircase uniform quantization, respectively. Thanks
to the asymptotic function’s differentiability in the backpropagation, our
data-driven quantizer can be automatically evolved to approximate the uniform
quantization behavior without instability being produced. That is to say, as the
Epoch increases, the blue line progressively approximates the red line because
the parameters β is gradually learned and optimized.

3) Quantized Neural Network: By utilizing this data-driven
quantizer, the 32-bit floating-point input X ∈ RCin×Hin×Win and
weights W ∈ Rkh×kw of the CNN in our encoder would be
quantized into b-bit fixed-point data in the training stage

Xq
= Qb(X) (7)

Wq
= Qb(W). (8)

After the training loss converges, appropriate weights (Wq
1 ,

Wq
2 and Wq

3) of the compressor would be fixed and utilized
in the inference stage of our encoder.

After the compression by our three-layer quantized CNN,
we can obtain the output Y ∈ RCout×Hout×Wout

Y = fcomp( fcomp( fcomp(Xq , Wq
1), Wq

2), Wq
3) (9)

where the function fcomp(Xq , Wq) = ρ(Xq
⊙ Wq) denotes

the convolution-LeakyReLU operation, and the symbol ⊙ is
the convolution operation. As both the inputs and weights are
quantized into fixed-point values with b bits, the convolutional
results are b-bit fixed-point compressed data.

During the featurewise compression process of convolu-
tional operations, spectral features compression is achieved
due to Cout < Cin, which depends on the number of output
channels of the convolutional layers. The spatial features
compression is achieved due to Hout < Hin, Wout < Win, which
depends on the parameters of each convolutional layer. In this
regard, we can easily set the CR of feature compression by
adjusting the value of convolutional stride s, padding number

TABLE I
RELEVANT SETTINGS OF THE FEATURE COMPRESSOR

TO OBTAIN THE SAMPLING RATIO OF 1%

p, kernel size kh × kw, and the number of output channels
Cout.

To meet the requirements of limited communication band-
width, we set the CR of feature-level compression to 1% in
this article, and the corresponding parameters for the feature
compressor is listed in Table I. Thus, we obtain the compressed
result Y from the encoder, which is an output tensor that
has undergone both featurewise and bit-level compression.
Compared to the input hyperspectral data X, the overall CR is
calculated based on the featurewise CR (1%) and the bit-level
CR, achieving an extremely low bit rate.

4) Huffman Coder: Moreover, Huffman coding is a com-
monly used lossless data compression method, which uses
variable-length codewords to encode source symbols. Each
symbol is mapped into Table I according to its occurrence
probability. The greater the occurrence probability, the fewer
bits are required. For the BTC-Net, the statistical characteris-
tics of the activation output are changed due to our data-driven
quantization. This fact enables Huffman coding to compress
the quantized output. Different degrees of quantization will
obtain different levels of compression under the Huffman
coding operation. It will be proved in Section IV that with
Huffman coding and decoding, 70%–75% bits of the com-
pressed signal can be saved without decreasing reconstruction
performances.

C. Attention-Based Super-Resolution Decoder

To precisely recover hyperspectral data from low-resolution
compressed features, an effective SR decoder is necessary.
Many CNN-based SR technologies have been proposed, lead-
ing to the improvement of hyperspectral data reconstruction
[56], [57]. However, these approaches equally treat the input
low-resolution compressed features of entire channels, ignor-
ing the fact that there is inconsistent importance of various
channelwise features. Especially for the HSI data, some chan-
nels would dominate the characteristics of the hyperspectral
pixels. In this regard, we introduce a channelwise attention
mechanism to boost the representation capability of com-
pressed features in the backbone. Subsequently, the spatial and
spectral SR will be performed.

To successively rebuild the spatial and spectral information
from compressed features, our decoder is mainly composed
of two parts, which is shown in Fig. 2. First, the Huffman
decoder losslessly recovers quantized data Yq . Then, an effec-
tive backbone incorporating a feature channelwise attention
mechanism is proposed to enhance the feature expression.
At last, the interpolation upsampling and convolutional opera-
tions are combined to reconstruct both the spatial and spectral
information.
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Fig. 6. Network architecture of proposed CAFE block. As the basic unit of the feature enhancement backbone in the decoder, CAFE combines the RDFE
block and the FCA block to enable the decoder to enhance the representation capabilities of compressed features.

1) Feature Enhancement Backbone: The backbone network
is very important for CNN-based SR tasks. Many effective
backbone networks have been proposed, among which the
insights of ResNet [58] and DenseNet [59] structures are
referred to in this work. Their merits contribute to the con-
struction of our backbone with the feature enhancement ability.

After Huffman decoding, compressed features will be
learned by the backbone, whose basic unit is the CAFE block.
As shown in Fig. 6, the CAFE block is mainly composed of
two blocks, i.e., the RDFE block and the FCA block. We stack
three RDFE blocks and one FCA block to form a CAFE unit
with two residual connections. In the RDFE, there are five
convolutional layers with kernels size of 3 × 3, followed by
the activation function that uses the SiLU (a.k.a., Swish [60],
[61]), which is defined as

f (x) = x · σ(x) (10)

where σ(x) is the sigmoid function.
As shown in Fig. 6, for each layer in RDFE, the feature

maps of all previous layers are densely concatenated and
treated as the input itself. At last, the elementwise sum is
conducted between the input feature map of the RDFE and the
output of the last layer of the RDFE by a residual connection.
Specifically, the output feature map YF of RDFE is defined
as

YF = fRDFE(Yin, WRDFE) (11)

where fRDFE denotes the function of RDFE, WRDFE and Yin
are the set of the parameters and the input feature map of the
RDFE, respectively.

Here, we will introduce the FCA block. As demonstrated
in Fig. 6, given the input feature with Ca channels, we first
implement spatial global average-pooling favg and global max-
pooling fmax to compress the spatial information of the feature
map to obtain two 1 × 1 × Ca feature sequences. Then, we use
2 × 1 group convolution f 2×1

g to combine the two sequences,
whose number of output channels also equals to Ca . Next,
a multilayer perception (MLP) is added with a hidden layer
of size Ca/r , where r is the compression coefficient. Thus,
the output channelwise attention weight coefficient MCA can

be obtained as follows:

MCA = σ( fMLP( f 2×1
g ( favg(YF ); fmax(YF )))) (12)

where σ is the sigmoid activation function.
On the one hand, for the channelwise attention weight

sequence MCA, the output of the last RDFE block in the
CAFE can be weighted. On the other hand, after stacking three
RDFE blocks and the FCA block, the skip connection is added
between the head and the tail of the CAFE block, by which the
low-frequency information can be transmitted directly. Here,
one CAFE block can be formulated as

YB = YIN + YF ⊗ MCA (13)

where YIN is the input of the CAFE, YF is the output of
the third stacked RDFE block in the CAFE, MCA is the
channelwise attention weights, and ⊗ is the elementwise
product. As displayed in Fig. 2, we stack 16 CAFE blocks
to form the backbone network of the SR decoder.

2) Spatial–Spectral Super-Resolution: After obtaining the
intermediate feature map YB from the feature enhancement
backbone, the spatial and spectral resolution of YB will be
reconstructed. Within the spatial–spectral SR module, four
convolutional layers are arranged, and the number of their
kernels increases gradually to ensure the spectral resolution
of the output X̂ is enlarged to the same level of the input X.
Meanwhile, two 2× interpolation upsample blocks are inserted
to recover the spatial resolution of compressed features. The
function of our spatial–spectral SR module can be defined as
follows:

X̂ = fSSR(YB). (14)

This process will reconstruct a high-quality strip-like hyper-
spectral data X̂. Since the reconstruction of stripes is irrelevant
to each other, parallel computing can be implemented to
accelerate the reconstruction process.

D. Loss Function

Since L1 loss can sensitively capture small errors between
reconstructed X̂ and original input X, we adopt this loss to
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measure the reconstruction accuracy of our network

L1 =

B−1∑
i=0

L−1∑
j=0

∥∥∥X̂i
j − Xi

j

∥∥∥
1

(15)

where B is the batch size, and L = Win × Hin indicates the
number of pixels in every stripe-like hyperspectral data.

IV. EXPERIMENTAL RESULTS

A. Experimental Setup

1) Overview of Datasets: In this section, we trained and
tested the proposed BTC-Net method with the data1 collected
by the HSI sensor Airborne Visible/Infrared Imaging Spec-
trometer (AVIRIS). These HSI data contain 224 spectral bands
(wavelengths range between 400 and 2500 nm). Due to the
Water vapor in the atmosphere absorbing specific wavelengths
of electromagnetic radiation, it results in distinct absorption
spectral curves and distortions in the intensity and shape of
the target’s reflectance spectrum. Those water vapor absorption
and low SNR bands (1–10, 104–116, 152–170, and 215–224)
are required to be removed prior to the subsequent tasks in the
hyperspectral preprocessing workflow [5], [62]. After remov-
ing water vapor absorption and low SNR bands, 172 bands
are used in the experiment. Besides, all the negative values in
experimental data are artificially set to zero, in accordance with
the nonnegative properties of the HSI. These data are collected
over some sites in places of America and Canada, including
California, Oregon, Florida, Arizona, Michigan, Yellowstone
in America, and Ontario, Alberta, and British Columbia in
Canada.

2) Evaluation Indices: Spectral angle mapper (SAM) [63],
root-mean-square error (RMSE) [64], and peak signal-to-noise
ratio (PSNR) [65] were used to measure the reconstruction
performance of different methods. For the convenience of
mathematical expression, we represent the HSI as a matrix
X ∈ RCin×L , whose rows and columns represent the spectral
bands and pixel vectors, respectively, where L = Hin × Win.
Specifically, Xc,: denotes the cth band of the ground-truth X,
while X:, j denotes the j th pixel of X.

1) SAM, measures the spectral distortion, whose value is
smaller, the spectral reconstruction is better

SAM =
1
L

L∑
j=1

arccos

(
X̂T

:, j X:, j∥∥X̂T
:, j

∥∥
2
·
∥∥XT

:, j

∥∥
2

)
. (16)

2) The PSNR measures the spatial quality, given in dB

PSNR =
1

Cin

Cin∑
c=1

10 log10

 max{Xc,:}

1
L

∥∥∥X̂c,: − Xc,:

∥∥∥2

2

. (17)

3) The RMSE measures the global quality, whose value is
smaller, the global quality of reconstruction is higher

RMSE =

√√√√ 1
Cin

Cin∑
c=1

1
√

L

∥∥∥X̂c,: − Xc,:

∥∥∥
2
. (18)

1aviris.jpl.nasa.gov/dataportal/

3) Hyperparameters Setting: We trained and tested the pro-
posed BTC-Net using Pytorch libraries. The RAdam optimizer
without decay was utilized, and the learning rate was set
to 4e−4. The models were trained with a batch size of 32.
Predicated on the belief that in hyperspectral data acquisition,
the pushbroom system scans the image using an acquisition
behavior of strip-by-strip [66], [67], thus the input HSI data
was cropped into stripe-like patches of 128 × 4 × 172. Dur-
ing the training, standard data augmentation strategies (e.g.,
random flipping) were adopted to improve the generalization
ability of the proposed models. To maintain consistency, the
feature CR of all the methods in the experiments was fixed
at 1%.

B. Verification of Hyperspectral Compression Performance

1) Dataset Setting: In this experiment, HSI data collected
from these sites were cropped into the size of 256 × 256 ×

172, leading to a total number of 1183 subimages. We divided
the existing hyperspectral subimages into four datasets accord-
ing to their ground features, which is denoted as follows.

1) The dataset of urban areas is named Urban, including
101 subimages.

2) The dataset of vegetation regions (farm or grass) is
named Farm, including 265 subimages.

3) The dataset of lake/coastline areas is named Lake,
including 110 subimages.

4) The dataset of mountain areas is named Mountain,
including 707 subimages.

We randomly selected 90% and 10% HSIs of each dataset
as the training set and testing set, respectively. Specifically,
the number of subimages in the training set for Urban, Farm,
Lake, and Mountain are 91, 239, 99, and 636, respectively.
Finally, we gathered these four datasets to form the dataset
named Total.

The proposed BTC-Net was trained on the training set of
Total and then evaluated on the corresponding test set to verify
the overall performance. It was also trained on the training set
of each dataset and then evaluated on the testing sets of the
above four datasets, to verify the generalization ability of the
proposed method for different ground features.

2) Compression Performance Comparisons Among Meth-
ods: In this section, our BTC-Net (b bit) method was
compared with seven SOTA methods under the feature CR
of 1%. The SOTA methods include joint nuclear/TV norm
minimization (JTTV) [38], self-learning tensor nonlinear CS
(SL-TNCS) [10], joint tensor/reweight 3DTV norm minimiza-
tion (JTenRe3-DTV) [6], E3DTV [13], PCA + JPEG2000
[15], DCSN [5], spatial–spectral prior SR (SSPSR) [39],
and the nonlocal meets global paradigm (NGmeet) [68]. The
first four methods adopted the randomly permuted Hadamard
transform as the compressive strategy. NGmeet [68] is a
regularization technique, which implements compression by
spectral downsampling. PCA + JPEG2000 [15] is a frequency
domain-based method, in which the PCA algorithm is used to
decorrelate spectral dimension of HSIs, and the JPEG2000
is adopted for the compression in spatial dimension. DCSN
[5] and SSPSR [39] are both DNN-based methods, which
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TABLE II
QUANTITATIVE COMPARISON OF ALL COMPETING METHODS ON FIVE HSI CUBES UNDER THE FEATURE COMPRESSION OF 1%

was trained on the same training set of BTC-Net (b bit)
before comparison. We used five HSI cubes for performance
evaluation, which are of 256 × 256 × 172. One of the
chosen HSI data was Moffett Field, and others were from the
test set of Urban, Farm, Mountain, and Lake, respectively.
We denoted them as California(U), HyspIRI17(F), FtMy-
ers(L), and HyspIRI40(M) according to the data collection
site.

Note that the compression indices (Huffman CR and bit
rate) were calculated by averaging on these five HSI cubes.
The compressed signal of six SOTA methods except for
PCA + JPEG2000 [15] was represented by 32-bit float-point
data, whose bit rate should be converted into 0.32 bpppb. For
the convenience of comparison, we set the compression bit
rate of PCA + JPEG2000 [15] as 0.039 bpppb, which was
the same as the bit rate of BTC-Net (11 bit).

Table II lists the reconstruction results. We can see that:
1) our proposed BTC-Net method achieved better performance
than other SOTA methods on five HSIs, with obvious advan-
tages in both compression and reconstruction performance;
2) considering the compression performance of BTC-Net
(b bit), which combines quantization and Huffman coding,
a high bit rate (0.020–0.039 bpppb) was achieved, which
means 8 to 16 times higher bit rate than other SOTA methods;
and 3) in the case of a low bit rate of the compressed signal,
BTC-Net (b bit) still maintained good reconstruction perfor-
mance. For example, BTC-Net (7 bit) with the extremely low
bit rate of 0.020 bpppb, still achieved superior reconstruction
results than four TV-based SOTA methods and the frequency
domain-based PCA + JPEG2000 [15].

Visualization could help intuitively evaluate the reconstruc-
tion performance of various methods. Thus we conducted visu-
alization experiments comparing JTenRe3-DTV [6], E3DTV
[13], PCA + JPEG2000 [15], DCSN [5], SSPSR [39], and
NGmeet [68]. visualization experiment on. For each HSI of
visualization, we selected the 25th, the 15th, and the 6th band
as the three channels of the RGB image. In Fig. 7, it was
apparent that under the feature CR of 1%, the reconstructed

HSIs by BTC-Net (11 bit) and DCSN offered a better visual
experience, very close to the ground truth, but our BTC-Net
(11 bit) achieved a lower compression bit rate of encoding.
From the reconstructed HSIs of four TV-based methods, some
problems can be observed, such as the noise points in the
reconstructed HSIs of E3DTV [13] and JTenRe3DTV [6],
leading to the loss of edge details and texture information.
The reconstruction performance of PCA + JPEG2000 [15]
was relatively poor, which is reflected in the loss of main
information and the color-jitter problem in the images. Mean-
while, the same problems of color-jitter could also be easily
found in the RGB results of reconstruction by SSPSR [39]
and NGmeet [68]. The visualization results showed that the
BTC-Net (11 bit) method preserved a large number of details
of the original HSIs, which denoted that our model could
focus on the important spatial and spectral information during
reconstruction.

Fig. 8 presents the PSNR and RMSE values for every
band of the reconstructed HSIs by our BTC-Net method
and the comparison methods. In the PSNR figures (top), the
performance of proposed BTC-Net (32 bit) and BTC-Net
(11 bit) outperformed almost the other six SOTA methods
for the vast majority of bands. Meanwhile, in the RMSE
figures (bottom), our BTC-Net (32 bit) and BTC-Net (11 bit)
always maintained a relatively low level of RMSE values.
Furthermore, no matter in figures of PSNR or RMSE, the lines
of BTC-Net (32 bit) and BTC-Net (11 bit) are very close to
each other, which indicates that 11 bits of quantization do not
cause obvious reconstruction performance degradation.

3) Computational Complexity Analysis: Due to the
resources of computational and storage on the air-carried
devices being insufficient, the efficiency and occupation of our
encoder need to be concerned. The number of neural network
parameters in our lightweight quantized neural encoder is
0.228 M, whose memory occupation is only 0.3135 MB (quan-
tization of 11 bits) and better than 0.9120 MB of DCSN [5].
Furthermore, the Huffman coding can be designed to be a part
of the hardware, which occupies a few resources [69], [70].
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Fig. 7. Visualization results of the ground truth (first column) and the reconstructed HSIs by BTC-Net with 11-bit quantization (second column, trained on
the training set of Total), DCSN (third column, trained on the training set of Total), JTenRe3DTV (fourth column), E3DTV (fifth column), PCA + JPEG2000
(sixth column), JTTV (seventh column), and SLTNCS (eighth column). (From top to bottom) Five rows of HSIs are Moffett, California(U), HyspIRI17(F),
FyMyers(L), and HyspsIRI40(M), respectively.

Fig. 8. PSNR and RMSE comparisons of different competing methods along all bands of five HSIs.

The running time of the whole process (both encoding and
decoding) of the comparison methods were tested, as shown

in Table III. For the DNN-based methods, we reported the
inference time after the pretrained models were deployed. For
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TABLE III
RUNNING TIME (IN SECONDS) OF DIFFERENT METHODS UNDER FEATURE CR OF 1%

TABLE IV
ABLATION STUDY EVALUATED ON THE Total DATASET. DIFFERENT COMPONENTS ARE GRADUALLY ADDED

TO THE BASELINE TO SHOW THEIR EFFECTIVENESS

regularization-based methods, we reported the whole optimiza-
tion time since their training and testing procedures are tied
together for processing a single HSI. These experiments were
performed on a desktop computer equipped with an Intel i5-
10400 CPU with 8-GB running memory. The running time was
calculated by averaging that on the five HSI cubes mentioned
in Table II.

We can see that the following holds.

1) Since the training and testing procedures of
regularization-based methods are tied together for
processing a single HSI, our BTC-Net (11 bit) achieved
much faster processing speed in inference stage
while displayed superior compression performance,
compared with JTTV [38], SLTNCS [10], E3DTV
[13], and JTenRe3DTV [6], which demonstrates the
effectiveness of DNN-based methods for hyperspectral
data compression in a data-driven manner. Even
compared with the fast execution speed of PCA +

JPEG2000 [15] and NGmeet [68], our BTC-Net
performs better at the extremely low compression bit
rate.

2) Compared to the DNN-based method, DCSN [5] and
SSPSR [39], our BTC-Net (11 bit) could achieve much
better compression performance and less running time
cost than SSPSR [39], but consumed 0.6 s more run-
ning time than DCSN [5], because the introduction of
the Huffman coder. When we removed the Huffman
codec, our BTC-Net (11 bit)-w/o Huffman method still
outperformed DCSN in the compression performance

with the similar running time, which demonstrates the
effectiveness of our proposed bit-level quantized neural
encoder for hyperspectral data compression.

4) Ablation Study: We evaluated the effectiveness of
our proposed BTC-Net method, mainly focusing on three
components, the data-driven quantizer, the Huffman coder,
and the channelwise attention-based decoder. To accurately
describe the compression capability of the proposed BTC-
Net, we adopted two kinds of compression indices. One is the
Huffman CR, which is calculated by dividing the number of
Huffman encoded bits by the number of input bits. The other
is the bit rate, whose effect is to measure the compression
performance of the encoder and its value is quantified with
the bpppb. It must be noted that Huffman CR and the bit rate
are calculated based on the models evaluated on the testing
set of Total.

1) Effectiveness of Different Components: We adopted the
BTC-Net without the quantization, Huffman coder, and
attention mechanism as the baseline. Then we gradually
applied our data-driven quantizer (11 bit), Huffman
coder, and the channelwise attention-based decoder (CA-
based decoder in Table IV) modules to the baseline
model to demonstrate their effectiveness. The results on
the Total dataset are shown in Table IV, from which we
can see that the following holds.

a) Based on the baseline, baseline-I replaced the
decoder of DCSN [5] with our designed CA-based
decoder. Compared to the baseline, the recon-
struction of baseline-I was improved in terms of
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TABLE V
RECONSTRUCTION PERFORMANCE COMPARISON OF OUR PROPOSED BTC-NET WITH THE DIFFERENT NUMBER OF BITS (7–11)

FOR QUANTIZING THE RESULTS OF FEATURE COMPRESSION

Fig. 9. Performance evaluation of the proposed BTC-Net method of different feature CRs (1%, 5%, 10%, 15%, and 20%), with different number of bits
(7–11 and 32) for representing the weights and activations of feature compressor. On the metrics (a) SAM, (b) RMSE, (c) PSNR, and (d) compression bit
rate.

SAM/RMSE/PSNR, which proves the effectiveness
of our CA-based decoder with channelwise atten-
tion to enhance the hyperspectral features from the
channel perspective. Similar conclusions also can
be drawn from the comparison between baseline-III
and baseline-IV.

b) Based on baseline-I, baseline-II added the Huffman
coder, but it did not generate the gain in compres-
sion performance (Huffman CR is “-”).

c) Based on baseline-I, baseline-III quantized the
three-layer CNN with 11 bits, reducing the bit
rate of encoded results remarkably (from 0.32 to
0.11 bpppb), with a slight drop in reconstruc-
tion performances in terms of SAM/RMSE/PSNR.
It demonstrates the effectiveness of quantizer for
feature compression to address the challenge of
constrained transmission bandwidth. Similar con-
clusions also can be drawn from the comparison
between baseline and baseline-IV.

d) Based on baseline-III, our proposed BTC-Net
method added the lossless Huffman coder. It can
further save 64.9% (= 1−35.1%) bits to represent
the encoding results, simultaneously maintaining
the reconstruction performance, which means that
Huffman coding becomes effective when the quan-
tizer is utilized.

e) Our BTC-Net remarkably outperformed the base-
line, with a better reconstruction performance
in terms of SAM/RMSE/PSNR, and especially
with a much lower bit rate (0.32 versus
0.039 bpppb). It demonstrates the effectiveness

of our BTC-Net by incorporating the data-driven
quantization algorithm, Huffman coder, and chan-
nelwise attention-based decoder.

2) Bit Number b of Quantization: The bit number b of
our quantizer has a direct impact on the compression bit
rate. However, there is a trade-off between compression
and reconstruction performance, where a lower bit rate
typically results in worse reconstruction performance.
To determine the optimal bit number, we conducted
experiments by training on the Total dataset and evaluat-
ing on five different testing sets. The proposed BTC-Net
uses quantization bits ranging from 7 to 11 under the
feature CR of 1%, as listed in Table V.
We can see that: 1) the BTC-Net (32 bit) achieved
the best reconstruction performance on the testing sets
of Total, and its reconstruction performance was very
close to that of BTC-Net (11 bit) on the other four
testing sets; 2) the BTC-Net (b bit) method was able to
achieve effective reconstruction of HSI at an extremely
low compression bit rate (0.021–0.039 bpppb), resulting
in a CR of nearly 800 to 1600 times compared to
32-bit full-precision data; 3) on the other hand, as the
number of quantization bits decreases, the reconstruction
performance of our BTC-Net method truly dropped
as well; 4) the Huffman coding after quantization in
our encoder led to the CR of about 30%–35%, which
means about 65%–70% representation bits of the com-
pressed signals can be saved before transmission; and
5) it is worth noting that, even when the number of
quantization bits equals to 8, both the compression
efficiency and reconstruction performance (RMSE and
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Fig. 10. Performance comparisons of the proposed BTC-Net and competitive methods at different sampling rates (5‰, 1%, 2%, 3%, and 5%) on the metrics
(a) SAM, (b) RMSE, and (c) PSNR.

Fig. 11. Comparison of different quantization methods with 11 bit in our proposed BTC-Net framework. The reconstruction performance in terms of SAM,
RMSE, and PSNR.

PSNR) of our BTC-Net method were superior to the
SOTA DNN-based method DCSN [5].

3) Effect of Feature CRs: To discuss the robustness of the
data-driven quantizer, the experiments of BTC-Net with
7–11 quantization bits under different feature CRs (1%,
5%, 10%, 15%, 20%) has been conducted. As shown
in Fig. 9, both the reconstruction and compression per-
formance are demonstrated. Comparing floating-point
(32 bits) and quantized feature compressor (7–11 quan-
tization bits), we can observe that the following holds.

a) The higher the feature CR value, on the one hand,
the more accurate the reconstruction will be in
terms of performance. On the other hand, our
data-driven quantization still causes varying levels
of reconstruction accuracy loss for feature CRs of
5%, 10%, 15%, and 20%, but these losses are all
minor and comparable to the situation at a CR
of 1%.

b) The impact of data-driven quantization and Huff-
man coding on compression performance are
considerable, as shown in Fig. 9(d). For instance,
the model with our data-driven quantization of
7 bits reduces the compression bit rates from 6.4 to
0.45 bpppb when compared to the floating-point
BTC-Net at the feature CR of 20%.

4) Comparison of Methods at Different CRs: To observe the
comparison of methods at different CRs, we conducted
comparative experiments to evaluate the performance
of their proposed BTC-Net alongside other competitive
methods at different CRs (5‰, 1%, 2%, 3%, 5%).
As shown in Fig. 10, it can be observed that the
proposed BTC-Net achieved SOTA performance among
all competing methods at most sampling rates, especially
at the extreme case of 5‰. For a CR of 5%, NGmeet

provided relatively better results. This observation can
be attributed to the fact that NGmeet handles the
observed data from the subspace with a nonlocal low-
rankness prior, allowing for better reconstruction of the
compressed data from a relatively limited information
loss compared to a CR of 5‰.

5) Effectiveness of Quantizer: We compared the effective-
ness of several quantization algorithms by utilize them to
quantize the encoder of our baseline and its compressed
feature output, including distance aware quantization
(DAQ) [27], dorefa-net [71], parameterized clipping
activation (PACT) [54], learned step size quantization
(LSQ) [72], and our quantizer. As shown in Fig. 11,
our quantizer outperformed all the other compared
quantization methods in terms of SAM, RMSE, and
PSNR reconstruction performance indices. Among the
aforementioned quantizers, Dorefa-Net [71] performed
poorly due to being nearly equivalent to uniform quan-
tization without any learnable parameters. In contrast,
our quantizer optimizes in a data-driven way without
adding any computational burden, making the training
process stable and efficient compared to the other three
more complex algorithms.

C. Semantic Loss Test

1) Dataset Setting: To measure the semantic loss of the
reconstructed HSIs compared with the original ones, we imple-
mented this classification experiment, and selected two widely
used classification datasets, including Indian Pines (IP) and
Salinas, which were also captured by the same sensor AVIRIS
like previous datasets. For the convenience of compression
and reconstruction, the size of IP and Salinas were cropped
into 128 × 128× 172 and 512 × 128 ×172, respectively,
maximizing the retention of labeled sample data.
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TABLE VI
SEMANTIC LOSS TEST ON AVERAGED CLASSIFICATION ACCURACY (%) WITH THE STANDARD DEVIATION TABULATED IN PARENTHESIS. THE

CLASSIFICATION RESULTS ARE OBTAINED FROM THE BASIC CNN CLASSIFIER TRAINED ON ORIGINAL AND RECONSTRUCTED DATASETS

2) Semantic Performance Comparisons Among Methods:
Before the classification experiment, the datasets (including
the original and the reconstructed hyperspectral data of both
IP and Salinas) were divided into training sets and testing
sets. For each dataset, 10% of the total samples per class were
used as training samples, while the remaining 90% of the total
samples per class were treated as testing samples. To ensure a
fair comparison, we followed two important principles. First,
to avoid sample bias, we randomly generated the indices of
the training samples on IP and Salinas. The experiment was
performed across ten independent runs, and the average values
were taken as the final classification results, with the standard
deviation tabulated in parenthesis. Second, we designed a
nine-layer CNN as our basic classifier. This classifier was
trained on the training sets of the original hyperspectral data
and tested on the testing sets of the original data and all
reconstructed datasets.

The optimizer Adam was used during training. The learning
rate and the weight decay were set to 0.0005 and 0.0002,
respectively. The batch size was 1 and the number of learning
epochs was 500. The HSIs reconstructed by four methods
BTC-Net, DCSN [5], PCA + JPEG2000 [15], and E3DTV
[13] would participate in the comparison of classification
accuracy. Three quantitative metrics, overall accuracy (OA),
average accuracy (AA), and κ coefficient (Kappa), were used
to evaluate the performance of our classifier on different
testing sets.

Table VI (left) tabulates the classification results on the
testing sets of the IP dataset. The highest OA of 93.80% was
achieved on the testing set of the original IP HSI. However, the
OA on the other four testing sets decreased to varying degrees.
BTC-Net demonstrated a loss of OA of only 0.4% (less than
1%), with losses of 0.78% in AA and 0.46% in the Kappa
coefficient. This indicates that the reconstruction quality of
BTC-Net on the IP dataset achieved near-lossless semantics
at low compression bit rates (0.039 bpppb), surpassing the
performance of the other three methods. DCSN exhibited the
second-best results compared to BTC-Net, while the traditional
methods, PCA-JPEG2000 and E3DTV, showcased relatively
higher semantic loss values exceeding 4%.

Table VI (right) presents the classification results on the test-
ing sets of the Salinas dataset. Obviously, the best performance
was achieved on the testing set of original Salinas. The lowest
semantic loss performance can be observed in BTC-Net, with
reductions of 0.84%, 0.85%, and 0.94% in terms of OA, AA,
and Kappa coefficient, respectively, when compared to the
best results. On the other hand, there is a noticeable decline
in classification performance for the reconstructed HSIs by
DCSN [5], PCA + JPEG2000 [15], and E3DTV [13]. These
methods exhibited reductions of 2.98%, 8.28%, and 9.01% in
OA, respectively.

The trained classifier achieved the highest classification
accuracy on the testing sets of the original HSIs. Interestingly,
when comparing it with the best results, the classification
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TABLE VII
RECONSTRUCTION PERFORMANCE COMPARISON OF BTC-NET (11 bits) AND DCSN [54] ON THE DATASETS Hawaii,

the Bay Area, AND Saskatchewan, IN TERMS OF SAM/RMSE/PSNR

accuracy loss on the HSIs compressed and reconstructed by
BTC-Net was less than 1%. This indicates that the encoding
and decoding procedures of BTC-Net preserve near-lossless
semantic information at a low compression bit rate (achieving
0.039 bpppb), making it suitable for classification purposes.
On the other hand, PCA + JPEG2000 [15] primarily employs
PCA for compression, resulting in spectral degradation and
misjudgment during classification. E3DTV [13] introduces
an enhanced 3-D TV regularization, but under low sampling
rates, it may lead to poor performance due to spatial-spectral
information loss. As a consequence, the classification accuracy
declines on the reconstructed data.

D. Verification of Hyperspectral Generalization Performance

1) Dataset Setting: Clearly, the new generalization experi-
ment follows the paradigm that we train the model on different
types of areas and evaluate the interference capacity of the
model on new locations. Four kinds of datasets captured
from different areas, i.e., California, Arizona, Ontario, and
Yellowstone, treated as training set, where the numbers of
subimages in training sets are 162, 132, 121, 129, respectively.
Then we train the models and evaluate them on the testing
sets of Hawaii, the Bay Area, Saskatchewan, and Nevada,
respectively. Four kinds of unseen datasets captured from new
locations, i.e., Hawaii, the Bay Area in America, Nevada, and
Saskatchewan in Canada, are treated as test set. Four test sets
are referred to as Hawaii, the Bay Area, Saskatchewan, and
Nevada, respectively.

2) Generalization Performance Comparisons Among Meth-
ods: The results for evaluating the generalization capacity are
summarized in Table VII. The findings from Table VII can
be summarized as follows. First, the average PSNR values
of the BTC-Net model on each testing set range from 29 to
32 dB, slightly outperforming the baseline DCSN model.
Additionally, when considering SAM and RMSE metrics,
the proposed BTC-Net consistently delivers better results
compared to the DCSN model. These outcomes highlight
the superior generalization performance of the BTC-Net on
previously unseen datasets.

Second, among the training sets, the BTC-Net model
trained on the California dataset demonstrates the best overall

performance (as indicated by the first Averaged row) due to the
larger number of images available in the California training
set. In contrast, owing to insufficient training samples, e.g.,
121 of Ontario, the averaged PSNR is only 29.224 dB.

Third, upon comparing Table VII with Table II, we observe
a moderate drop in quantitative values when evaluating the
generalization capacity on unseen datasets (as shown in
Table VII). However, the proposed BTC-Net still maintains an
acceptable level of generalization performance, as evidenced
by the results.

V. CONCLUSION

In this article, we proposed a novel DNN-based BTC-Net.
BTC-Net consists of a lightweight quantized neural encoder
with two-stage data compression and an attention-based
SR decoder. The lightweight encoder combines data-driven
quantization, convolution-activation operations, and Huffman
coding to implement two-stage compression, which efficiently
achieves bit-level compression on hyperspectral tensor data.
The attention-based SR decoder utilizes a channelwise atten-
tion mechanism, which enables the feature enhancement
backbone to focus on dominant features, thereby improving
the feature representation abilities of the compressed features.
Afterward, SR is employed to recover information in both the
spatial and spectral dimensions. Experiments on hyperspectral
datasets demonstrate that our BTC-Net achieves desirable
bit-level compression performance at very low compression
bit rates (less than 0.04 bpppb). Our method also achieves
semantic near-lossless reconstruction quality on classification
datasets, surpassing other SOTA methods.
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