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Abstract— Floods in Pekalongan, Indonesia, often occur due to
river water overflowing during heavy monsoon rain. Simultane-
ously, the northern coastal area of Pekalongan, located adjacent
to the Java Sea, has been affected by coastal floods due to sea
level rise. The flood conditions in this area were exacerbated
by land subsidence, leading to coastal inundation. Monitoring
land subsidence in Pekalongan has become essential in predicting
other possible land subsidence occurrence areas and mitigating
the possible hazards caused by land subsidence. The analysis of
land subsidence has been much easier since the introduction of
radar satellites. In this study, 124 synthetic aperture radar (SAR)
datasets from the Sentinel-1 radar satellite between 2017 and
2022 in descending tracks were used. The data were processed
through a time-series interferometry SAR (InSAR) method based
on the improved combined scatterers interferometry with opti-
mized point scatterers (ICOPS) algorithm to provide accurate
measurements over large areas by improving the selection of
measurement points (MPs) from persistent scatterer (PS) and
distributed scatterer (DS) points using a deep learning algorithm
based on a convolutional neural network (CNN), and the resulting
optimized MPs were then spatially clustered using optimized hot
spot analysis (OHSA) to estimate significant points statistically
and define them as hot spot points. The results of time-series
deformation in Pekalongan were compared with the GPS station
measurements. From the comparison, a good correlation in
terms of deformation patterns between time-series InSAR and
GPS measurements was observed. Our study revealed that land
subsidence in Pekalongan has occurred mostly in settlement
areas under the young alluvium soil, which cannot support
many buildings’ maximum compression. Another cause of land
subsidence in Pekalongan is excessive groundwater extraction in
settlement areas. Thus, compaction in the aquifer areas may
occur as a result of the reduced effective stress of the pore
pressure. Further analysis of this study would involve monitoring
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groundwater activity using data from the Gravity Recovery and
Climate Experiment (GRACE) satellite and comparing them with
weather station data. The analysis of the two datasets aims
to understand the relationships between groundwater storage
data and the monthly precipitation in Pekalongan. Finally, the
potential outcomes of land subsidence in Pekalongan will be
assessed using the geographic information system (GIS) method
based on susceptibility mapping.

Index Terms— Convolutional neural network (CNN), ground-
water, improved combined scatterers interferometry with
optimized point scatterers (ICOPS), interferometry synthetic
aperture radar (InSAR), land subsidence, susceptibility.

I. INTRODUCTION

AND subsidence may occur due to natural and anthro-

pogenic processes [1], such as Holocene sediment
compaction [2], mining activities [3], groundwater and gas
extraction [4], and building and construction loads [5].
Groundwater withdrawal may cause a reduction in pore pres-
sure and lead to the compaction of unconsolidated sediment
[6]. The sediment compaction process can be worsened by arti-
ficial building and construction loads [7], [8]. Land subsidence
can expand river flood-prone areas [9] and tidal flood-prone
areas due to sea-level rise [10]. Land subsidence can also
damage urban infrastructures, such as buildings, roads, and
railway tracks [11], lead to coastal inundation in coastal areas,
and permanently submerge a city in seawater [4], [12], [13].

Several coastal cities in Indonesia have suffered from land
subsidence, including Pekalongan [4]. Excessive groundwater
extraction for agricultural use and the natural compaction
of quaternary alluvium soil from Holocene sediment are
suspected to be the leading causes of land subsidence in
Pekalongan [2], [4]. Another factor contributing to land subsi-
dence in this area is related to anthropogenic processes from
the construction of high-rise buildings, which induces the
compaction of clay, because young alluvium soil cannot bear
the loads of such buildings [8]. As a result, the flood conditions
in every area in this region are exacerbated by land subsidence,
leading to coastal inundation and coastal areas that are below
the relative sea level [4], [14].

Monitoring land subsidence has been widely carried out
using radar satellite imagery, and the process has been con-
ducted using differential interferometry synthetic aperture
radar (DInSAR) processing [15], [16], [17], [18]. The accuracy
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of DInSAR processing can be improved to the submillime-
ter level by using the time-series interferometry synthetic
aperture radar (InSAR) method [19], [20]. The time-series
InSAR algorithm has been applied to monitor the deformation
of the Earth’s surface induced by several causes, such as
slow-moving landslides [21], [22], volcanic activities [23],
[24], crustal deformation [25], human-made deformation such
as mining activities [3], [26], excessive groundwater and gas
extraction [4], and building and construction loads [4], [27].

A study monitoring land subsidence in Pekalongan was
conducted using Advanced Land Observing Satellite (ALOS)
Phased Array type-L Synthetic Aperture Radar (PALSAR)
satellite data acquired from 2007 to 2009 [4]. A time-
series method based on a small baseline subset (SBAS) was
implemented to produce a land subsidence map [28]. Land
subsidence of up to 10.5 cm/year was found in the northern
area of Pekalongan, which is adjacent to the Java Sea. Apart
from the coastal area, land subsidence was also found in the
western area of Pekalongan, and the land subsidence was
approximately 7.7 cm/year [4].

However, in recent studies, the land subsidence in Pekalon-
gan has not been validated against other geodetic measure-
ments, such as GPS surveys. In addition, monitoring land
subsidence in Pekalongan needs to be updated due to the
importance of monitoring the area affected by land subsidence
for preliminary studies for the local government to make
development plans. Therefore, this study aims to monitor land
subsidence from 2017 to 2022 in Pekalongan using Sentinel-1
data. The data were processed through a time-series InSAR
method based on the improved combined scatterers interfer-
ometry with optimized point scatterers (ICOPS) algorithm
to maximize the density of the measurement points (MPs)
by exploiting both persistent scatterer (PS) and distributed
scatterer (DS) points. The convolutional neural network (CNN)
will be used to analyze and predict the optimum time-series
data over time [29]. The significant MPs were identified
using optimized hot spot analysis (OHSA) based on spatial
clustering by a statistical approach, and the nonsignificant MPs
were removed [22]. The utilization of the CNN algorithm
as the predicting algorithm in this study was because the
CNN algorithm was better in model performance, MP density,
and time consumption [29]. However, the ability of the CNN
algorithm to optimize the MPs is not yet validated with the
ground-truth data due to the GPS measurement only moni-
toring a stable area in the previous study. Therefore, further
study needs to be conducted to validate the integration between
ICOPS and CNN algorithm with the ground-truth data. Thus,
the novelty of this study would be to identify the performance
of the ICOPS algorithm based on the CNN and OHSA method
to be compared with the ground-truth data from the GPS
station. Several new requirements are presented in this study,
especially in the data preparation step for MP optimization
to maximize the predictive performance in predicting the
optimum data in each MP. Analyzing this study further would
contribute to the understanding of the relationship between
rainfall and groundwater storage (GWS) anomalies in Peka-
longan. Finally, from this study, land subsidence susceptibility
maps can be generated to find other possible locations that
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are prone to land subsidence in the future by analyzing the
correlation between the current land subsidence location and
its geographic information system (GIS)-related factors using
a deep learning algorithm based on the CNN algorithm.

II. STUDY AREA

Pekalongan is a lowland plain on the northern coast of
Java Island, between 6°50°42” and 6°55°44” south latitude and
109°37°55” and 109°42°19” east longitude. Pekalongan has a
population of approximately 300 000 people, with an annual
growth rate of 0.89%. In a total area of 45.25 km?, Pekalongan
has a population density of approximately 6.78 people/km?
[30]. The study area is shown in Fig. 1(a). Geologically, Peka-
longan lies on 80.43% alluvium landforms, 12.42% alluvial
fan deposits, and 7.4% damar formations. The distribution
of geological formations in Pekalongan city is shown in
Fig. 1(b). The alluvium landform that stretches along the
coastline of Java Province consists of beach deposits formed
by clay and sand from the Quaternary age of the Holocene
period [12]. Alluvial fan deposits are triangle-shaped deposits
resulting from the deposition of sediment transported by a
stream and mainly consist of volcanic debris [31], [32]. The
damar formation consists of tuffaceous sandstone, conglomer-
ate, and volcanic breccia [33]. The distribution of land use
in Pekalongan [see Fig. 1(c)] is dominated by rice fields
(56.04%), followed by settlement areas (27.39%). Pekalongan
also consists of 3.55% dryland agriculture and 3.52% mixed
dryland and bush agriculture. The other area in Pekalongan
is a water body, which consists of 8.70% fishponds and
0.80% rivers.

The climate of Pekalongan was considered to be tropical
with a rainy season that occurred between October and March
and a dry season from April to September. The average
temperature ranges from 27 °C to 29 °C year-round, peaking
during the dry season. The city has high humidity throughout
the year, and annual rainfall ranges from 2000 to 3000 mm,
with the highest precipitation occurring between January and
February [34]. Although rainfall in Pekalongan city is rela-
tively high, Pekalongan city still experiences water scarcity
due to a lack of access to water sources, especially due to
the scarcity of surface water sources in the city. This incident
can result in the use of groundwater to be used as the main
water source, which, in turn, can cause other problems such
as land subsidence and seawater intrusion. Land subsidence in
Pekalongan was reported to have a significant impact with an
increase in tidal flooding of around 50-100 cm, which caused
an increase in inundation area on the coast of Pekalongan and
its surroundings in the last decades [35].

III. DATA AND METHODOLOGY
A. InSAR Data

In this study, synthetic aperture radar (SAR) data from
Sentinel-1 SAR C-band satellites that emit a wavelength of
5.5 cm were used. The satellite data provided by the European
Space Agency (ESA) cover Pekalongan city, and the data
coverage is shown in Fig. 1(a). The two different frames
(613 and 618) of Sentinel-1A SAR data used in this study
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Fig. 1. (a) Pekalongan city location in Indonesia and Sentinel-1 data coverage in descending track path number 76 (blue square frame 613 and green square
frame 618). (b) Geological formation of Pekalongan city and its surrounding area (modified from a geological map produced by the Ministry of Energy and
Mineral Resources of the Republic of Indonesia). (c) Land use map of Pekalongan city and the surrounding area (modified from a land-use map of Pekalongan
produced by the Ministry of Environment and Forestry of the Republic of Indonesia). (d) List of Sentinel-1 datasets used in this study.

consist of a total of 248 images in descending flight direction combined to cover the whole study area, as shown in Fig. 1(a).
from October 2017 to April 2022 with path number 76 [see The SAR data have a spatial resolution of 5 x 20 m and an
Fig. 1(d)]. A total of 124 satellite images of each frame were incidence angle of 34° in the interferometric wide swath mode,
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Fig. 2. Flowchart of ICOPS processing methods (this figure was modified fr

and VV polarization was used in this study. Thus, SAR data
were thermal noise corrected, radiometrically calibrated, and
orbit corrected before initiating the coregistration process.

B. Time-Series Interferometry SAR Processing

The workflow of the time-series InSAR process in this
study is illustrated in Fig. 2. The process of the time-series
InSAR processing is initiated by the InSAR preprocessing
step, which includes Sentinel-1 data preparation, coregistration
data, and interferogram generation for PS and DS processing.
The interferogram generated from the preprocessing step will
be used as the input of PS and DS processing. After PS and DS
processing, the PS and DS MPs were combined and prepared
for the MP optimization process. After that, the combined
PS and DS MPs were optimized using the CNN algorithm.
The result from the optimization from the CNN algorithm
then will be further optimized spatially using the OHSA
method. Finally, the result from the optimization process from
CNN and OHSA method will become the result of ICOPS

om [29] and [36]).

time-series InSAR processing. Further explanation regarding
each subprocess of ICOPS processing will be explained as
follows.

1) InSAR Preprocessing: The Sentinel-1 SAR data
from 2017 to 2022 were initiated by thermal noise correction
and radiometric calibration. After that, all data were orbit
corrected by precise orbit ephemerides data, and then, all data
were coregistered to a single reference image to increase the
image accuracy to subpixel accuracy. The coregistered result
was computed to generate the topographic phase interfero-
gram, and the topographic phase was subtracted using the
digital elevation model (DEM) from the Copernicus GLO-
30 to generate DInSAR. The process of generating DInSAR
is divided into two parts, namely, the single-master interfer-
ogram and the multimaster interferogram. Thus, the results
from single-master and multimaster interferograms are used
to be the input for PS and DS processing, respectively.
The single-master interferogram processing selects a com-
mon master image that is used in the coregistration process.
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In this study, a reference date of November 13, 2019, was
selected to generate 123 single-master interferograms for PS
processing. Meanwhile, the multimaster interferograms select
the reference data based on the perpendicular baseline and
temporal baseline thresholds of about 200 m and 36 days [21],
[371, [38].

2) PS Processing: The results of the topographic phase
removal process, which includes a pair of master interfero-
grams, were iteratively analyzed to assess the phase noise
value of each pixel candidate before selecting the PS can-
didate. PS candidates were then selected based on the noise
characteristics of each pixel in every interferogram. After that,
the selected PS candidates were filtered out to remove the
pixels with too much noise. Furthermore, the wrapped phase
of the selected PSs that were removed was corrected for DEM
error before the phase unwrapping process. After the phase
unwrapping process, to estimate the spatially uncorrelated look
angle error for the selected PSs from the unwrapped phase, the
unwrapped data were high-pass filtered in time and low-pass
filtered in space. Then, the PS outputs were generated [39],
[40], [41].

3) DS Processing: We used the GLR test to identify SHP
from the amplitude values of SAR data with a window size of
15 x 15 pixels for DS processing. We selected DS points with
SHP values >20 for further processing. Then, we computed
the adaptive spatial coherence of the resulting interferogram
and used DS points with a spatial coherence > 0.2 to increase
the density of the DS candidates. The final step in the DS
process was to evaluate the temporal coherence and phase
stability of the DS candidates. We used a temporal coherence
> 0.75 to indicate stability in the DS points. Then, the DS
outputs were generated based on the specific parameters of
SHP, spatial coherence, and temporal coherence [37].

4) Combination of PS and DS Processing: After the PS and
DS MPs were generated from the previous step, we combined
PS and DS MPs by adding PS and DS into combined scatterer
interferometry (CSI) data. The wrapped CSI data then needs
to be unwrapped with a minimum-cost method to retrieve the
accurate displacement values. After that, we obtained a defor-
mation time-series map using the singular value decomposition
(SVD) approach [37].

5) Preparation Data for MPs’ Optimization: The PS and
DS point combination process was refined by predicting the
optimal MPs using a CNN algorithm, followed by clustering
the deformation area based on the confidence level of data
from the prediction results using the OHSA method. The
first step in optimization is selecting sample MPs for training
and testing data based on the coefficient correlation of the
time-series deformation of each MP over time. We defined
good data candidates by collecting MPs with a coefficient
correlation > 0.9. In addition to the coefficient correlation,
we also identified the outliers between the time-series data
that are more than three scaled median absolute deviations
(MADs) and time-series data that are more than three standard
deviations (StDs) from the mean value. Thus, the previous
sample with a coefficient correlation higher than 0.9 and the
data that do not contain any outliers are assigned as “1”
data, and the outlier-affected data are assigned as “0” data.
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A stratified random sampling method was used to randomly
divide the “1” and “0” data into a 70:30 ratio of training and
testing data, respectively. Note that optimization in this process
aims to find untrusted data that are not labeled as “1” or “0”
data during the sample preparation process. Those data will
be analyzed by the CNN algorithm to predict the optimality
of the pattern from the time-series data. The prediction results
with low prediction values will be used for considering the
data to be removed from the MPs [29].

6) MPs’ Optimization Using CNN Algorithm: The data
preparation phase begins the training process for CNN and
includes creating training and testing sets. The network archi-
tecture consists of 20 convolutional layers with a rectified
linear unit (ReLU) activation function to capture the nonlinear
characteristics of the input data. The output of the convolu-
tional layers is downsampled using 2-D average pooling to
reduce the input feature dimensions. The collected data are
then multiplied and weighted to obtain ten fully connected
layers. Another ReLU layer is used before the data are
connected to a fully connected layer to reduce the computation
complexity. The final output of the CNN should be continuous,
and a regression layer must be applied before generating the
output. Parameters such as the learning rate, the maximum
number of epochs, and the batch size were optimized using
the gray wolf optimizer (GWO) algorithm.

7) MPs’ Optimization Using OHSA Method: Finally, the
optimized MPs from the CNN optimization results were
spatially optimized to improve the spatial reliability of the
MPs using the statistical method based on OHSA. The OHSA
method uses Getis-Ord Gix statistics to measure the spatial
clustering of the high and low values of the MP. The optimized
term in the hot spot analysis refers to the measurement
of spatial autocorrelation using the global Moran’s index
to provide the overall assessment of the spatial pattern of
the MPs to improve spatial reliability. The Z-score and the
p-value calculated by the OHSA method will indicate the
presence of hotspots between clusters and random patterns in
the results. Finally, we selected the data with a p-value < 0.01,
which corresponds to the 99% significance level from the
OHSA processing Thus, the MPs with p-value > 0.01 were
considered to be insignificant MPs and need to be removed
after the clustering process [29], [37].

C. GWS Processing

The gridded 1° x 1° monthly Gravity Recovery and Climate
Experiment (GRACE) and GRACE Follow-On (GRACE-FO)
mission satellite data (RL-06, level-3) were acquired from
three institutions: the Center for Space Research (CSR, The
University of Texas), the Jet Propulsion Laboratory (JPL,
Pasadena, CA, USA), and GeoForschungsZentrum Potsdam
(GFZ, Potsdam, Germany). The level-3 data products from the
GRACE/GRACE-FO missions were subjected to several pre-
processing steps to ensure their quality and usefulness. These
steps include the application of destriping filters to remove
any instrument artifacts, Gaussian smoothing to remove any
high-frequency noise, and glacier isostatic adjustment (GIA)
to account for the Earth’s response to the melting of glaciers
and ice sheets. These preprocessing steps help to enhance the
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accuracy and precision of the data products, making them
more suitable for use in various scientific and operational
applications. Pixel averaging of the terrestrial water storage
(TWS) data from the three different institutions could improve
the accuracy of the GRACE satellite measurements [1], [42],
[43], [44], [45].

Further processing of the TWS data needs to be conducted
since the change in TWS is the sum of several compo-
nents, including GWS, soil moisture (SM), canopy water
storage (CWS), quickflow surface runoff (QS), and snow water
equivalent (SWE). These parameters can be assessed from
the Global Land Data Assimilation System (GLDAS). The
monthly average GLDAS data, with a spatial resolution of
1° x 1° (V2.1, level 4), which is equivalent to the GRACE
data, were used in this study. Three different land surface
models were used in this study: the catchment land surface
model (CLSM), the variable infiltration capacity (VIC) model,
and the Noah model. Three parameters (SM, CWS, and QS)
were utilized to estimate the GWS of the study area. The effect
from the SWE parameter was not considered in the analysis,
as the study area is located near the equator, where snow is
absent; thus, the SWE value was zero [42], [43], [45].

Finally, the GWS can be estimated by the GWS processing
workflow, as shown in Fig. 3, and using the water balance (1).
Since the TWS data from the GRACE satellite were anomalous
data, we needed to convert the SM, CWS, and QS parameters
to anomalous data by subtracting the current data at a specific
time from the average of the total data. This step must be
conducted to minimize any biases during the final processing
to generate GWS data [46]

AGWS = ATWS — (ASM + ACWS + AQS). ()

D. GIS-Related Factors

The selection of the land subsidence-related factors can be
assessed by studying previous work on land subsidence sus-
ceptibility mapping [29], [47], [48], [49]. Based on previous
studies and data availability, we considered three different
categories of land subsidence-related factors to generate a

Method for GWS processing from GRACE/GRACE-FO and GLDAS data.

land subsidence susceptibility map. These categories are
topo-hydrological, land cover, and geological factors. Thus,
12 land subsidence-related factors were used in this study,
and they were categorized into topo-hydrological factors (alti-
tude, slope, aspect, total curvature, topographic wetness index
(TWI), normalized difference water index (NDWI), precip-
itation, distance to river, and drainage density), land cover
factors (normalized difference vegetation index (NDVI) and
land use), and geological factors (lithology), as shown in
Fig. 4(a)—(1). These factors were evaluated and investigated
using the information gain method as the attribute evaluator to
identify the relative importance of the land subsidence-related
factors [50]. The information gain result will be discussed fur-
ther in Section III-B. Thus, all selected land subsidence-related
factors in Fig. 4 are effective for generating land subsidence
susceptibility maps.

The altitude, slope, aspect, total curvature, and TWI factors
[see Fig. 4(a)-(e)] were generated by extracting the DEM
from the Copernicus DEM. Both NDVI and NDWI maps
[see Fig. 4(f) and (g)] were generated by calculating the
average of Landsat 8 imagery from 2017 to 2022 using Google
Earth Engine over the Pekalongan area. The precipitation map
[see Fig. 4(h)] was created by calculating the annual average
precipitation using monthly data obtained from the Central
Bureau of Statistics in Pekalongan. These data represent the
monthly accumulation of precipitation across subdistricts in
Pekalongan. To interpolate the precipitation data, the central
area of the subdistrict in Pekalongan was selected as the ref-
erence for storing the precipitation data. The inverse distance
weighting (IDW) method was employed as the interpolation
algorithm to generate the final precipitation map because this
method is known to be suitable for interpolating precipitation
data [47], [48]. The land use map [see Fig. 4(i)] and the
lithology map [see Fig. 4(j)] were acquired from the Ministry
of Environment and Forestry of Indonesia and the Ministry
of Energy and Mineral Resources of Indonesia, respectively.
Finally, the distance to the river map [see Fig. 4(k)] and
the drainage density map [see Fig. 4(l1)] were generated
using the Euclidean distance tool and the kernel density tool,
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respectively [43]. Information on the river location was
acquired from the Geospatial Information Agency of
Indonesia.

The importance of GIS-related factors used in this study
has a direct and indirect influence on land subsidence. The
topographic factors that include altitude, slope, aspect, total
curvature, and TWI were indirectly related to land subsidence
by the direct influence of topographic factors with the anthro-
pogenic factors that related to urbanization [51]. The area in
Pekalongan with a lower elevation mostly has a gentler slope
and flatter aspect. This area is mostly occupied by the higher
population as shown by the settlement area in the land use
map [see Fig. 4(i)]. This area has a higher urban development
than the higher altitude and steeper slope, which is located in a
mountainous area. The higher urban activity in an area that has
a scarcity of surface water could lead to the overexploitation
of groundwater that will cause land subsidence occurrence in
that area [29], [47], [51]. Total curvature is related to the
combination of profile and plan curvature that is indirectly
associated with land subsidence by affecting the convergent
and divergent flow of water across the surface. Meanwhile,
the TWI factor is related to the accumulation of water over
an area, and the highest TWI factor was usually indicated
by the land subsidence occurrence due to the surface runoff
during the dry season with lower soil moisture [47], [52]. The
NDVI and NDWI maps were associated with the presence
of vegetation cover and the water content, respectively. The
lower NDVI values with higher water content from the high
value of NDWI could be associated with the presence of urban
areas. Both factors could indirectly affect the land subsidence
occurrence as the lower vegetation cover could reduce the soil
stability, and the higher water content shows that those areas
were more prone to land subsidence due to the abundance of
water bodies that will be more occupied by the populations
that lead to the increase in urbanization that could affect the
higher possibility of land subsidence occurrence [29], [53].

The precipitation could affect the land subsidence conditions
over an area because the precipitation could contribute to
groundwater recharge. In the area with poor drainage, the
precipitation could not be infiltrated into the soil due to the
higher surface runoff, and this condition could lead to land
subsidence occurrences due to the lower infiltration from the
precipitation [29], [54]. The land use map depicts the areas
most exploited and occupied by residents, and the lithology
map shows the geological conditions of an area, which have
an appropriate relationship with land use. The utilization of
groundwater in Pekalongan due to the scarcity of surface
water could be shown in settlement areas. Another potential
issue due to the scarcity of surface water in Pekalongan may
also indicate that groundwater is also used for agricultural
purposes. Meanwhile, the lithological features of Pekalongan
that consists of an alluvium landform could affect the land
subsidence due to unconsolidated sediment that could be
compacted due to the gaps in soil pores that exist due to
the groundwater extraction. The distance to the river map
and drainage density describes the groundwater condition
and could indirectly affect the land subsidence [4], [29],
[35], [47], [55].
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E. Susceptibility Methods

Land subsidence susceptibility mapping is the process of
correlating a current incident with its related factors to pre-
dict the future possible areas that will be affected by land
subsidence considering these factors [29], [56]. The whole
workflow of the land subsidence susceptibility mapping is
shown in Fig. 5.

1) Data Preparation: The current incidence of land subsi-
dence in Pekalongan generated by the ICOPS measurement
and validated by the GPS measurement was used in this
study as the land subsidence inventory map that represents
the current land subsidence condition in Pekalongan. The
correlation between the inventory map and the GIS-related
factors in this study was calculated using frequency ratio
(FR) analysis. The FR method in this study is defined as the
proportion of area affected by land subsidence in the total area
of interest [S57]. The result from the FR analysis was used to
measure the density of the land subsidence occurrence in each
class of every land subsidence-related factor.

2) Factor Analysis: The analysis of each GIS-related factor
with the land subsidence location was further analyzed through
factor analysis before the model was trained using the CNN
algorithm. The methods to analyze the land subsidence-related
factors are FR, information gain, Pearson correlation, and mul-
ticollinearity analysis. The FR method quantifies the density
of the land subsidence occurrence in each class for each land
subsidence-related factor. The ratio higher than 1 in the FR
value describes the correspondence class in each factor that
was more correlated with the land subsidence occurrences
[47], [58], [59]. The information gain method evaluates the
contribution of each land subsidence-related factor to the
prediction process. The information gain method will rank
the most influential factors for land subsidence with respect to
the class of each factor [50]. The Pearson correlation analysis
is a statistical method that measures the linear relationship
between two variables. In this case, the Pearson correla-
tion will quantify the linear relationship between each land
subsidence-related factor. A correlation coefficient value close
to 1 or —1 indicates a strong relationship, while close to
0 indicates a weak relationship or no linear relationship. Strong
relationships between each variable can cause distortions
during the prediction process, which generates susceptibility
maps [59], [60]. Another statistical method to measure the
multicollinearity between each land subsidence-related factor
that could contribute to the distortion of the prediction result
was the variance inflation factor (VIF) and tolerance mea-
surement. The VIF was calculated by dividing the variance
of the estimated regression coefficient that is expected to
increase due to multicollinearity. Meanwhile, the tolerance
value was reciprocal to the VIF value, the higher the VIF value
could lower the tolerance value. The tolerance value could be
acquired by subtracting 1 from the VIF value. A higher VIF
value than 10 with a lower tolerance than 0.1 could indicate
that each variable was dependent on each other and lead to
an increase in the standard error in the predictive model [36],
[59], [60], [61].

3) Training and Testing Data Preparation: Before the
land subsidence susceptibility model was generated, the land
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subsidence inventory map was randomly divided using strat-
ified random sampling between the land subsidence and
nonland subsidence data. In this study, the nonland subsidence
data are defined as zero data in the time-series processing
result that contains stable measurements. We divided 70% of
the data for training and 30% for testing. The training data and
the result from the FR analysis were used to train the model.
In this study, we used CNN algorithms to generate the sus-
ceptibility map. We also used optimization algorithms based
on GWO and the imperialist competitive algorithm (ICA)
to compare with the standalone CNN algorithm. Thus, the
generated results from the CNN, CNN-GWO, and CNN-ICA
algorithms were compared by assessing their accuracy values
based on the receiver operating characteristic (ROC) curve and
root mean square error (RMSE) calculation.

4) Model Description: The model used in this study is the
deep learning algorithm based on the CNN algorithm with
the optimization algorithms used were GWO and ICA. Both
optimization algorithms will optimize the parameters from
the CNN algorithm to generate land subsidence susceptibility
maps.

1) The CNN algorithm was a deep learning algorithm based

on a neural network designed to imitate the function
of the cerebral cortex in the human brain [62], [63].
The main difference between CNN and conventional
neural networks is that the CNN algorithm did not
utilize the weighting method to learn and instead applied
multiple layers [64]. Those multiple layers consisted
of convolutional, pooling, and fully connected layers

Workflow for generating land subsidence susceptibility maps from the result of ICOPS time-series InSAR.

[65]. The first layer, which convolutional layer, had
a role in extracting the input with filters to generate
the feature maps and wrap around the information to
be fed to the other layer [66]. The filters used in the
convolutional layer were used as the activation function
that has a role in processing the nonlinear results from
the convolutional process [67]. The ReLU activation
layer was often used due to its popularity to manage
the activation of all neurons in the process [68], [69].
The second layer, which is the pooling layer, was to
simplify the convolutional layer’s output by reducing the
size of feature maps [66]. The last layer was the fully
connected layer, which connected each pooling layer to
enhance the output of nonlinear mapping [63].

The GWO algorithm was a metaheuristic algorithm
based on swarm intelligence (SI) that tends to imitate the
gray wolves’ social structures and their hunting behavior
[70], [71]. Gray wolves, as apex predators, roamed in
packs and had a strict social structure with a leader and
positional hierarchy that defined their role in the groups
[701, [72], [73]. The first role in leading the packs came
to the alpha wolves. The alpha has the highest authority
among the packs, and the orders of the alpha wolves are
absolute for the group to follow [74]. The second tier
that had a role as a subordinate of the alpha wolves was
occupied by the beta wolves. The wolves that followed
the instructions from the dominant wolves were the delta
and omega wolves. The difference between delta and
omega wolves is that the delta dominated the omega

2)
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wolves, and the delta was placed in the middle class of
their social hierarchy [74], [75]. The hunting mechanism
of the gray wolves was initiated by approaching and
encircling the prey, and then, the gray wolves started
pursuing the prey and harassing the target. After the
prey stopped moving, the gray wolves attacked the prey
to finish the hunting. In this algorithm, the best candidate
solution will be obtained from the alpha wolves due to
their knowledge of the potential location of the prey
[67], [71].

3) ICA was a metaheuristic algorithm that was inspired
by the mechanisms of competition and colonization in
human history [76]. This algorithm combines evolution-
ary concepts of the individual populations that formed
an empire based on the colonies and the imperialists
[77]. The competition between each empire will destroy
weak empires, and the remaining strong empires will
dominate each other until there is only one empire that
rules over all the colonies, which, from this algorithm,
becomes the solution to optimize the parameter during
the prediction process [67], [76], [77], [78].

5) Model Performance Evaluation: The model performance
evaluation of the land subsidence susceptibility maps was
conducted by the ROC curve analysis and RMSE calculations.
The ROC curve analysis will produce the area under the curve
(AUC), which ranges from O to 1 that defines the performance
of the land subsidence susceptibility model [79], [80]. The
higher AUC values close to 1 indicate that the land subsidence
susceptibility models were more accurate, and the AUC values
lower than 0.5 were unacceptably inaccurate [47], [81], [82].
The RMSE calculation in this study also involves calculating
the mean square error (mse), mean absolute error (MAE),
and StD. Those metrics were statistical measurements that
represented the difference between the predicted models with
their actual values. Those model performances were statistical
metrics commonly used in regression analysis and did not have
any units due to its measurement to test the prediction result
between the continuous regression data that was valued to be
the index of land subsidence susceptibility maps. The lower
mse, RMSE, MAE, and StD values indicate higher model
performance [83], [84].

IV. RESULTS
A. Time-Series InSAR Map

The results of time-series InSAR processing based on the
ICOPS algorithm were applied to Sentinel-1 data, resulting
in combined PS and DS points over the Pekalongan area.
We overlaid the result in Fig. 6(a) with a combination of
natural colors from band 4 (red), band 3 (green), and band 2
(blue) of Landsat 8 OLI/TIRS imagery. The Landsat image
was provided by the United States Geological Survey (USGS)
and taken on October 1, 2020. The model performance of the
CNN algorithm is shown in the RMSE metric [see Fig. 6(b)]
and frequency error [see Fig. 6(c)]. The low RMSE (0.167)
has a relatively small error compared to the variability of
the data (StD = 0.168), suggesting a high level of accuracy
in the prediction of the optimum result. Further validation
was also conducted with the ground-truth data from the
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GPS measurement. The comparison between ICOPS (P1) and
GPS measurements is shown in Fig. 6(d). Other points that
were also selected for the analysis are shown in southern
Pekalongan (P2) and northern Pekalongan (P3). Both south-
ern (P2) and northern (P3) time-series data are shown in
Fig. 6(e) and (f), respectively.

The result from the combined PS and DS measure-
ments (CSI) before point optimization was approximately
307451 MPs, as shown in Fig. 6(a), with 50% transparency
measurements. These combined PS and DS points consist
of 7488 PS points and 299 963 DS points. After the optimiza-
tion process by the CNN algorithm, the number of MPs was
reduced by 85777 points, and these points were considered
to be noisy and outlier-affected data. Thus, more precise
MPs of approximately 221674 points were obtained using
the optimization method based on the CNN algorithm. The
statistical clustering process based on the OHSA separated
MPs into several categories, such as insignificant points and
clusters of deformation points. This separation was obtained
by selecting the MPs with a p-value of less than 0.01, which
is associated with a very high absolute value of the Z-
score. After the clustering process, the number of MPs was
146 377 points, resulting in 75297 MPs that were considered
to be insignificant.

The results from the optimization process using the CNN
algorithm and OHSA method were validated by compar-
ison with the GPS measurements. We selected the MPs
in a 1 km radius near the GPS station before and after
the optimization process. The comparison was conducted
to obtain the RMSE value. The result shows that a lower
RMSE value of the time-series result was obtained after
the optimization process than before the optimization pro-
cess. Thus, the removal of noisy MPs could increase the
reliability of the MPs. Furthermore, we attempted to plot
the available data from the groundwater level in Pekalongan
city with the time-series deformation results. The time-series
measurements from ICOPS processing were selected from
several locations in Pekalongan city, specifically the point
near the GPS station and monitoring well. The time-series
deformation result was compared with the time-series GPS
measurement from the CORS station in Pekalongan. The daily
GPS measurement was conducted using a Continuously Oper-
ating Reference Station (CORS) provided by the Indonesian
Geospatial Information Agency [85]. The data from the GPS
station in Pekalongan only recorded information related to
deformation from 2017 to 2020, and the data have not been
updated recently. The comparison between time-series InNSAR
measurements at the selected point within the area of the
GPS station location displayed in Fig. 6(d) shows that the
deformation pattern between the time-series INSAR measure-
ment and the GPS measurements shows good agreement in
terms of the deformation pattern. This is supported by the
comparison between the time-series InSAR result and the
GPS measurement. The RMSE results show that the RMSE
value between ICOPS and GPS measurement shows a better
result (1.79 cm/year) after the optimization process. A slight
variation in the time-series InNSAR was suggested to be caused
by the seasonal effect from the groundwater recharge that
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decreased the accumulated deformation due to the compaction
of pore pressure within the soil [86].

The cause of the land subsidence in Pekalongan was known
to be groundwater exploitation for domestic use and agricul-
ture. The groundwater utilization in Pekalongan was because
of the scarcity of the water source, especially the surface
water [35], [87]. The groundwater extraction activities in
Pekalongan in this study were shown by the groundwater level
data in a monitoring well near the GPS station in Fig. 6(a).
The available groundwater level data were acquired from the
groundwater monitoring wells provided by the Ministry of
Energy and Mineral Resources of Central Java, Indonesia.
The relationship between land subsidence and the groundwater
level in Fig. 6(d) shows that the deformation in Pekalongan
is in good agreement with the decrease in the groundwater
level. However, the availability of groundwater level data
has also been a problem in this city due to the lack of
updated measurements that are suggested to be caused by local
site effects. The data in daily measurements were collected
from 2016 to 2017, data loss occurred in early 2018, and
several measurements were recorded in late 2019. The gaps
between the groundwater level data were suggested to be
caused by the possibility of damage to the measuring device.
Nevertheless, the measurement from ICOPS could allow an
additional interpretation of the event that occurred regarding
the groundwater level data in Pekalongan. The comparison
between time-series deformation maps could further interpret
the extent of the gaps in groundwater level data. Despite
the possibility of inferring groundwater information from
deformation data, the absence of available groundwater data
at these MPs alone is insufficient for concluding groundwater
conditions in Pekalongan city. Therefore, an additional analy-
sis will be conducted to assess the spatial extent of GWS by
utilizing the GRACE satellite and GLDAS data.

B. GWS and Precipitation

The cause of land subsidence in Pekalongan was known
to be caused by the excessive groundwater extraction activ-
ities [35], [87]. The analysis of the groundwater usage was
conducted by utilizing the groundwater level data provided
by the Ministry of Energy and Mineral Resources of Central
Java, Indonesia. The comparison between the land subsidence
and the groundwater usage was conducted by extracting the
time-series deformation data from the ICOPS measurement
after the optimization process in Fig. 6(d) and the time-series
of groundwater level data from the monitoring wells in
Fig. 6(a) to focus on the comparison between both of the data.
The activity of the groundwater usage in Pekalongan could be
seen during the daily measurement from 2016 to 2017 that
there is a decline pattern in groundwater level data during that
period. However, the groundwater level measurement in the
following year could not be acquired due to the absence of
data available to be accessed for the analysis. The absence
of groundwater level data was suggested to be caused by the
damage to the monitoring device. Despite that the analysis of
land subsidence and groundwater level cannot be conducted
thoroughly due to the absence of the groundwater level data,
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there is a fairly similar pattern between the two comparisons
made in Fig. 7(a) that the gaps data in groundwater level data
could be suggested to have the similar interpretation as the
land subsidence data. The mutual interpretation between the
groundwater level and the InSAR data in this study is con-
sistent with several studies that compared groundwater level
data with the land subsidence data from the time-series InSAR
measurement [88], [89]. Thus, the relationship between InSAR
data and groundwater levels can be mutually interpreted as the
land subsidence occurrence in Pekalongan was caused by the
increase in groundwater exploitation that affected the decline
of the groundwater level from 2016 to 2019. A similar decline
in groundwater level data was also suggested to occur between
2020 and 2021 with a similar interpretation to the deformation
pattern in ICOPS data. Therefore, the groundwater extraction
activities in Pekalongan, which are shown as the decline
pattern in groundwater level data, could describe the causes
of land subsidence in Pekalongan.

Another relationship between land subsidence and precipita-
tion was also conducted to understand the indirect relationship
between rainfall and land subsidence in Pekalongan, as shown
in Fig. 7(b). Monthly total precipitation data from a subdis-
trict in Pekalongan were provided by the Central Bureau of
Statistics of Pekalongan city and Regency from the estimated
weather station distributed in Fig. 8(a). The precipitation data
that are available from 2016 to 2021 were used to analyze
the monthly precipitation pattern that occurred during the
period of monitoring land subsidence in Pekalongan. The
monthly average of precipitation data from each subdistrict
was averaged. The comparison between the land subsidence
and the precipitation shows a nonlinear pattern between the
land subsidence and the rainfall in Pekalongan. The compara-
tive analysis was shown by the boundaries between each rainy
season from 2017 to 2021. The result shows that the land
subsidence in each rainy season showed a stable deformation
with an increase in deformation rate shown only during the dry
season. The important mechanism behind this was suggested
to be caused by the infiltration process from the precipitation
to the pore soil and led to the decrease in the rate of land
subsidence that was caused by the groundwater recharge.
A slightly different pattern in 2019 and 2020 was suggested
to be caused by the soil being saturated before recharging
the groundwater table [86], [90]. A direct relationship could
occur between groundwater level and precipitation due to the
decrease of groundwater recharge when the precipitation is
less in the northern area of Pekalongan. The decrease in the
groundwater recharge with the overexploitation of ground-
water usage could increase the deformation rate due to the
compaction as pore spaces within the aquifers decrease in size.
The relationship between this phenomenon is not linear due
to the several aspects that can affect the groundwater recharge
from the precipitation, such as infiltration, surface runoff, and
evapotranspiration [91].

The results from GRACE processing results are shown in
Fig. 8(b). Those results were produced by averaging GRACE
data between 2017 and 2021 for each different institution.
The mean TWS data from each different institution will
be averaged to produce the final TWS result with higher
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accuracy of the GRACE measurement [1], [42], [43], [44],
[45]. After that, the final TWS result will be subtracted from
the parameters from GLDAS data used in this study, which
are SM, CWS, and QS. Those parameters were averaged
for each year and converted to the anomaly data to reduce
the uncertainty with the GRACE results. The scale of the
Pekalongan area in this study, which only has an area of
approximately 716 km?, was insufficient to properly display
the result for Pekalongan as the GRACE data were processed
in 1-pixel degree (approximately 12 368 km?). Because of that,
the GRACE result was displayed in a larger area; in this case,
the result of GRACE measurement was shown over Central
Java province with the preview of GRACE results from each
institution that covers Java Island. The results of GWS from
the subtraction of GRACE and GLDAS data processing are
used in Fig. 8(c) to be compared with the monthly precipitation
data.

The result from GRACE processing was compared with
the spatially averaged monthly precipitation in the Pekalongan

area from the estimated weather station distributed in Fig. 8(a).
We processed the precipitation data by averaging all of the data
acquired from each subdistrict to represent the area that covers
the study areas that were equal to the resolution of the GWS
anomaly data from the GRACE measurement. The comparison
between the GWS and monthly precipitation data shows a
similar seasonal pattern between the two data. This suggests
that the precipitation over the Pekalongan area affects the
GWS in Pekalongan. The difference in recharge time during
the increase in GWS, which caused a phase shift between
the peaks of the two data, was suggested to be caused by
the delay of the infiltration process during the groundwater
recharge. The process that caused the time lag was suggested
to have occurred during the infiltration and percolation process
of rainfall, which did not happen instantaneously after the
precipitation occurred. This time lag can result in a phase shift
between the peak of precipitation and the peak of groundwater
recharge. The reason that could affect the time lag is because
of the lower permeability on the aquifer characteristics that
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(a) Average annual precipitation over the study area from 2017 to 2021. (b) Mean TWS GRACE results from 2017 to 2021 provided by averaging

annual TWS data from CSR, GFZ, and JPL. (c) GWS changes in Pekalongan (represented by the red points) were analyzed using GRACE and GLDAS data
processing techniques. The monthly precipitation data (represented by the blue points) were obtained from local authorities for the period spanning 2017-2021.

Both datasets were smoothed using a moving average for better analysis.

affect the water to transport with a longer time. Another
reason that could contribute to the phase shift between the two
types of data the GWS anomaly and the monthly precipitation
data is suggested to be because of the groundwater extraction
activity for daily needs, such as irrigation or domestic use.
The groundwater extraction activity could lead to changes in
the GWS anomaly pattern that might not directly correlate
with the monthly precipitation data. The time delay during
the groundwater recharge proves that the soil infiltration from
the high rainfall intensity could vary with time [92], [93].

C. Land Subsidence Susceptibility Maps

The result from the land subsidence susceptibility map was
generated by utilizing the time-series ICOPS result as the

land subsidence inventory map. The land subsidence inven-
tory map that is randomly divided into 70% training and
30% testing data will be used to generate land subsidence
susceptibility maps; 70% of training data will be used for the
training process using the CNN algorithm and its optimization
algorithm. Three different combinations between CNN and
its optimization were utilized to generate the land subsidence
susceptibility maps. Those algorithms are standalone CNN,
CNN with GWO optimization algorithm, and CNN with ICA
optimization algorithm. The results of the land subsidence
susceptibility maps are shown in Fig. 9(a)—(c). The prediction
result of each model was classified using a quantile method
into five classes: very low, low, moderate, high, and very high
susceptibility indices. The quantile method in the classification
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Fig. 9. Land subsidence susceptibility map from (a) CNN algorithm, (b) CNN-GWO algorithm, and (c) CNN-ICA algorithm. (d) Comparison of the ROC

curves for each model.

process was used to maintain consistency across the different
datasets. The land subsidence susceptibility maps from each
model need to be evaluated to assess its model performance
accuracy. The accuracy of each prediction model was calcu-
lated by ROC curve analysis [see Fig. 9(d)]. The ROC curve
analysis was conducted by comparing the land subsidence
susceptibility maps and 30% of testing data. The higher AUC
value of 1 indicated that the model has an excellent accuracy
(AUC between 0.9 and 1.0), and the lower AUC value than
0.5 indicated that the model is not acceptable (0 as the
lowest accuracy) [50]. The results show that the CNN-GWO
algorithm has a higher accuracy (0.812) than that of the CNN-
ICA (0.788) and the CNN (0.762). The highest accuracy
obtained by CNN-GWO in this study was in the 0.8-0.9 range,
indicating very good accuracy. Meanwhile, the other models
can be interpreted as having good accuracy, with an AUC value
of approximately 0.7-0.8. The land subsidence susceptibility
map generated in this study provides valuable information for

urban development, particularly when considering the superior
performance of the CNN-GWO map compared to that of other
methods. In addition, the accuracy of the land subsidence
susceptibility map is higher than the unsatisfactory accuracy,
which is between 0.5 and 0.6 [50].

In the study area, approximately 20% of the area is indexed
by very high and low probabilities of land subsidence occur-
rence based on all models (see Fig. 10). The probable area of
land subsidence is located along the coastal area and extends
between urban centers or densely populated areas surrounded
by rice fields. The overall distribution of the pixel percentage
of the susceptibility models showed mostly an equal distri-
bution with slight differences from the CNN algorithm that
overestimated the high susceptibility classes while underesti-
mating the moderate susceptibility classes. According to the
distribution of the index of land subsidence susceptibility
maps, most of the areas with very high probability class
distributions are characterized by low altitudes (under 9 m).
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Further analysis regarding the explanations for each factor’s
influential class will be provided using the FR method in
Section IV-B.

The accuracy of the land subsidence susceptibility maps
in this study needs to be verified with another accuracy
assessment. In this study, we implemented the RMSE metric
for evaluating the prediction model to be compared with the
testing data. Both inputs for accuracy assessment between the
ROC curve and RMSE metric were similar to each other.
The result from the RMSE metric is shown as the mean
squared error and the root mean squared error. CNN-GWO has
the lowest RMSE (0.305), followed by CNN-ICA (0.329) and
the standalone CNN algorithm (0.352) [see Fig. 11(a)—(c)].
In addition, the frequency error is shown by the MAE and

Frequency
N
o
o

-
o
o

Ogh
-1 0 1

Errors Errors

MSE, RMSE, and StD of the frequency error from testing data for (a) and (d) CNN-GWO, (b) and (e) CNN-ICA, and (c) and (f) CNN models.

StD values in Fig. 11(d)—(f). The red line explains that
the frequency error from the CNN-GWO model is narrower
(=0.9 < error < 40.9) than that of the other model, which
has a wider range of frequency errors (—1 < error < +1),
which means that the result from the CNN-GWO algorithm
was the best compared to the other algorithms.

V. DISCUSSION
A. Surface Geology and Land Use Data

We present the distribution maps of land subsidence, which
are overlaid by geological formation [see Fig. 12(a)] and land
use [see Fig. 12(b)]. A cross section analysis was conducted
from point A to point A’ in a 28-km line [see Fig. 12(c)]
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Mean vertical deformation rate map from (a) land subsidence distribution map overlaid by the geological formation map and (b) land subsidence

distribution map overlaid by the land use map. A cross section line to show the relationship between land subsidence, geological formation, land use, and

elevation for (c) A—A’ and (d) B-B’ cross section lines.

and a 20-km line from point B to point B’ [see Fig. 12(d)]
to show the relationship between the deformation and the
elevation along the cross section line in Pekalongan. This map
reveals that the greatest subsidence in Pekalongan has mostly
occurred in lowland mixed areas located on the alluvium
landform. The alluvium landform in Pekalongan is composed
of unconsolidated sediment deposited from the Java Sea. The
worst events can occur in areas that are close to the coastline
because the excessive use of groundwater in this area can cause

compaction of the sediment layer beneath human settlements.
This can cause land subsidence, which can lead to further
disasters such as high tide flooding and seawater intrusion.
The mixed area in Fig. 12(c) and (d) refers to a cluster
of populated residential areas surrounded by rice fields. This
mixed area relies heavily on excessive groundwater use for
various daily needs, such as living and agricultural purposes.
As groundwater is pumped out of an aquifer, the water
pressure that supports the soil is reduced, and the soil particles
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can then settle and become more compact. This can cause TABLE I
the ground surface to sink, leading to infrastructure damage, MULTICOLLINEARITY ANALYSIS USING VIF AND TOLERANCE
igcreased flood risk., and other problems. In addition to sub- Factor VIF Tolerance
sidence, the excessive use Of. groupdwater can lead to other Altitude 24 04
problems, such as seawater intrusion, where seawater from Aspect 1.1 0.9
the ocean can seep into the groundwater supply, contaminate Curvature 12 0.8
it, and decrease soil fertility. This can further exacerbate Distance to River 1.1 0.9
soil compaction and reduce the quality of the groundwater Drainage Density 1.1 0.9
available for use. These conditions can also be worsened by Land Use 1.2 0.9
young alluvium soil that has the potential to subside due to Lithology 1.5 0.7
natural consolidation. In addition, the load of buildings around NDVI 3.4 0.3
the alluvium soil can accelerate compaction, which is usually NDWI 3.7 0.3
only caused by the influence of gravity loads [2], [4], [6], Precipitation 2.2 0.5
[11]. The areas that are not affected by land subsidence are Slope 2.3 04
indicated by areas located in the highlands, which generally TWI 2.0 0.5

have geological landforms other than alluvium landforms.
In this case, the southeast area was mostly occupied by the
Damar formation and Jembangan volcanic rock (line A-A’).
Meanwhile, line B-B’ shows that the decline in the subsidence
area was mostly related to the decrease in the residential area
and groundwater recharge in the southern area due to the high
precipitation in higher elevation areas.

B. Importance of GIS Factors and Multicollinearity Analysis

The relative importance of the land subsidence-related
factors was analyzed using an information gain attribute
evaluator [50], as shown in Fig. 13. This method calculates
the significance of each land subsidence-related factor from
the training dataset [94]. The correlation between altitude and
land subsidence occurred because the most populated area is
located in a lower elevation area. Precipitation could indirectly
influence land subsidence during a decrease in precipitation,
which could decrease groundwater recharge and lead to soil
compaction. The precipitation factor is also influenced by

altitude; as a result, higher elevation areas are more likely to
receive more precipitation than lower areas. This is a series of
events that can lead to land subsidence for areas still dependent
on groundwater use. Lithology and NDWI factors (0.66) were
the third most influential factor in land subsidence occurrence,
where the alluvium landform played an important role in land
subsidence due to the presence of natural compaction, and this
process could be worsened by groundwater extraction. The
NDWI factor can provide valuable information that is indi-
rectly related to land subsidence, as the NDWI calculates the
amount of water content across an area. Further explanation
regarding each influential class from each factor is shown by
the FR result in Fig. 14.

The FR analysis in Fig. 14 shows the spatial relationship
between land subsidence and each land subsidence-related
factor. An FR value higher than 1 means that the land
subsidence is mostly affected by the specific class, an FR
value below 1 means that the specific class is suggested to
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Fig. 14. Results from the FR method show the effectiveness of each class from the land subsidence-related factor: (a) altitude, (b) slope, (c) aspect, (d) total
curvature, (e) TWI, (f) NDVI, (g) NDWI, (h) precipitation, (i) land use, (j) lithology, (k) distance to the river, and (1) drainage density.
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TABLE II
PEARSON CORRELATION ANALYSIS BETWEEN LAND SUBSIDENCE-RELATED FACTORS
Altitude ~ Aspect  Curvature ?olszt;:'ec: Dl;j;’;?g ¢ LI‘;;’ed Litho. NDVI NDWI Precip. Slope TWI
Altitude 1.0
Aspect 0.1 1.0
Curvature 0.0 0.1 1.0
Distance ) | 0.0 0.0 1.0
to River
Drainage 0.0 0.0 0.3 1.0
Density
Land Use 0.2 0.0 0.0 0.0 0.0 1.0
Litho. 0.5 0.1 0.0 0.1 0.0 0.2 1.0
NDVI 0.4 0.1 0.1 0.1 0.0 0.3 0.3 1.0
NDWI 0.5 0.1 0.1 0.1 0.1 03 0.4 0.6 1.0
Precip. 0.6 0.1 0.0 0.1 0.1 0.2 0.5 0.3 0.4 1.0
Slope 0.4 0.3 0.0 0.1 0.0 0.3 0.3 0.4 0.4 0.3 1.0
TWI 0.3 0.2 0.3 0.0 0.0 0.2 0.2 0.3 0.3 0.2 06 1.0

have a low correlation, and land subsidence is less affected
by that class [50]. The altitude [see Fig. 14(a)] classes show
that the land subsidence mostly occurred in areas with an
altitude between 0 and 2 and 2 and 9 m, and FR values of
approximately 1.3 and 1.9, respectively. Thus, lower elevation
areas in Pekalongan are among the most populated areas. The
slope class [see Fig. 14(b)] shows that higher FR values of
approximately 1.7, 1.1, and 1.0 are found within the flat slopes,
with values of approximately 0, 0-1, and 1-3, respectively.
This suggests that the land subsidence mostly occurred in an
area with a relatively small slope degree, which is mostly
habituated by the population in Pekalongan. The aspect classes
[see Fig. 14(c)] show the direction of the slope faces, and the
flat direction shows the highest correlation of 2.1, followed by
the southeast (1.1) and south (1.0) directions. The flat direction
class also shows a higher correlation with land subsidence
in the total curvature factor (2.9), followed by the convex
curvature, with a value of 1.3 [see Fig. 14(d)]. The slope,
aspect, and total curvature factors show that land subsidence
mostly occurred on flat areas with gentle slopes or plain-like
surfaces where the slope degree was 0 or between 0 and 1 with
a flat aspect and flat total curvature factor.

The TWI factors [see Fig. 14(e)] show that land subsi-
dence mostly occurred in areas with higher TWI values. TWI
values of approximately 89, 9-12, and 12-25 were shown
to have a higher correlation with land subsidence, with FR
values of approximately 1.0, 1.1, and 1.6, respectively. This
is because higher TWI values indicate a higher potential
for water accumulation, which can increase soil erosion and
sediment transport. The lower NDVI area [see Fig. 14(f)],
namely, —0.37 to 0.35, 0.35-0.40, and 0.40-0.48, and higher
NDWI area [see Fig. 14(g)], namely, —0.45 to —0.39, —0.39 to
—0.34, and —0.34 to 0.45, were associated with the presence
of land subsidence because of the lower NDVI indicated
with areas with limited vegetation cover, i.e., urban areas.
Higher NDWI values indicate the higher presence of water
content that could indirectly indicate areas that are prone
to land subsidence. Areas with higher water content are
often associated with higher population densities, as abundant

water resources support populated areas. The FR value from
the precipitation factor [see Fig. 14(h)] shows that the land
subsidence location was correlated with a lower precipitation
area. The precipitation values of approximately 1774-2340
and 2340-2570 mm/year have high correlation values of
approximately 1.7 and 1.6, respectively. The land use [see
Fig. 14(i)] areas in Pekalongan, which were mostly related
to land subsidence, were settlement areas (1.0), rice fields
(1.3), and dryland agriculture areas (1.4). Meanwhile, in terms
of lithological factors [see Fig. 14(j)], alluvium (1.4) has the
highest probability of land subsidence occurrence. The trend
for distance to the river [see Fig. 14(k)] shows that the farther
the distance to the river is, the smaller the correlation to the
land subsidence by its FR value. This resulted in distances to
the river of approximately 178-310 and 310-1338 m having
higher FR values of approximately 1.1 and 1.4, respectively.
Meanwhile, the opposite trend was shown in drainage density
[see Fig. 14(1)], where the lowest drainage density has the
highest land subsidence occurrence compared to the highest
drainage density area. This result shows that drainage densities
of approximately 0—2 and 2-3 km/km? have higher FR values
of approximately 1.3 and 1.0, respectively.

Another important analysis that should be performed when
generating susceptibility maps is the identification of redun-
dant variables by conducting a multicollinearity analysis.
In this study, we analyzed the degree of correlation between
each land subsidence-related factor using VIFs, tolerance, and
the Pearson correlation analysis. A VIF value > 10 and
tolerance value < 0.1 are considered to not correlate with
land subsidence occurrence and have high multicollinearity
between each factor [95], [96]. In this study, the results from
the VIF and tolerance are shown in Table I. The VIF value
from all the factors was lower than 4, and all tolerance
values were higher than 0.2. Meanwhile, from the Pearson
correlation analysis (see Table II), a moderate correlation was
shown with a Pearson correlation of 0.6 between altitude and
precipitation, between NDVI and NDWI, and between slope
and TWI. Nevertheless, most of the land subsidence-related
factors show a weak correlation, and not having a very
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strong correlation with each other indicates that most of the
land subsidence-related factors are independent of each other
and would not cause distortion during the training process
[59], [60]. This is shown by the fact that all correlation
values are within the safe threshold, which is lower than 0.7
[59], [96]. Thus, the multicollinearity analysis from Pearson
correlation was supported by the results of multicollinearity
using the VIF and tolerance method; none of which has a
value of more than 5, a tolerance of less than 0.1 shows that
there is no multicollinearity found between land subsidence-
related factors, and these factors are suitable for generating
susceptibility maps.

VI. CONCLUSION

Land subsidence in Pekalongan was monitored using
Sentinel-1 SAR data from 2017 to 2022. A mean vertical
deformation map was generated by implementing the ICOPS
algorithm. The integration of the ICOPS algorithm with the
optimization of MP using a CNN algorithm could reduce the
outlier data between the MPs. Spatial clustering was conducted
on the MP to remove the nonsignificant points among the
MPs by selecting MPs with a p-value < 0.01. The final
land subsidence map was presented by the MPs with a 99%
significance level from OHSA clustering. The analysis was
performed to find the relationship between land subsidence
and geological formation, land use, and precipitation data.
The cross section analysis results between the land subsidence
map, geological formation map, land use map, and elevation
map found that land subsidence occurred in lowland areas
that consist of alluvium soils. A comparison between the
deformation and precipitation data showed that lower pre-
cipitation occurred in the deformation area. The analysis of
the correlation between GWS data and monthly precipitation
data in the Pekalongan area revealed a similar pattern of
fluctuation between the two datasets. This observation suggests
that GWS data are correlated with monthly precipitation data.
Furthermore, the locations of land subsidence in Pekalongan,
which coincide with areas of lower precipitation, indirectly
support the correlation between land subsidence and GWS
changes in Pekalongan. The land subsidence result from
the ICOPS measurement was used as an inventory map for
generating land subsidence susceptibility maps. Twelve land
subsidence-related factors were selected and validated using
multicollinearity analysis based on VIF, tolerance, and the
Pearson correlation analysis. The factor analysis based on
the information gain and FR analysis was also utilized to
identify the most influential factor and the highest class corre-
lation with land subsidence occurrence. The land subsidence
susceptibility results were generated using three different
algorithms, namely, CNN, CNN-GWO, and CNN-ICA. The
accuracy assessment based on the ROC curve and RMSE
metric analysis between these models was calculated, and
it was found that the land subsidence susceptibility model
from the CNN-GWO algorithm has the highest accuracy,
with an AUC value of approximately 0.812 and RMSE of
0.305. The results of land subsidence in Pekalongan in this
study can be further analyzed for multihazard risk analysis
in the Pekalongan area, which experiences flooding due to
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high tides and monsoon rainfall. Another hazard that may
arise from flooding is landslides. The correlation between land
subsidence events and the increased impact of flood events
can be an important factor for understanding multihazard risk
analysis in Pekalongan because a series of natural disasters
that can occur due to land subsidence can affect flooding up
to landslides. Therefore, a multihazard risk map that includes
land subsidence, flooding, and landslides in Pekalongan could
be conducted to analyze more deeply all potential natural
disasters that might occur in Pekalongan.
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