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Abstract— A physics-based approach called waveform parsi-
monious refraction interferometry (WPRI), which interpolates
head or refraction waveform, is introduced in this work. WPRI
yields a significant advantage in exploration and engineering
applications, as it mitigates the excessive time and labor cost
in 2-D field acquisitions that require dense receivers and shots
while improving coverage in refraction seismic imaging processes.
Our proposed method generates the virtual seismic refraction
waveform, which involves kinematic and dynamic information
with near-perfect accuracy for near-surface seismic waveform
inversion and migration. To achieve this, we record data from
two shot locations situated at opposite ends of the seismic profile,
as well as a handful of near-offset traces along the profile.
The virtual head or refraction wavefield is then determined
through the convolution and cross correlation of the recorded
wavefields with the objective of eliminating common wavepath.
Furthermore, we introduce a source wavelet deconvolution step
to correct dynamic discrepancies present in the virtual waveform.
By implementing this type of technique, we are able to produce
virtual seismic data that are highly accurate and can be effectively
employed in near-surface seismic imaging applications.

Index Terms— Interferometry, inversion, migration, waveform.

I. INTRODUCTION

THE significance of near-surface seismic imaging has
been recognized to eliminate shallow, intricate geolog-

ical effects in complex geological structure cases [1], [2].
Refraction survey has been proven to be a valuable tool
in providing border convergence for velocity estimations [3]
in the near-surface zone. Traditional near-surface seismic
imaging methodologies rely on travel-time information and
can be broken down into two primary components: tomog-
raphy and migration [4]. These techniques are vital for
characterizing the subsurface and are essential for conducting
successful near-surface seismic imaging projects. The two pri-
mary components of traditional near-surface seismic imaging
methodologies involve the utilization of refraction travel-time
information to construct a subsurface velocity model [5], [6],
[7] and the mapping of recorded travel-time information to the
appropriate location [8], [9] under the ground. However, ray-
based velocity estimation methods are susceptible to wavefront
healing phenomena [10] and multipath issues. These two
problems restrict the effectiveness of our method in scenarios
where high-frequency assumptions [11], [12] are not satisfied
or the anomaly size is considerably larger than the dominant
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wavelength of the source wavelet, which is common in com-
plex geological environments. As a result, these methods are
limited in their ability to accurately account for more complex
velocity structures and may not provide optimal results in
certain industry scenarios.

To address the limitations of ray-based velocity estimation
methods, a notable wave-equation-based technique has been
proposed [13], [14], [15] and referred to as full waveform
inversion (FWI). For highly nonlinear and poor convergence
problems in FWI, a time window of early arrivals has
been applied and named as early arrival waveform inversion
(EWI) [16], [17], [18]. It is not necessary to use wave-
form information as the input in this type of technology,
and skeletonized data, such as refraction wavefield travel-
time information, can also be utilized as input information
in the wave-equation-based methodology to generate a start-
ing velocity model [19] for subsequent waveform inversion
processes and ultimately build to the construction of a
more accurate subsurface velocity model. In addition, another
reflectivity calculation method termed refraction wavefield
migration [20], which involves the reconstruction of virtual
reflection waveforms via reciprocal shots to map reflectivity,
has been proposed. This innovative technology applies seis-
mic interferometry to eliminate the common raypaths of two
refraction wave events and convert them into virtual reflection
gathers and then employs prestack depth migration to image
the subsurface interface related to the refractor. This method
is a variant of the interferometric reflection migration method,
which utilizes data from surface and vertical seismic profiling
(VSP) to generate high-resolution images of the subsurface
structure [21], [22], [23].

In exploration seismology applications, seismic data are
typically acquired by placing shots and geophones at fixed
intervals along a 2-D acquisition line. To reduce both record-
ing cost and acquisition time for travel-time tomography
applications, the parsimonious refraction interferometry (PRI)
technology is proposed [24]. This innovative approach calcu-
lates the summation of two postcritical travel times associated
with the same refractor of the first and last shots, then
subtracting the reciprocal travel time from the first and last
shots and subtracting the reciprocal travel time from the first
shot to the last geophone in order to obtain the virtual travel
time. For near-offset traces that record direct events and do
not honor the PRI principle assumption, several shot gathers
are selected and direct arrivals are interpolated between them.
This approach effectively yields O(N 2) refraction travel times
from 2N travel times obtained via two reciprocal shot gathers
at both ends of the recording line and some infilled shot
gathers [24], [25], where N is the number of geophones in
the acquisition line. The resulting virtual refraction travel times
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provide border ray coverage, greater ray density, and enhanced
model resolution in travel-time tomography. Furthermore, due
to its significant reduction in acquisition time, the virtual travel
time generated by PRI can be utilized to generate real-time
subsurface snapshots [26], [27]. However, it is worth noting
that the PRI methodology is not suitable for far offset and
strong gradient velocity models that are related to diving wave
mode because its raypath will not overlap and thus cannot be
canceled out and the corresponding sources may not be on the
stationary position. Finally, it is important to highlight that PRI
can also be applied to surface waves [28].

In this article, we extend PRI technology into the waveform
field [29] and name it as waveform PRI (WPRI), which
will enhance the coverage of waveform imaging. This new
procedure involves a combination of convolution and cross
correlation techniques [30], [31] to generate virtual traces
and source wavelet deconvolution [32] to eliminate extra
source wavelets in the final result. Similar to the PRI method,
WPRI is unable to interpolate diving waves and direct waves
that do not conform to the refraction wavefield propaga-
tion. The underlying principle of WPRI is the reciprocity
property in acoustic media which the reciprocal waveforms
are identical in either kinematic or dynamic characteristics.
However, in practical applications, the differences between
the reciprocal traces will be aroused due to some fac-
tors, such as acquisition geometry configuration, background
noises, and environment conditions [33]. To solve this prob-
lem, we propose a waveform reciprocity redatum procedure,
which ensures that the reciprocity property is maintained
prior to applying WPRI. Through the innovative application
of these techniques, WPRI offers significant potential for
improving the accuracy and efficiency of waveform imaging
in near-surface seismic exploration and other geophysical
applications.

Section II presents the theoretical foundations of our
proposed methodology, including the waveform redatum pro-
cedure, the procedure to generate virtual shot gathers, and
source wavelet deconvolution for dynamic character correc-
tion. Section III is divided into two parts. The first part
focuses on presenting the results of our proposed method on
synthetic data, where we utilized multiple input shot gathers
to generate waveforms that were subsequently employed in
EWI and refraction wavefield migration techniques to pro-
duce near-surface seismic images. As our proposed WPRI
methodology can produce refraction waveforms with highly
accurate kinematic and dynamic information, the results of
EWI and refraction wavefield migration for both true and
virtual refraction waveforms are very similar. The second part
is testing the proposed method on a field dataset recorded
along Aqaba fault, Eastern, Saudi Arabia. In this application,
the seismic imaging results obtained using both the true
and virtual data indicate the presence of an obvious fault,
which is in accordance with the results of geological surveys.
In both synthetic and field numerical data examples, we con-
duct a quantitative histogram of difference values in EWI
and refraction wavefield migration to demonstrate WPRI’s
validity. Section IV provides a discussion of the limitations

Fig. 1. Red dashed and green solid lines indicate the propagation direction
of wavefield from A to B and from B to A, respectively. According to the
reciprocity theorem, the arrival times from A to B and from B to A should
be the same, however, in real data they may not.

of our proposed methodology, while Section V gives further
perspectives and recommendations for future research.

II. THEORY

A. Waveform Reciprocity Redatum

While there are some minor differences between the acous-
tic and elastic reciprocity properties, these variations do not
result in any significant distortion in the far-field refraction
wavefield which our research honors. The far-field reciprocity
property [34] of Green’s function ensures that the source and
receiver can be interchanged, meaning that the two reciprocal
traces activated by a source at point A to a receiver at
point B should exhibit similar waveform characteristics as
those generated by a source at point B to a receiver at
point A. However, this reciprocity property may not always
be true for real data due to some various environmental
factors. A schematic example of this phenomenon is shown
in Fig. 1, where the reciprocal traces exhibit different travel
times and waveform characteristics. In practical applications,
the reciprocity theorem should be obeyed before inversion and
migration; otherwise, we should apply preprocess approaches
to guarantee that the reciprocity theorem is satisfied.

In order to ensure that the waveform from two reciprocal
traces possesses consistent kinematic and dynamic informa-
tion, we recommend implementing a reciprocity redatum
procedure before applying our proposed method. The fol-
lowing procedure outlines the steps required to achieve this
objective.

1) Compare a reciprocal pair of the first and last common
shot gathers (CSGs).

2) Use cross correlation operation to calculate the time lag
(τ ) between both traces [see (1) and Fig. 2(a)].

3) Shift both reciprocal traces (2) to align them, as shown
in Fig. 2(b).

4) Replace both reciprocal traces by an average (3) of the
shifted traces from step 3 [see (4)]. This will satisfy
the reciprocity theorem, hence correcting the dynamic
information as shown in Fig. 2(c)

dcorr
= corr[d(A|B), d(B|A)] (1)

d1(A|B) = shift
[
d(A|B),

τ

2

]
d1(B|A) = shift

[
d(B|A),

τ

2

]
(2)

dAverage
=

d1(A|B) + d1(B|A)

2
(3)
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Fig. 2. To fix the kinematic and dynamic information of the reciprocal traces,
(a) cross-correlate the reciprocal traces, (b) apply the kinematic correction by
shifting the traces up/down, and (c) apply the dynamic correction by taking
the average of both reciprocal traces.

Fig. 3. Seismograms after kinematic and dynamic corrections.

d2(A|B) = dAverage

d2(B|A) = dAverage. (4)

In the above context, d(A|B) and d(B|A) represent the
recorded seismic data prior to the waveform redatum process,
while d1(A|B) and d1(B|A) correspond to the reciprocal seis-
mograms that result from kinematic correction. The travel-time
lag τ is calculated based on the cross correlation between
d(A|B) and d(B|A) [19]. Then, the average waveform is
obtained by averaging the waveform after kinematic correc-
tion. In cases where there are significant differences between
the reciprocal waveforms after kinematic correction, the aver-
age value is used to replace both of them to ensure that the
reciprocal waveforms have the same dynamic information.
As a result, d2(A|B) and d2(B|A) denote the waveforms after
both kinematic and dynamic corrections and exhibit the same
kinematic and dynamic characteristics, as shown in Fig. 3.

B. Convolution and Cross Correlation

Fig. 4(a) shows a two-layer medium containing an irregular
refractor, along with a 2-D survey that has been deployed
on surface. The acquisition geometry for this survey includes
two reciprocal sources, A and D (represented by red solid
stars) situated at the two edges of the acquisition line, as well
as two receivers, B (indicated by an empty red star) and C
(represented by a solid blue triangle), that have been selected
between points A and D. To ensure that the received events
correspond to refractions rather than directs, the offsets AC
and DB have been selected to be larger than the crossover
offset and should be guaranteed as the postcritical distance.

Green’s function, which depicts the essential characteristics
of the propagation path from point A to C, from point
D to B, from point A to D, and from point B to C,
is denoted as G(A, τAC|C), G(B, τB D|D), G(A, τAD|D), and

Fig. 4. WPRI method for a two-layer model, where the lower layer has a
faster seismic velocity than the upper layer. (a) Green line represented the
propagation direction associated with the wavefield, which activated from A
and received by D. The blue line indicates the wavefield from A to C. The
brown one is the wavefield from D to B. (b) Red path of the calculated
wavefield through the convolution and cross correlation operations from B
to C. The virtual data are also indicated above the model.

G(B, τBC|C) [35]. These functions are graphically shown in
Fig. 5(a)–(c). In the frequency domain, they are written as
ei(ωτAC ), ei(ωτDB), ei(ωτAD), and ei(ωτBC). Here, τAC, τDB, τAD,
and τBC are the travel time of each event, and they are
corresponding to the propagation time and related path from
point A to C, from point D to B, from point A to D, and from
point B to C.

In seismic interferometry [34], the convolution of two
traces in the time domain is equal to the multiplication of
their respective Green’s functions in the frequency domain,
while cross correlation involves multiplying one trace with
the complex conjugate of the other in the frequency domain.
In the present scenario, the convolution of two seismic traces,
G(C, τAC|A) and G(D, τDB|B), results in duplicated raypaths
[as shown in Fig. 4(a)] between the subsurface points x and
x ′. To eliminate the duplicated raypath xx ′ as well as the two
segments Ax and x ′ D, cross correlation is employed to the
trace G(D, τAD|A) with the result of the convolution, as shown
in the following equation and Fig. 4(b):

Gvir
= G(C, τAC|A)G(B, τDB|D)G(D, τAD|A)∗

= eiωτAC × eiωτDB × e−iωτAD

= eiω(τAC+τDB−τAD)

= eiωτBC (5)

where the variable ω is frequency, and the virtual wavefield
Gvir has τBC travel-time value, which is the same as the true
wavefield GBC. The created virtual waveform is shown in
Fig. 6(a), and the true and virtual waveform are indicated
using blue and red lines. It can be observed that the virtual
waveform exhibits a congruent phase with true trace; however,
the amplitude spectrum demonstrates a notably sharper peak
distribution. The reason is that there will be an extra amplitude
spectrum |W (ω)|2, which is shown in Appendix A.



5921110 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 61, 2023

Fig. 5. Waveform related to (a) raypath AC, (b) raypath DB, and (c) raypath
AD in Fig. 4(a).

Fig. 6. Comparative analysis of virtual and true traces is conducted utilizing
two distinct methodologies: (a) employing convolution and cross correlation
techniques and (b) implementing source wavelet deconvolution to derive the
virtual waveform. The virtual trace is represented by a red line, while the true
trace is denoted by a black line.

C. Source Wavelet Deconvolution

One option to correct the dynamic character of virtual
waveform is to employ source wavelet deconvolution [30],
[36], which is to reduce the extra convolved source wavelet.
Equation (6) provides the expression for the source wavelet
deconvolution

D(B|C)vir
=

Dvir(B|C)

D(A|D)D(A|D)∗ + ϵ

=
eiω(τAC+τDB−τAD)|W (ω)|2W (ω)

eiωτAD e−iωτAD |W (ω)|2 + ϵ

= W (ω)eiωτAD . (6)

To prevent instability arising from small denominator value,
we incorporate a small value ϵ at the corresponding location
during the process. Fig. 6(b) shows the corrected wave-
form following deconvolution, which exhibits nearly identical
dynamic characteristics as the true event. Although some dis-
crepancies resulting from numerical errors may be observed,
these are generally acceptable, as in practice, the waveform
inversion misfit is influenced by numerous factors and cannot
be reduced to zero. Therefore, any slight differences are often
negligible and the virtual seismogram can still be effectively
utilized in waveform inversion. The specific details are illus-
trated in Appendix B.

III. NUMERICAL EXAMPLE

A. Synthetic Model

In this section, we demonstrate the applicability of WPRI
by applying it to a data set created using a synthetic velocity
model. Fig. 7(a) presents the velocity model, which measures
1200 × 140 m and consists of two layers. The interface is
located at a depth of 90 m, while the upper and lower layers
have 500 and 4500 m/s, respectively. We have introduced a

Fig. 7. (a) True velocity model used to create synthetic data. (b) Initial
velocity used in EWI.

sharp horizontal velocity variation in the second layer, which
violates the high-frequency assumption [37] to illustrate the
feasibility of our waveform inversion procedure. The survey
comprises a total of 90 sources and receiver points with
12-m spacing on the surface. To generate the seismograms,
we utilized a fourth-order spatial and two-order time scheme
finite-difference code [38] to simulate acoustic waveform with
a total recording time of 0.8 s and a sample rate of 0.2 ms.
At each source position, we applied a Ricker source wavelet
with a peak frequency of 30 Hz.

Utilizing a total of 180 traces from the first and last CSGs,
as well as select near-offset traces correlating to the direct
waves, we have harnessed these inputs as the fundamental
basis of our proposed WPRI technique. In order to eliminate
the head wave presented in each of the selected traces,
we applied a taper window spanning two to three wavelengths
surrounding the first arrival travel time. The resulting muted
the 1st and 90th shot gathers that were utilized in the calcu-
lation of the virtual waveform can be observed in Fig. 8(a)
and (c), respectively. In addition, Fig. 8(b) shows the 20th
shot gather containing solely near-offset traces. The muted
data are converted to the frequency domain and are shown
as combinations of multiplication and division related to
convolution, cross correlation operations, and source wavelet
deconvolution in the time domain that are applied to obtain
the virtual event. Then, the seismic traces are transformed back
into the time domain. Fig. 9(a) and (b) shows, respectively, the
authentic synthetic and virtual 20th CSGs generated by means
of the proposed WPRI technique. It is noteworthy that both
shot gathers present identical travel-time details, pertaining
to the kinematic nature of the signal. Furthermore, Fig. 9(c)
presents a comparison of traces between 51 and 70 in the
20th genuine and virtual CSGs, where the former and latter
are denoted by blue and red lines, respectively. We could see
that virtual waveforms possess great resemblance to true wave-
forms. It demonstrates that our proposed WPRI technique can
produce virtual waveforms with almost correct dynamic char-
acters besides kinematic characters shown in Fig. 9(d) [24].
There are some Gibbs effects on virtual waveform because
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Fig. 8. (a) 1st, (b) 20th, and (c) 90th CSGs in the synthetic data generated
by the velocity model shown in Fig. 7.

Fig. 9. 20th CSG of (a) true and (b) virtual CSGs. (c) Comparing traces
51–70 traces, blue lines are true traces, while red lines are virtual traces.
(d) Travel-time difference between real and virtual travel times created by the
travel-time PRI method [24].

we mute the seismic data and apply the convolution and cross
correlation in the frequency domain [39], but these slight
differences are not an important obstacle that prevents the use
of these virtual traces in waveform inversion.

We first apply EWI and refraction wavefield migration
on the true waveform. The initial model used for the EWI
as shown in Fig. 7(b) is a smoothed version of the true
model. The reconstructed velocity model of EWI is shown in
Fig. 10(a), and it is noticeable that the inverted velocity model
has strong agreement to the true velocity model. In addition,
Fig. 10(b) represents the refraction wavefield migration image,
which utilizes interferometry to create virtual reflection shot
gather from refraction wavefield and prestack depth migration
(PSDM) to construct subsurface reflectivity of refractor [20].
In this case, we use Kirchhoff PSDM to map interferometric
reflection gathers to map the refractor location. We notice that
the sparsity of seismic survey will lead to the linear artifacts
above the refractor, as shown in Fig. 7(b). The WPRI’s virtual
data shown in Fig. 9(b) are, now, used for EWI and refraction

Fig. 10. (a) EWI velocity tomogram and (b) refraction wavefield migration
result of true dataset.

Fig. 11. (a) EWI velocity tomogram and (b) refraction wavefield migration
result of virtual dataset created by WPRI.

wavefield migration. The final tomography and imaging results
are shown in Fig. 11(a) and (b) and reveal the correct velocity
distribution although there are some linear artifacts due to
the sparsity of seismic survey. In addition, they have strong
correspondence to the true velocity model and imaging results
of virtual data in Fig. 10(a) and (b). Fig. 12(a) and (b) repre-
sents the difference value distribution of EWI and refraction
wavefield migration result in this synthetic numerical example.
The comparison shows that the value difference of most pixels
is very small. It demonstrates that virtual data created by our
advocated WPRI technique can produce velocity models and
reflectivity that are close to the seismic imaging results of the
true dataset.

B. Field Data

A seismic survey recorded near the Gulf of Aqaba in
Saudi Arabia (see Fig. 13) [40] is also used here to illustrate
our method’s feasibility. This site is selected because the
geological background of the site [40] shows several new fault
ruptures, which cause subsurface geological discontinuity. The
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Fig. 12. Distribution of difference value of (a) EWI and (b) refraction
wavefield migration result using true and virtual dataset in synthetic numerical
example.

Fig. 13. (a) Google Earth satellite image showing the location of the study
area at the eastern side of Gulf of Aqaba. (b) Shaded relief topographic map
of the study area (color scale in meters), with details shown in (c), including
the seismic profile (white) and two easily identified normal faults (red). Cited
from [40].

recorded 2-D profile is 300 m long and placed at an alluvial
fault location. A total of 120 receivers with 2.5-m spacing are
deployed and one shot is fired next to each receiver. In addi-
tion, a 200-lb accelerated weightdrop is used to generate the
seismic energy. The signal-to-noise ratio (SNR) of this dataset
is very high, as shown in Fig. 14(a). To eliminate any high-
frequency noises, we apply a bandpass filter from 10 to 40 Hz
on this set of data and the result is shown in Fig. 14(b).
To mute around the early arrival waveform, a taper window
with three periods is applied on the recorded dataset and the
result is shown in Fig. 14(c). The proposed WPRI technique
is applied on a pair of reciprocal shot gathers located at the
two sides of the survey (240 traces) to generate the virtual
traces of all other 118 shot gathers (a total of 14 000 virtual
traces). Similar to the synthetic example, we used a couple of
infilled shot gathers where only traces with direct wave are
kept to interpolate for direct-wave information, as shown in
Fig. 15(a) and (b).

Guided waves are clearly seen below the refraction wave-
field in this field example. The virtual 20th CSG generated by
the proposed WPRI methodology is represented in Fig. 15(b).
We could see that the refraction wavefield has been recov-
ered successfully. In addition, other wave modes around the
refraction wavefield such as the guided wave can be eliminated
since this type of wave mode does not conform to the
refraction wavefield physical path propagation, which is the
basis of WPRI. The comparison between true and virtual
traces in the offset range of 210–225 m (corresponding to

Fig. 14. 1st CSG in (a) original, (b) filtered, and (c) muted Aqaba Gulf data.

Fig. 15. Muted 20th CSG of (a) filtered Aqaba Gulf data and (b) virtual
data created using WPRI technology. (c) Comparison between true (blue) and
virtual (red) of the 86th-to-90th traces.

traces 86–90) is shown in Fig. 15(c), and they have similar
kinematic and dynamic characters. In this field data example,
the feasibility of WPRI approach to recover both kinematic
and dynamic characters has been demonstrated. We applied
EWI and migration on true and virtual datasets. As shown in
Fig. 16(a), the initial velocity model used for both of these
two methods is constructed by travel-time tomography [17].
It is obvious that the fault is located at the midpoint of the
model, which is close to the geological survey result. The
reflectivity constructed by refraction wavefield migration is
shown in Fig. 16(b).

The tomogram created by EWI data is shown in Fig. 17(a),
and it could reveal some small anomalies and indicate fault
successfully. As shown in Fig. 17(b), the refraction wavefield
migration image using the velocity model constructed by EWI
has a superior degree compared to Fig. 16(b) due to the
improvement of background velocity model. Fig. 18(a) and (b)
shows EWI and refraction wavefield migration results of
virtual dataset, which has a great resemblance to the results
of true data, respectively. Fig. 19(a) and (b) shows the
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Fig. 16. (a) Travel-time tomogram of Aqaba dataset. (b) Refraction wavefield
migration calculated from travel-time tomogram and Aqaba Gulf dataset.

Fig. 17. (a) EWI tomogram of true Aqaba dataset. (b) Refraction wavefield
migration calculated from EWI tomogram and Aqaba dataset.

discrepancy distribution of EWI and refraction wavefield
migration values between the true and virtual datasets, respec-
tively. The vast majority of pixels exhibit negligible value
differences. Hence, the present field data example effectively
validates the viability and practicality of our methodology in
the context of real data analysis.

IV. DISCUSSION

A. Field Data Noises’ Effect

Data noises caused by different environmental factors in
real data examples are expected. This type of problem may
lead to the failure of WPRI method. Here, we discuss a
simple numerical model consisting of a flat interface (see
Fig. 20) to illustrate the data noises’ effect. This model has
two layers, and the P-wave velocity of the first and second
layers is 500 and 4500 m/s, respectively. The thickness of the
first layer is 80 m. A total of 90 sources and 90 receivers
are placed at the surface with 12-m spacing between each
of the two sources/receivers. To generate the seismic data,

Fig. 18. (a) EWI tomogram of the WPRI-virtual Aqaba dataset. (b) Refraction
wavefield migration calculated from WPRI-EWI tomogram and Aqaba dataset.

Fig. 19. Distribution of difference value of (a) EWI and (b) refraction
wavefield migration result using true and virtual dataset in Aqaba field dataset.

Fig. 20. Synthetic velocity model used to test noise effect.

a Ricker wavelet with 30-Hz middle frequency is activated and
the generated wavefield is calculated for each source location
using a 0.2-ms time step.

We add noises to the generated data, which will lead to
kinematic and dynamic uncertainty, and hence, the seismic
data will not conform the far-field reciprocity theorem. The
procedure to add noises is shown as follows.

1) Generate a series of random variables.
2) Use this set of random variables to obtain the corre-

sponding time shift values.
3) Apply these time shift values on each trace of seismic

data to create kinematic uncertainty.
4) Add random noises on each trace for dynamic

uncertainty.
After muting early arrival waveform, the 1st, 20th, and 90th

CSG of the noisy data are shown in Fig. 21(a)–(c), respec-
tively. We could see that the muted noisy seismograms do not
obey the reciprocity theorem. We utilize the 1st and 90th CSG
as the input information of WPRI procedure, and Fig. 21(d)
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Fig. 21. (a) 1st, (b) 90th, and (c) 20th CSG in the muted noisy seismic data.
(d) 20th CSG in the virtual seismogram generated by WPRI.

Fig. 22. Sketch shows the WPRI method for a two-layer model, where the
lower layer has a faster seismic velocity than the upper layer. (a) Green line
represents the propagation direction associated with the wavefield activated
at A and received at D. The blue line indicates the wavefield from A to C.
The red line is the wavefield from D to B. (b) Blue line represents the virtual
PRI raypath from B to C calculated by convolution and cross correlation
operations. The trace above the model represents the virtual trace from a
virtual source at B and received at C.

shows the generated virtual 20th CSG. By comparison with the
true noisy 20th CSG in Fig. 21, it is evident that the recovered
seismogram does not have good quality and cannot be used
in seismic imaging methods.

B. Application Limitation of WPRI

As shown in Fig. 22(a), for near-offset source and receiver
pairs, the head wave associated with the direct-wave mode
does not adhere to the wavepath of the virtual wavefield used
in (5). Fig. 22(b) shows the real near-offset waveform, which
is denoted by the purple arrow. They diverge from the virtual
wavefield calculated through our approach represented by the
blue dashed curve. In such scenarios, it is necessary to gather
additional short offset traces and perform interpolation prior to
applying the WPRI technology. Furthermore, for some cases

Fig. 23. WPRI method for a two-layer model, where the lower layer has a
faster seismic velocity than the upper layer and there is a strong velocity
gradient in the second layer. The green line is the propagation direction
associated with the wavefield activated at A and received at D. The purple line
indicates the wavefield from A to C. The brown one is the wavefield from D
to B. There is no common path between the propagation path between these
three wave modes.

Fig. 24. Synthetic velocity model used to test WPRI in case of a strong
velocity gradient.

Fig. 25. (a) 1st, (b) 20th, and (c) 90th CSGs in the synthetic data of the
velocity model in Fig. 24.

involving far-offset traces and gradient velocity models, the
diving wave is frequently encountered so that the wavefield
from B to C cannot be derived by canceling the common
wavepath, as shown in Fig. 23. Another reason is that the
sources are not at stationary positions in the case of diving
waves. Thus, the WPRI methodology cannot be used to obtain
virtual waveform in the model with strong velocity gradient.

As an example, the velocity model shown in Fig. 24 is
used to illustrate this limitation. The size of this model is
4800 and 1360 m. The model shows a strong gradient velocity
value ranging from 500 to 4500 m/s. There are 90 sources
and 90 geophones along the surface with spacing equal to
48 m. The source wavelet is a Ricker wavelet with a 10-Hz
peak frequency. In addition, we have 9001 time steps with
0.1 ms. The forward simulation methodology is fourth-space
and second-time order finite-difference algorithm of acoustic
wave equation. The first and last CSGs which we used as input
to the WPRI are shown in Fig. 25(a) and (b), respectively.
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Fig. 26. (a) Real and (b) virtual CSG no. 20. The real traces show a
clear curvature in the refraction event due to the strong velocity gradient
(Fig. 24), while the virtual traces lost this curvature. (c) Comparison between
the real and WPRI-virtual traces. (d) Travel-time difference between real and
PRI-virtual travel times in case of strong velocity gradient as discussed in [24].

We also kept several near-offset traces related to direct wave,
and Fig. 25(c) shows the 20th CSG as an example. The
seismograms that are shown in Fig. 26(a) and (b) are the real
and virtual 20th CSGs in our technology. A shift between the
raw and virtual traces at the transition zone between direct and
diving waves is clearly observed; in addition, the virtual traces
lost the curvature shown on the real traces [Fig. 26(a)]. Here,
this curvature is due to the strong velocity gradient; however,
the virtual traces show a constant slop with no curvature [see
Fig. 26(b)]. Fig. 26(c) shows the comparison between the real
and virtual traces in the case of strong gradient velocity model,
which highlights the absence of the curvature in the virtual
traces. This observation is in accordance with the failure
case of travel-time PRI for gradient velocity model discussed
in [24], see Fig. 26(d). This is true, also for far-offset traces,
where real and virtual seismograms have different dynamic
characters. This example suggests that our proposed WPRI
method is not applicable in the case of strong diving wave
examples.

V. CONCLUSION

Based on the seismic interferometry principle, we extend
the scope of travel-time PRI to the waveform domain in
which numerous refraction wavefields can be calculated and
utilize wavelet deconvolution to correct dynamic character.
Our methodology could obtain virtual waveform with less
acquisition cost in 2-D acquisition geometries used often in the
petroleum industry and engineering. Each trace, which is not
recorded directly, can be calculated from the first, the last shot
gathers, and several infilled short offset gathers, but the diving
waves that are associated with gradient velocity models cannot
be derived using this method. The virtual data created by our
proposed method could be used in waveform-based inversion
and refraction wavefield migration to image the subsurface
structure. In the future, we will investigate WPRI applicability
in more complex geological structures and its extension in
other wave modes.

APPENDIX A

The recorded seismogram can be presented by the convo-
lution of source wavelet and Green function. In the frequency
domain, the recorded data related to raypaths AC, BD, and
AD can be presented as follows:

D(A|C) = W (ω)G(A|C)

D(B|D) = W (ω)G(B|D)

D(A|D) = W (ω)G(A|D). (A-1)

In the WPRI procedure, we need to calculate the convolution
of D(A|C) and d(D|B) first. We refer the convolution of
D(A|C) and D(D|B) to as D1 in the frequency domain and
can be presented as follows:

D1 = D(A|C)D(B|D)

= W (ω)G(A|C)W (ω)G(B|D)

= W (ω)2G(A|C)G(B|D). (A-2)

Then, we should estimate the cross correlation of the
convolution result D1 and D(D|B), and this step is equal to
the multiplication of D1 and D(A|D)’s conjugate term. The
conjugate of D(A|D) is presented as follows:

D(A|D)∗ = W (ω)∗G(A|D)∗. (A-3)

We use D2 to represent the cross correlation result, and the
corresponding step can be shown as follows:

D2 = D1 D(A|D)∗

= W (ω)2G(A|C)G(B|D)W (ω)∗G(A|D)∗

= W (ω)W (ω)∗W (ω)G(A|C)G(B|D)G(A|D)∗

= |W (ω)|2W (ω)G(B|C) (A-4)

where G(A|C)G(B|D)G(A|D)∗ = G(B|C) is demonstrated
in Section II. It is obvious that there is an extra amplitude
spectrum |W (ω)|2 contained in the WPRI result D2.

APPENDIX B

For the extra convolved source wavelet, we divide the result
calculated by convolution and cross correlation over |W (ω)|2

in the frequency domain to remove this extra term and the
result is displayed using D3 as follows:

D3 =
D2

|W (ω)|2

=
|W (ω)|2W (ω)G(B|C)

|W (ω)|2

= W (ω)G(B|C). (B-1)
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