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Abstract— Airborne synthetic aperture radar (SAR) data
focusing in the presence of highly variable squint angles is
addressed in this work. To do this, a time-domain SAR focusing
algorithm has been developed to account for the target-dependent
nature of the acquisition squint angle. For comparison purposes,
we have considered also a SAR processor based on the use
of an azimuth-invariant processing squint angle. Moreover, real
data acquired by two different X-band airborne SAR systems
have been analyzed. The aims of the work are twofold. First,
we show that the adoption of an azimuth-invariant processing
squint angle, typically pursued by computationally efficient
focusing strategies, may become inappropriate in several airborne
missions, which are typically corrupted by motion errors induced
by atmospheric turbulence. On the contrary, these problems
are circumvented through the developed time-domain focusing
strategy, which exploits a target-dependent processing squint
angle that is coincident with the acquisition one. Second, we show
that the proposed focusing strategy must be properly revised in
the case of interferometric processing. In particular, we show that
if the (target-dependent) acquisition squint angle is different for
the two interferometric channels used, we have to move toward
a different focusing paradigm, say, an interferometric focusing
solution. This is again based on considering a target-dependent
processing squint angle, but for each target, this processing angle
should be equal neither to the acquisition squint angle of the
“main” acquisition nor to that of the “secondary” one: it must
instead lie halfway between them. We prove that this approach
is appropriate to obtain high interferometric coherence, and it
is suboptimal to separately focus the interferometric channels.

Index Terms— Airborne synthetic aperture radar (SAR), back-
projection algorithm, squint.

I. INTRODUCTION

AS is well known, synthetic aperture radar (SAR) sys-
tems [1], [2] can reach high spatial resolution, thanks to
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the movement of the platform on which they are mounted.
In this regard, they can be classified as ground-based
SAR systems [3] when arranged on ground track rails,
spaceborne SAR systems [4], [5], [6] when mounted on
satellites, and aerial SAR systems [7] when installed on
airplanes [8], [9], [10], [11], [12], [13], [14], [15], [16], heli-
copters [17], unmanned aerial vehicles (UAVs) [18], [19], [20],
or drones [21]. The use of one of these three different
classes of SAR systems, which are complementary in terms
of technical capabilities (such as spatial coverage, resolution,
and revisit time), impacts the focusing procedure that is
adopted to process the raw radar data collected onboard.
More specifically, in the ground-based and spaceborne SAR
cases, the tracks followed by the platforms are typically very
stable, that is, they are locally well approximated as rectilinear
ones (at least within the synthetic aperture). Moreover, during
the acquisition, the velocity and the attitude (given by the
combination of the roll, pitch, and yaw angles) of the platform
are practically constant. These particular features make it
feasible to apply accurate and computationally efficient SAR
data-focusing procedures operating in the spectral domain [1].

In the case of aerial systems, instead, the flight tracks are
usually characterized by deviations from an ideal linear trajec-
tory. Furthermore, the platform velocity is not constant during
the acquisition, thus producing nonuniform spatial sampling
of the raw data along the azimuth direction [1], [2], at least
when the radar pulse repetition frequency (PRF) is constant,
as is usually the case for common radar systems. Finally, the
platform attitude changes during the acquisition, thus inducing
variations in the pointing direction of the radar antenna. There-
fore, the squint angle [1], [2] becomes dependent also on the
slow time. All these effects, related to rather common instabil-
ities of the aerial platforms along the flight track, are referred
to as motion errors. Due to the presence of motion errors, the
extension to aerial SAR data of the computationally efficient
focusing procedures adopted for ground-based or spaceborne
SAR data is not straightforward. More specifically, to focus
SAR data affected by motion errors, accurate knowledge of the
position of the SAR antenna phase center (APC) during the
acquisition as well as the topographic profile of the illuminated
scene are strictly required [1]. For this reason, the information
provided by the navigation unit mounted onboard as well as
a digital elevation model (DEM) of the observed area are
necessary to focus aerial SAR data. When all these ancillary
data are available, the presence of track deviations and forward
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velocity variations can be accounted for in the spectral domain
by properly integrating the processing chain tailored to the
simpler acquisition geometry characterized by the absence of
motion errors. To this aim, the so-called motion compensation
(MOCO) steps [22], [23] are added, with the aim of reas-
signing the SAR data to an ideal linear flight path, named
nominal track, with a constant azimuth sampling. Moreover,
some additional processing strategies [24], [25], [26] may
be implemented with the aim of limiting the effects of the
so-called beam-center approximation (BCA) [27], which is
necessary to pursue computationally efficient focusing in the
spectral domain with integrated MOCO.

We note that the spectral-based approaches with inte-
grated MOCO adopt a nominal linear processing flight
path [22], [23], as well as a nominal azimuth-invariant pro-
cessing Doppler centroid [28].

Regarding the adoption of a nominal linear processing flight
path, it can be shown [23] that due to the approximations
exploited by such spectral-based focusing approaches with
integrated MOCO, the higher the deviations of the actually
flown track from the nominal one, the worse the quality of
the SAR images obtained.

Adoption of a nominal azimuth-invariant processing
Doppler centroid corresponds to the use of a processing
squint-angle that is constant along the azimuth direction. How-
ever, the attitude fluctuations of the aerial platform during the
radar acquisition unavoidably induce, in some flight portions,
discrepancies between the actual, say acquisition, squint angle
and the processing one, thus impairing, in some areas, the
quality of the SAR images.

These effects have been shown in [29], where the perfor-
mance of a spectral-domain focusing algorithm, namely the
extended chirp-scaling one [1] with integrated MOCO [22],
have been compared with those of a time-domain focusing
approach capable of operating with a space-variant Doppler
centroid [29]. In particular, the experiments presented in [29]
are relevant to airborne acquisitions intentionally carried out
over strongly nonlinear flight paths, specifically, a track involv-
ing a drop in altitude of approximately 250 m, a double-bend
track, and a track with a 90◦ curve. From the results presented
in [29], it turns out that for these strongly nonlinear acquisi-
tion geometries, the spectral-based approaches with integrated
MOCO are doomed to fail unless the flown track is subdi-
vided into subtracks, characterized by different nominal tracks
and different mean processing Doppler centroids. Moreover,
in [29] it is also shown that, at least for the considered
strongly nonlinear tracks, the strategy of mosaicking overlap-
ping patches of raw data focused on different nominal grids is
suboptimal with respect to the focusing procedures operating
in the time domain with a space-variant processing Doppler
centroid.

In this work, we present a solution to the problems related
to the focusing of airborne SAR data in the presence of
strong azimuth variations of the antenna pointing direction,
which means strong azimuth variations of the acquisition
squint angle. In particular, we deepen the preliminary analysis
that we presented in [30] and extend it to the interferometric
case. To do this, we have developed a time-domain focusing

algorithm that, similar to that in [29], is capable of accounting
for the space-variant nature (in both range and azimuth direc-
tions) of the squint angle induced by the variations of the
pointing direction of the radar antenna during the acquisition.
For focusing each target, the algorithm properly selects the
corresponding synthetic aperture by using the navigation data
collected onboard, to pick the track portion from which the
radar antenna illuminates the considered target within its major
beam. For comparison purposes, we have also considered
a SAR-focusing processor that exploits an azimuth-invariant
processing squint angle [28] calculated according to a nominal
straight flight track. In particular, to better isolate the effects
of the azimuth variations of the squint angle on the obtained
SAR image, to design the latter processor, we have pursued
a time-domain approach. In this way, we have ruled out
some additional image degradation effects potentially related
to the other approximations applied by the spectral-based
focusing algorithms with integrated MOCO [22], [23]. Both
SAR processors have been applied to real data acquired by
two different X-band airborne SAR systems.

The aims of the work are twofold. The first one is to show
that the adoption of an azimuth-invariant processing squint
angle may be inappropriate not only for radar acquisitions
intentionally carried out over strongly nonlinear flight paths,
as those considered in [29]. To do this, in all the experiments
presented, we consider acquisition scenarios representative of
a wide class of common aerial SAR missions. They involve
flight paths that are planned to be as linear as possible and
with no intentionally induced squint angles but are affected by
unavoidable motion errors. We show that, in these cases, the
adoption of a focusing approach where the target-dependent
processing squint angle is equal to the (target-dependent)
acquisition one allows us to overcome all the problems arising
from the use of an azimuth-invariant processing squint angle.

The second aim is to show that the strategy adopted to
obtain accurate focusing in the presence of azimuth variations
of the acquisition squint angle may become inappropriate for
interferometric purposes; therefore, in this case, the focusing
strategy needs to be properly revised as proposed. More
specifically, if the (target-dependent) acquisition squint angles
of the two interferometric channels1 are different, focusing
the two images with two different (target-dependent) process-
ing squint angles (each of them equal to the corresponding
acquisition squint angle) generally leads to an impairment
of the coherence of the final interferogram. To circumvent
this problem, we show that the two images of the con-
sidered interferometric pair must again be focused with a
target-dependent processing angle. However, for each target,
this processing squint angle must be the same for the main and
secondary images and must lie halfway between the different
acquisition squint angles of the two interferometric channels.
To show this, we consider an airborne dataset acquired through
a cross-eyed single-pass interferometric configuration. It is
remarked that such a configuration has been not intentionally
realized. Indeed, it accidentally occurred during an airborne

1In this work, the two channels (as well as the corresponding antennas
and/or images) of an interferometric configuration are indicated with the terms
“main” and “secondary”.
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Fig. 1. Airborne SAR acquisition geometry.

SAR mission while mounting a lightweight radar system and
the corresponding antennas onboard an aircraft that does not
exclusively operate for SAR monitoring purposes. In this
regard, it is worth stressing that such an installation scenario
is well representative of an increasingly widespread class of
aerial SAR missions that involve compact and lightweight
systems mounted just before the beginning (and unmounted
just after the end) of SAR acquisition campaigns operated
through small and flexible aerial platforms [7].

The work is organized as follows. Section II shows the
main rationale of the time-domain SAR processor. Section III
describes the proposed time-domain focusing procedure based
on using a target-dependent processing squint angle capable of
accounting for the target-dependent nature of the acquisition
one. Section IV shows how the procedure of Section III
must be modified to implement a focusing strategy based
on the adoption of an azimuth-invariant processing squint
angle. In Section V, the two focusing strategies described in
Sections III and IV are compared through an experimental
analysis conducted on real data acquired by two different
X-band airborne SAR systems. Section VI shows how the
focusing approach of Section III should be revised in the case
of interferometric processing. Section VII reports conclusions
and final remarks.

II. SAR FOCUSING IN TIME-DOMAIN: MAIN RATIONALE

Let us consider the SAR acquisition geometry depicted in
Fig. 1: the vector A⃗n represents the position of the radar APC
at the (slow) time tn , whereas the vector T⃗ represents the
position of a generic target to be focused. The vector R⃗n(T⃗ )

represents the position of the target with respect to the APC
at tn

R⃗n
(
T⃗

)
= T⃗ − A⃗n. (1)

Its amplitude Rn(T⃗ ) = |R⃗n(T⃗ )| is the antenna-to-target
distance at tn . Let us then consider the so-called range-
focused SAR signal [1], say h(n, m), obtained by applying
a proper processing procedure to the raw radar data recorded
onboard. For further details on this processing step aimed at
improving the range resolution of the SAR image, the reader

can refer to [1]; we just recall that the procedure is very
easy to implement and depends on the characteristics of the
transmitted waveform [1], [31]. Similar to the raw data, h(n,
m) is a 2-D matrix whose indexes n ∈ {1, 2, . . . , N } and
m ∈ {1, 2, . . . , M} are related to the slow and the fast times,
respectively [1], where N and M are the number of recorded
azimuth and range samples, respectively.

The focusing procedure, in the time domain, requires that
for each target T⃗ , the following coherent summation is carried
out2 [29], [32], [33], [34]:

f
(
T⃗

)
=

k+
K
2∑

n=k−
K
2

h(n, mn) exp
[

j
4π

λ
Rn

(
T⃗

)]
w

[
n, Rn

(
T⃗

)]
(2)

where λ is the wavelength, the index mn = mn[Rn(T⃗ )] selects
the radar data relevant to the distance Rn(T⃗ ) and the weighting
function w(·) can account for the attenuation of the received
radar echo due to the shape of the antenna pattern as well
as the round-trip path of the electromagnetic wave. Moreover,
in (2), the indexes K and k define the length (in samples) and
the center of the processed synthetic aperture, respectively.

Although the analytical structure of the summation in (2) is
quite simple, its implementation requires we apply processing
strategies that are peculiar to each specific SAR processor.
In particular, to focus the generic target T⃗ through the imple-
mentation of the coherent summation in (2), the following
operations must be carried out:

1) calculation of the distance Rn(T⃗ );
2) setting of the length K ;
3) evaluation of the index k.
The first two of the above-mentioned steps represent stan-

dard procedures that are implemented by all the focusing
algorithms tailored to SAR data acquired by aerial platforms.
The third step is different in that it is peculiar to each specific
SAR processor and is related to the capability of the focusing
algorithm to follow the variations of the antenna pointing
direction during the radar acquisition.

More specifically, the calculation of the antenna-to-target
distance Rn(T⃗ ) in (1) is carried out through the use of an
available external DEM of the observed area and the flight data
recorded by the navigation system, which typically embeds the
inertial measurement unit (IMU) and the Global Navigation
Satellite System (GNSS). More details relevant to this standard
procedure are provided in Appendix A.

The number, K , of samples that define the synthetic aperture
length in (2) depends on the required azimuth resolution. Once
the latter is fixed, assuming uniform velocity and constant PRF,
K depends on the antenna-to-target distance [1]. However,
in the presence of track deviations and forward velocity
variations, K becomes target-dependent. Therefore, for each
considered target, this parameter should be independently set
in (2). On the other hand, for flight missions planned to be
as rectilinear as possible with a forward velocity as constant
as possible, we can safely neglect in (2) the dependence of
K from parameters other than the antenna-to-target distance,

2In the expression in (2), without any loss of generality, we have considered
a monostatic SAR system: extension to the bistatic case can be straightfor-
wardly obtained.
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Fig. 2. Relevant to the calculation of the time instant at which the radar
antenna illuminates the target at the azimuth beam center: definition of the
unit vector Ŝn and the plane Pn .

thus accepting throughout the focused image very marginal
deviations of the obtained azimuth resolution with respect to
the set one.

To calculate in (2) the index k that sets the center of
the synthetic aperture selected to focus the generic target
T⃗ , two different main approaches may be adopted. The first
one is capable of accounting for the space-variant nature
of the acquisition squint angle induced by the variations of
the antenna pointing direction during the radar acquisition.
The second one, less accurate but easily compatible with the
spectral-based SAR focusing approaches, is based on the use
of an azimuth-invariant processing squint angle, computed
according to a nominal straight flight track. This approach
is, however, not optimal when the acquisition squint angle is
azimuth-variant, that is, when the flight path is not rectilinear
and the antenna pointing direction changes during the radar
acquisition. The two approaches are separately discussed in
Sections III and IV.

III. TIME-DOMAIN SAR FOCUSING: TARGET-DEPENDENT
PROCESSING SQUINT ANGLE

To account for the azimuth variations of the antenna point-
ing direction due to the attitude variations of the platform,
the index k in (2) must be chosen by finding the time instant
tk at which the radar antenna illuminates the target T⃗ at the
center of the azimuth beam. To do this, let us refer to Fig. 2
where, just for the sake of simplicity and without any loss
of generality, we have considered an aperture antenna whose
azimuth beam center is at the boresight.3 In the figure, the
unit vector Ŝn is oriented as the azimuth antenna side, whereas
the plane Pn , highlighted in gray, is orthogonal to Ŝn . Note

3A similar procedure can be straightforwardly extended to any other radar
antenna whose direction of maximum irradiation is not necessarily at the
boresight.

Fig. 3. Relevant to the calculation of the time instant at which the radar
antenna illuminates the target at the azimuth beam center: definition of the
angle ϕn(T⃗ ).

that for each elevation angle, the direction of the azimuth
beam-center lies on the plane Pn . It is remarked that in the
presence of attitude variations of the platform, the orientation
of the vector Ŝn and the plane Pn become dependent on the
slow time and thus on the index n. To find the time instant tk
at which the target T⃗ is illuminated by the antenna at its beam
center, we have to enforce that R⃗k(T⃗ ) belongs to the plane Pk .
Accordingly, to find the index k in (2), the following condition
must be enforced:

Ŝk · R̂k(T⃗ ) = 0 (3)

where R̂k(T⃗ ) is the unit vector associated with the vector
R⃗k(T⃗ ) defining the direction of the line of sight (LOS) for
the target T⃗ at the (azimuth) beam center, and the operator
“·” denotes the scalar product. Note that the acquisition squint
angle relevant to the target T⃗ is defined as follows:

8
(
T⃗

)
=

π

2
− acos

[
v̂k · R̂k

(
T⃗

)]
(4)

where “acos(·)” is the arccosine function and the index k
enforces (3). Moreover, v̂n, n ∈ {1, 2, . . . , N }, is the unit
vector associated with the platform velocity vector; therefore
v̂k in (4) is the velocity unit vector at the time instant
tk . In (4), we have omitted, for the sake of simplicity, the
dependence of the index k on T⃗ . In any case, it is remarked
that the acquisition squint angle in (4) is target-dependent.
It is also noted that calculating the index k in (2) through
the condition in (3) implies that, for each target to be focused,
the corresponding synthetic aperture is selected according to a
processing squint angle that coincides with the actual, target-
dependent, acquisition squint angle in (4). For this reason,
this case is referred to as focusing with target-dependent
processing squint angle.

Numerical calculation of the index k in (2), capable of
enforcing the condition in (3), is now in order. To this aim,
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Fig. 4. SAR focusing with a target-dependent processing squint angle. Two
targets are considered: T⃗ 1 and T⃗ 2. For each target, the APC position from
which the target is illuminated by the radar antenna at the azimuth beam center
is represented by a green point. The synthetic aperture used to focus the target
is highlighted in red; its center, defined by the index k in (2), is represented
by a yellow point. Note that in this case, for each target, the corresponding
yellow and green points are coincident.

for a given target T⃗ , we define the following quantity:

ϕn(T⃗ ) =
π

2
− acos[Ŝn · R̂n(T⃗ )], n ∈ {1, 2, . . . , N } (5)

which represents the angular separation between the LOS
direction and the plane Pn (see Fig. 3, where the SAR
acquisition geometry is depicted, and Appendix A). Thus, the
index k that enforces the condition (3) can be obtained by
addressing the following numerical problem:

k(T⃗ ) = arg min
n∈{1,2,...,N }

, [|ϕn(T⃗ )|] (6)

which is a convex one (with the exception of a very limited
number of isolated cases occurring in the presence of strongly
nonlinear tracks coupled to severe variations of the antenna
pointing direction) and it can be effectively solved through
local optimization tools. It is finally underlined that to address
the optimization problem in (6), we need to calculate the unit
vector Ŝn at each time instant tn . As shown in Appendix
B, this can be easily done by following the same rationale
adopted to calculate the position A⃗n of the radar APC during
the acquisition.

Summing up, SAR focusing with a target-dependent pro-
cessing squint angle allows following the strong azimuth
variations of the acquisition squint angle as depicted in Fig. 4.
It can be performed in the time domain by carrying out, for
each target, the coherent summation in (2). This basically
requires calculating the index k (defining the center of the
processed synthetic aperture) following the approach sketched
in the block diagram of Fig. 5 (gray box). The inputs are the
following:

1) the position of the radar APC with respect to a local
reference system defined over the antenna itself (see
Appendix B);

2) the antenna lever arm, that is, the position of the radar
APC with respect to a local reference system, centered
in the IMU phase center, and defined within the aerial
vehicle by the IMU itself (see Appendix B);

3) the flight data recorded by the navigation system;
4) an external DEM of the observed area.

Note that the overall procedure shown in Fig. 5 (gray box)
basically consists of two subprocedures, highlighted with the
light blue and green boxes, respectively. The green box is

Fig. 5. Block diagram (gray box) of the SAR focusing approach in the
time domain with a target-dependent processing squint angle: calculation of
the index k in (2). N and M are the number of recorded azimuth and range
samples, respectively. The green box is applied for all the N × M pixels
of the SAR image to be focused. For each target extracted within the green
box, the light blue box computes N values of all the involved quantities
( A⃗n, S⃗n, R⃗n, ϕn).

applied for all the N × M pixels of the SAR image to be
focused. Then, for each target extracted within the green box,
the light blue box computes N values of all the involved
quantities, namely, the APC flight position A⃗n , the antenna
vector S⃗n , the target to antenna vector R⃗n in (1) and the angle
ϕn in (5). For each target, the minimization in (6) (which
can be easily addressed through local optimization procedures)
leads to the searched index k in (2).

IV. TIME-DOMAIN SAR FOCUSING:
AZIMUTH-INVARIANT PROCESSING SQUINT ANGLE

As remarked before, the calculation of the index k in (2)
through enforcement of the condition (3) is a target-dependent
procedure, which has to be repeated separately for each target.
The calculation of the index k can be carried out through
an azimuth-invariant strategy, which is less accurate than the
target-dependent one described above. It is underlined that in
contrast to the latter strategy, the azimuth-invariant one can be
applied by the computationally efficient focusing algorithms
that operate in the spectral domain, such as the one proposed
in [22], which extends to the airborne case the chirp-scaling
approach originally implemented for spaceborne SAR data [1],
or the algorithm presented in [35], which extends to the
squinted case [28] the zero-squint analysis carried out in [23]
for airborne SAR data. For the sake of clearness, in the follow-
ing, we show how such an azimuth-invariant strategy is applied
in the time domain. In this regard, it is worth recalling that
the squint angle 8 in (4) becomes independent of the azimuth
coordinate of the target when the three following conditions
are all enforced (see Appendix C for further details):

1) constant antenna pointing direction during the acqui-
sition (i.e., the orientation of the plane Pn and the
direction of the unit vector Ŝn in Fig. 2 are constant
and, therefore, independent of the index n);

2) linear flight path (i.e., the vector v̂k in (4) is constant
and, therefore, independent of the index k);

3) flat topography.
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This means that the rigorous computation of the index k
in (2) through an azimuth-invariant procedure is appropriate
when the three conditions 1)–3) listed above are all enforced.
When this does not happen, as in the case of realistic aerial
SAR acquisitions, to apply an azimuth-invariant approach for
the calculation of the index k in (2) we need to exploit
approximated quantities. More specifically, instead of the
vector S⃗n , we have to consider its average value during the
acquisition

S⃗ = ⟨S⃗n⟩ (7)

where ⟨·⟩ is the average operator. Moreover, we have to
consider a flat topography (by generating a flat-terrain DEM
starting from the available DEM4). Finally, following the main
rationale of the frequency-domain approaches with integrated
MOCO, we have to consider a nominal rectilinear flight path
(by setting a proper criterion that allows us to define it
starting from the actual flight path) characterized by a constant
platform velocity, v⃗.

By doing so, we can then rewrite (3) and (5) as follows:

Ŝ · R⃗nom
k

(
T⃗ flat

)
= 0 (8)

and

ϕnom
n

(
T⃗ flat

)
=

π

2
− acos

[
Ŝ · R̂nom

n

(
T⃗ flat

)]
, n ∈ {1, 2, . . . , N }

(9)

where Ŝ is the unit vector associated with S⃗ and

R⃗nom
n

(
T⃗ flat

)
= T⃗ flat − A⃗nom

n , n ∈ {1, 2, . . . , N } (10)

with A⃗nom
n being the position of the virtual antenna that follows

the nominal path (rather than that actually flown), and T⃗ flat
the position of the target with respect to the flat-terrain DEM.
Calculation of the index k in (2) is then obtained by enforcing
condition (8). Its numerical evaluation can be addressed by
solving the problem in (6), provided that the quantity ϕn(T⃗ )

is substituted by ϕnom
n (T⃗ flat) in (9), that is,

k(T⃗ ) = arg min
n∈{1,2,...,N }

[∣∣ϕnom
n (T⃗ flat)

∣∣]. (11)

We emphasize that calculating the index k in (2) according
to the condition in (11) implies that, for each target to
be focused, the corresponding synthetic aperture is selected
according to the following processing squint angle:

8p =
π

2
− acos

[
v̂ · R̂nom

k

(
T⃗ flat

)]
(12)

which is azimuth-invariant (see Appendix C). For this reason,
this case, which is depicted in Fig. 6, is referred to as
focusing with an azimuth-invariant processing squint angle.
Of course, when the three conditions 1)–3) listed above are
not enforced, this procedure becomes suboptimal, since the
processing squint angle in (12) becomes different from the
actual acquisition squint angle in (4), and the condition of
azimuth-invariant squint angle is not valid anymore.

Some additional considerations are now in order.

4Note that this does imply the calculation of an average value of the area
topography.

Fig. 6. SAR focusing with an azimuth-invariant processing squint angle.
Two equi-range targets are considered: T⃗ 1 and T⃗ 2. For each target, the APC
position from which the target is illuminated by the radar antenna at the
azimuth beam center is represented by a green point. The azimuth-invariant
processing squint angle considered in the figure is equal to zero. The synthetic
aperture used to focus the target is highlighted in red; its center, defined by
the index k in (2), is represented by a yellow point. Note that in this case,
for each target, the corresponding yellow and green points are generally not
coincident.

SAR focusing with a significantly azimuth-variant process-
ing squint angle necessarily requires the use of a time-domain
approach, as shown in the previous subsection. Differently,
SAR focusing with an azimuth-invariant processing squint
angle is an approximation peculiar to spectral-based focus-
ing approaches. Notwithstanding, for comparison purposes,
we have preferred to apply such an approximation to a
time-domain focusing scheme rather than a spectral-based
one. The reason is that by doing so we can rule out some
additional image degradation effects potentially related to
other approximations (such as the independence of the range
cell migration effect [1] from the range-variant component of
the motion errors [23], or the BCA [27]) that are applied
by the spectral-based focusing approaches with integrated
MOCO [22], [23]. In this way, we can better isolate the effects
occurring in SAR images and/or interferograms that are specif-
ically caused by the use of an azimuth-invariant processing
squint angle during the focusing procedure. Summing up, the
developed time-domain processor with an azimuth-invariant
processing squint angle represents a benchmark for all the
frequency-domain approaches with integrated MOCO. There-
fore, the comparative results reported in the next sections
also provide a useful comparison with the ultimate focusing
performance achievable with a generic frequency-domain SAR
processor with integrated MOCO.

It is also stressed that to carry out SAR focusing with
an azimuth-invariant processing squint angle, we use the flat
topography and the nominal rectilinear track only to calculate
the index k in (2): the remaining quantities in (2), specifically
the distance Rn(T⃗ ), are instead calculated by exploiting the
available DEM and the actual antenna trajectory along the
lines shown in Appendix B.

Furthermore, it is remarked that our work is not intended to
provide a strategy for real-time airborne SAR data focusing,
which typically tries to take advantage of the computa-
tional efficiency of the focusing algorithms rather than their
accuracy.

Finally, a short discussion on the computational complexity
involved by the time-domain focusing with a target-dependent
processing squint angle is now addressed. It is recalled that
SAR focusing in the time-domain requires we implement
the coherent summation in (2) for each target to focus. The
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involved operations that are relevant from the computational
point of view are basically two.

First, we need to address the numerical optimization in (6)
to find the index k. As observed above, this procedure can be
addressed through local approaches. In particular, by referring
to “general convex problems” as defined in [36], a loose
upper bound for the number of iterations required to reach
convergence is on the order of loge(N ) [36], with loge being
the natural logarithm and N the number of recorded azimuth
samples. As a matter of fact, for common airborne datasets,
this upper bound is less than ten.

Second, we need to carry out the K + 1 multiplications
present in the summation.

When focusing on a whole airborne SAR dataset, the two
operations mentioned above must be addressed a number of
times that depends on the dimensions of the image. In partic-
ular, assuming that the dimensions of the output grid chosen
for the focused image are the same as those of the acquired
raw data, the optimization problem in (6) as well as the K +

1 multiplications in (2) must be executed N × M times, with
M being the number of recorded range samples.

Comparison with the time-domain focusing with azimuth-
invariant processing squint angle is finally discussed.

If the used processing squint angle is azimuth-invariant,
to focus on a generic target, we still need to carry out
the K + 1 multiplications present in the summation in (2).
When considering the whole airborne SAR dataset, these K +

1 multiplications must be executed N × M times.
Turning to the computation of the index k, with an

azimuth-invariant processing squint angle, we need to address
the numerical optimization in (11), which is computation-
ally equivalent to that in (6) required in the case of a
target-dependent squint angle. When considering the whole
airborne SAR dataset, two cases are of interest. If the SAR
image is focused in the radar (slant range/azimuth) grid,
the numerical optimization in (11) must be addressed only
M times, with a not negligible advantage with respect to
the target-dependent processing angle approach. On the other
hand, if the SAR image is focused on a generic grid not
coincident with the radar one (thus taking advantage of the
flexibility of the time-domain focusing approaches [29]), the
numerical optimization in (11) must be addressed N × M
times, and the overall computational complexity becomes the
same as the one of the focusing approach that adopts a
target-dependent squint angle.

V. EXPERIMENTS

In this section, we present some experiments carried out on
two different datasets acquired by two different X-band air-
borne SAR systems, that is, the InSAeS4 [14] and the airborne
X-band interferometric SAR (AXIS) [16] sensors, whose main
parameters are reported in Tables I and II, respectively. For
more extended information on these two systems, the reader
is referred to [14] and [16]; here, we just recall that both are
equipped with a single-pass interferometric configuration and
that InSAeS4 is a pulsed radar whereas AXIS is based on
the frequency-modulated continuous wave (FMCW) technol-
ogy [31]. Moreover, both systems are equipped with the same

Fig. 7. (Left) InSAeS4 system mounted onboard a Learjet 35A. (Right)
Airplane (top) along with a zoom (right) on the three radar antennas, which
are highlighted with green ellipses.

Fig. 8. (Left) AXIS system mounted onboard a Cessna 172. (Right) The
three radar antennas, which are highlighted with green ellipses.

TABLE I
INSAES4 SYSTEM PARAMETERS

navigation unit, the Applanix POS-AV510, which embeds an
IMU and a GNSS to reach high accuracy in the measurement
of the position and attitude of the platform during the acqui-
sition, as reported in Table III. In the experiments reported in
the following, the InSAeS4 and AXIS systems were mounted
onboard a Learjet 35A and a Cessna 172, respectively. Figs. 7
and 8 show the two systems mounted onboard the aircraft.
In both figures, the radar antennas are highlighted with green
ellipses. It is noted that both systems are equipped with
three antennas. In particular, as specified in Tables I and II,
InSAeS4 is a multibaseline interferometric system consisting
of one transmitting (Tx)/receiving (Rx) antenna and two Rx
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TABLE II
AXIS SYSTEM PARAMETERS

TABLE III
ABSOLUTE ACCURACY SPECIFICATIONS (RMS)

OF THE NAVIGATION UNIT∗

antennas [14], whereas AXIS is a single-baseline interferomet-
ric system consisting of one Tx and two Rx antennas [16].

The first experiment is relevant to an InSAeS4 dataset
acquired in 2013 over an area relevant to Vesuvius volcano,
close to the city of Naples (Southern Italy). The acquisition,
15 km long in the azimuth direction, is characterized by very
strong attitude variations, which are plotted in Fig. 9. As it
can be seen, during the acquisition, the roll varies from −15◦

to 5◦, the pitch from 4.9◦ to 5.5◦, and the yaw from −2.5◦ to
−0.5◦. This has led to strong azimuth variations of the squint
angle, whose value at midrange is plotted in Fig. 9 and varies
from −7◦ to 1◦ during the acquisition. Especially in the final
portion of the track, these variations are particularly severe
if compared with the azimuth beamwidth of the two-way
antenna pattern, which is 5.6◦. Moreover, such strong attitude
variations are coupled with very high deviations (reported in
Fig. 9 as well) of the flown track with respect to the planned
linear one. In this regard, we note once again that the motion
errors reported in Fig. 9 were not intentionally induced and
that the flight acquisition was planned to be without squint
and as linear as possible. The acquired data have been focused
through the two approaches described in Sections III and IV,
according to the processing parameters collected in Table IV.
In Fig. 10, left panel (A), we show the SAR image focused on
the radar grid through the approach of Section IV. In particular,
an azimuth-invariant processing squint angle (calculated with
respect to a nominal straight track) equal to −3.4◦ at midrange
has been used (this value is overplotted with the red line in the

TABLE IV
ACQUISITION AND PROCESSING PARAMETERS OF

EXPERIMENT 1 (INSAES4 DATASET)

Fig. 9. InSAeS4 dataset: flight parameters relevant to the radar acquisition.
From the top: squint angle at mid-range; track deviation (i.e., the distance
between the actual flown track and the ideal straight track); roll; pitch; yaw.
In the top panel, the red line represents the azimuth-invariant processing squint
angle (calculated at the midrange) used to focus the data through the approach
of Section IV.

top panel of Fig. 9). Note that this azimuth-invariant squint
angle has been used also to generate the output radar grid [28].

In the right panel (C) of Fig. 10, instead, we show the SAR
image focused through the approach of Section III, with a
target-dependent processing squint angle equal to the acquisi-
tion one, thus accounting for the variable antenna pointing
direction during the acquisition. As can be seen, the left
SAR image presents some evident artifacts. First, an azimuth
undulation of the amplitude. Second, a ghost at the top of the
image highlighted with a red ellipse. To explain the origin
of such artifacts, for each target, we first evaluated the LOS
direction at the center of the corresponding synthetic aperture
selected to focus the target according to the azimuth-invariant
processing squint angle. Then, we calculated the angular
separation between this direction and the beam center of
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Fig. 10. InSAeS4 dataset: focusing results. (A) SAR image focused in radar
grid with an azimuth-invariant processing squint angle. (B) Relevant to the
focusing strategy adopted to obtain the image of (A): mismatch between the
acquisition squint angle and the adopted azimuth-invariant processing squint
angle. (C) SAR image focused in radar grid with a target-dependent processing
squint angle. The main processing parameters are collected in Table IV.

the antenna azimuth pattern. Thus, for each target, we have
calculated the quantity in (5) sampled for n = kai, that is,

ϕkai

(
T⃗

)
=

π

2
− acos

[
Ŝkai · R̂Kai

(
T⃗

)]
(13)

where kai is the index in (2) calculated according to the
optimization problem in (11) based on the azimuth-invariant
processing squint angle approach. Note that the angle in (13)
represents the separation between the azimuth beam center
and the azimuth beam angle under which the target T⃗ is
illuminated by the antenna at the center of the synthetic
aperture selected to focus the target with the azimuth-invariant
processing squint angle. In other words, the parameter in (13)
allows measuring, for each target, the mismatch between the
acquisition squint angle and the azimuth-invariant processing
squint angle adopted to focus the target itself. The map of
the angular separation in (13) relevant to all the targets of the
scene considered in the SAR images of Fig. 10 is reported
in the central panel (B) of the same figure. As expected,
such a map presents azimuth undulations that follow those
observed in the SAR image reported in the left panel. Note,
in particular, that in correspondence to the ghost observed in
the top area of the SAR image in the left panel of Fig. 10, the
angular separation of the map reported in the central panel is
on the order of the ±2.8◦ limits that mark the beamwidth
of the two-way antenna azimuth pattern. This means that
when using an azimuth-invariant processing squint angle (as
in the left SAR image), to focus a generic target belonging
to this area, a nonnegligible portion of the selected synthetic

Fig. 11. Relevant to the top area of the InSAeS4 dataset of Fig. 10.
(A) Optical image of the monitored area. (B) SAR image focused on a
geographic grid with an azimuth-invariant processing squint angle. (C) SAR
image focused on a geographic grid with a target-dependent processing squint
angle. The main processing parameters are collected in Table IV. In both SAR
images, two pixels are selected. For each pixel, we show, for each azimuth
sensor coordinate, the angular separation (in degrees) between the antenna
pointing direction and the direction from which the radar antenna illuminates
the target. Moreover, in the plots, it is highlighted the track portion from
which the radar antenna illuminates the considered target within the major
beam (black), and the track portion selected by the algorithm to focus the
target (red).

aperture consists of track points from which the radar antenna
illuminates the target outside the azimuth major beam. This
clearly impairs the quality of the focused image.

To further analyze this issue, let us consider Fig. 11, where
the top region of the area shown in Fig. 10 is reported on a
geographic grid. In particular, the top panel (A) of Fig. 11
shows the optical image of the investigated area, whereas the
other two panels report the georeferenced counterparts of the
SAR images shown in Fig. 10. Specifically, the central (B)
and bottom (C) panels show the SAR image focused with
an azimuth-invariant and a target-dependent processing squint
angle equal to the acquisition one, respectively. Comparison
between the three panels of Fig. 11 clearly shows that the
bright area highlighted with the red ellipse in the SAR image
focused with an azimuth-invariant processing squint angle is a
ghost image. Moreover, Figs. 10 and 11 show that the artifacts
visible in the SAR image focused with an azimuth-invariant
processing squint angle disappear in the SAR image obtained
with a target-dependent processing squint angle equal to the
acquisition one. Note also that the urban area highlighted with
green ellipses (in Figs. 10 and 11) in the SAR image obtained
with a target-dependent processing squint angle is lost in the
SAR image obtained with an azimuth-variant processing squint
angle equal to the acquisition one. To provide more insights
into these aspects, in both SAR images of Fig. 11, two targets
are selected: one highlighted in red and the other one in cyan.
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TABLE V
ACQUISITION AND PROCESSING PARAMETERS

OF EXPERIMENT 2 (AXIS DATASET)

For each target, for both images, we plot, for each azimuth
sensor coordinate, the angular separation between the antenna
pointing direction and the direction from which the radar
antenna illuminates the target. Moreover, in the plots, it is
highlighted (black) the track portion from which the radar
antenna illuminates the target within the major beam, that is,
within the ±2.8◦ angular region centered around the azimuth
beam center. The track portion selected by the algorithm to
focus the target is also highlighted (red) in the plots. Let us
start from the image focused with an azimuth-invariant squint
angle (panel B). For the cyan pixel, the track portion selected
to focus the pixel falls within the track portion from which
the radar antenna illuminates the considered target within the
major beam (see the plot indicated by the cyan arrow). This
means that for this target, the azimuth-invariant processing
squint angle that is used well approximates the acquisition
squint angle. Indeed, the considered pixel belongs to an area
where no significant focusing aberration occurs (see the SAR
image of panel B). Instead, for the red pixel, which belongs
to the area where the ghost appears, the track portion selected
to focus the pixel falls outside the track portion from which
the radar antenna illuminates the considered target within
the major beam (see the plot indicated by the red arrow).
This means that, for this target, the used azimuth-invariant
processing squint angle is not appropriate for the actual
acquisition squint angle. Let us now turn to the image focused
with a target-dependent squint angle equal to the acquisition
one (Fig. 11, panel C). As required, for both the considered
targets, the same behavior is observed in the corresponding
plots reported on the right, that is, the track portion selected
to focus the target always falls within the portion from which
the radar antenna illuminates the target within the major beam.
Indeed, no focusing aberration occurs in the SAR image,
which turns out to be well focused, despite the presence of
the platform’s very severe attitude variations characterizing the
radar acquisition.

The second experiment is relevant to an AXIS dataset
acquired in 2018 in the city of Salerno, Southern Italy. Also in
this case, the acquisition, 20 km long in the azimuth direction,
is characterized by very strong attitude variations (see Fig. 12).
As can be seen, during the acquisition the roll varies from
−6◦ to 1◦, the pitch from −4◦ to −1.5◦, and the yaw from
1◦ to 3◦. This has led to the azimuth variations of the squint
angle reported in the top panel of the figure, which is relevant,
as usual, to the midrange. As can be seen, the squint angle
varies approximately from −4◦ to 1◦ during the acquisition.
Also in this case, such variations are particularly severe if
compared with the azimuth beamwidth of the two-way antenna

Fig. 12. AXIS dataset: flight parameters relevant to the radar acquisition.
From the top: squint angle at midrange; track deviation (i.e., the distance
between the actual flown track and the ideal straight track); roll; pitch; yaw.
In the top panel, the red line represents the azimuth-invariant processing squint
angle (calculated at the midrange) used to focus the data through the approach
of Section IV. In all the panels, the two red diamonds mark the azimuth portion
of the area considered in Fig. 13.

pattern, which is 5.2◦. Furthermore, such attitude variations
are coupled with high track deviations (see Fig. 12). We note
once again that the motion errors reported in Fig. 12 were not
intentionally induced. As in the InSAeS4 case, also the AXIS
dataset has been focused through the two approaches described
in Sections III and IV. Processing parameters are collected
in Table V. In Fig. 13, in the left (A) and right (C) panels,
we report the SAR image focused on the radar grid through the
approaches of Sections III and IV, respectively. In particular,
to focus the image of the left panel (A), an azimuth-invariant
processing squint angle (calculated with respect to a nominal
straight track) equal to −0.9◦ at midrange has been used
(this value is overplotted with the red line in the top panel
of Fig. 12). As usual, such azimuth-invariant squint angle
has been used also to generate the output radar grid [28].
We emphasize that, although the entire dataset has been
focused, we investigate in the figure just a part of the overall
image corresponding to the track portion between the two red
diamonds in Fig. 12. As for Fig. 10, in the central panel (B)
of Fig. 13, we report the map of the angular separation in (13)
relevant to all the targets of the SAR images of the same figure.
We find that the SAR image focused with an azimuth-invariant
processing squint angle (panel A and the corresponding zoom
on the left) presents a ghost in correspondence to the port; on
the other side, such an artifact disappears in the SAR image
obtained with a target-dependent processing squint angle equal
to the acquisition one (panel C and the corresponding zoom
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Fig. 13. AXIS dataset: focusing results. (A) SAR image focused in radar grid with an azimuth-invariant processing squint angle, with highlighted on the left
a zoom of the port area. (B) Relevant to the focusing strategy adopted to obtain the image of the panel (A): mismatch between the acquisition squint angle
and the adopted azimuth-invariant processing squint angle. (C) SAR image focused on the radar grid with a target-dependent processing squint angle, with
highlighted on the right a zoom of the port area. Main processing parameters are collected in Table V. Two pixels are selected in both SAR images. For each
pixel, we plot for each azimuth sensor coordinate, the angular separation (in degrees) between the antenna pointing direction and the direction from which
the radar antenna illuminates the target. Moreover, the plots show the track portion from which the radar antenna illuminates the target within the major beam
(black), and the track portion selected by the algorithm to focus the target (red).

on the right). Also, in this case, the origin of the artifact
affecting the left SAR image can be explained through the
map reported in the central panel. Indeed, in correspondence
to the ghost observed in the SAR image, the angular separation
in (13) is on the same order as the ±2.6◦ limits that mark
the beamwidth of the two-way antenna azimuth pattern. Once
again, this means that when exploiting an azimuth-invariant
processing squint angle, to focus a generic target belonging
to this area, a nonnegligible portion of the selected syn-
thetic aperture consists of track points from which the radar
antenna illuminates the target outside the azimuth major beam.
To better clarify this issue, as in Fig. 11, also in this case,
two pixels are selected in both SAR images, and for each
pixel, we show a plot for each azimuth sensor coordinate
(calculated with respect to the generated output radar grid),
the angular separation between the antenna pointing direction
and the direction from which the radar antenna illuminates the
target. As in Fig. 11, in all the plots, it is also highlighted
the track portion from which the radar antenna illuminates the
selected target within the major beam (black), and the track
portion selected by the algorithm to focus the target (red).
As seen in panel (A), for the cyan pixel, which belongs to
an area where no significant focusing aberration occurs, the
applied azimuth-invariant processing squint angle well approx-
imates the acquisition squint angle (see the corresponding
plot indicated by the cyan arrow). Instead, for the red pixel
belonging to the area where the ghost appears, the applied
azimuth-invariant processing squint angle is not appropriate
for the actual acquisition squint angle (see the corresponding
plot indicated by the red arrow). Turning instead to panel (C),
as required, the selected synthetic aperture always falls within
the portion from which the radar antenna illuminates the target
within the major beam. Once again, no focusing aberrations

occur in the SAR image, despite the presence of the platform’s
attitude variations reported in Fig. 12.

VI. INTERFEROMETRIC SAR FOCUSING AND
TARGET-DEPENDENT PROCESSING SQUINT ANGLE

In Section V, we have shown that, to obtain accurate
focusing in the presence of strong platform attitude varia-
tions, the approach based on the use of an azimuth-invariant
processing squint angle may become unsuitable, whereas the
use of a target-dependent processing squint angle, equal to
the acquisition one, is appropriate. In this section, we show
how to revise the latter focusing strategy for interferometric
purposes. To this aim, in the following, we focus on a cross-
eyed single-pass interferometric configuration. In particular,
we consider the second dataset analyzed in Section V, that
is, the AXIS one. Indeed, in this case, an angular separation
of 1.2◦ occurred between the boresight planes of the two
Rx antennas forming the interferometric layout. It is noted
that such a cross-eyed configuration unintentionally occurred
when mounting the radar system along with the corresponding
antennas on the Cessna 172 airplane before the acquisition
campaign [16]. It is also stressed that such installation prob-
lems may often occur in an increasingly widespread class of
aerial SAR missions that involve compact and lightweight sys-
tems, to be mounted just before the beginning (and unmounted
just after the end) of SAR acquisition campaigns operated
through small and flexible aerial platforms [7]. According
to the analysis presented Section V, the two interferometric
channels have been focused with a target-dependent processing
squint angle, again with the processing parameters collected
in Table V. However, due to the cross-eyed interferometric
layout discussed above, for each target, the corresponding
acquisition squint angle (and thus the processing one used
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Fig. 14. AXIS interferometric dataset: focusing the main and the secondary
image with two different target-dependent squint angles, each tailored to the
corresponding acquisition squint angle of the channel. (A) Target-dependent
separation between the acquisition Doppler centroids of the two channels.
(B) Computed interferometric coherence. (C) Computed interferogram. The
main processing parameters are collected in Table V.

during the focusing) turned out to be different for the two
channels. This has led to a target-dependent relative shift
of the processing Doppler centroids used to focus the two
interferometric images. It is noted that this scenario, which is
not peculiar to single-pass interferometric acquisitions carried
out with well-oriented antennas, is instead very common, and
typically much more critical, in repeat-pass interferometric
acquisitions, where the platform attitude variations affecting
the two flights are generally very different from each other.
In our cross-eyed single-pass configuration, the amount of
the Doppler centroid shift between the two channels and
relevant to each target is shown in Fig. 14(A). In particular,
for each target, the reported values have been obtained from
the corresponding difference between the acquisition squint
angles calculated for the two channels of the bistatic system
at hand. As it can be seen, this shift ranges approximately
from 10 to 60 Hz, which are quite severe values if compared
with the 70 Hz of the processing Doppler bandwidth needed
to obtain the 0.65-m azimuth resolution (see Table V). As a
consequence, the interferometric coherence, which is shown
in Fig. 14(B) as well, is impaired, especially in those areas
where the separation between the Doppler centroids is in the
same order as the adopted processing Doppler bandwidth.
In these areas, the quality of the corresponding interferogram,
reported in Fig. 14(C), is of course impaired. Summing up,
when the acquisition squint angles are different in the two
interferometric channels, the strategy adopted to separately
obtain accurate focusing of the two different channels by
separately following the azimuth variations of the squint angles

relevant to the two different channels is not appropriate for
interferometric purposes.

To circumvent this effect, one can think to pursue the spec-
tral overlapping between the processing Doppler bandwidths
of the two interferometric channels by enlarging, as much as
possible, their extensions. In other words, one can think to
separately focus the two interferometric images, still with a
target-dependent processing angle equal to the acquisition one,
by pursuing the finest possible azimuth resolution imposed by
the two-way antenna beamwidth (which is in airborne SAR
systems, often wider than that strictly needed to obtain the
azimuth resolution required by the application of interest).
Then the common part (if existing) of the Doppler spec-
trum is selected in each image within the interferometric
processing. This strategy, however, typically involves a strong
computational effort during the focusing step and requires,
for each interferometric image, the implementation of an
azimuth variant Doppler filtering, whose application is not
straightforward.

Another strategy, more efficient from the computational
point of view, is instead to retain the required azimuth res-
olution (without pursuing the finest one) and to select the
common part of the processing Doppler bandwidths of the two
interferometric channels during (rather than after) the focusing
step. To do this, the two images of the interferometric pair
must be focused with the required resolution, still with a
target-dependent processing angle. However, for each target,
this processing squint angle is the same for the main and the
secondary image. In particular, for the considered cross-eyed
single-pass interferometric configuration (where the velocities
of the main and secondary antennas can be safely assumed
equal to each other), this common processing squint angle is
given by

8p
(
T⃗

)
=

8m
(
T⃗

)
+ 8s

(
T⃗

)
2

(14)

where 8m(·) and 8s(·) are the acquisition squint angles of the
main and secondary channels, respectively. The latter strategy
can be straightforwardly implemented following the block
diagram of Fig. 15, which basically consists of two steps.
The first step, the target-dependent procedure described in
Section III is separately applied for the main and the secondary
images according to the block diagram of Fig. 5. For each
target T⃗ , this leads to the computation of the indexes km(T⃗ )

and ks(T⃗ ) defining the two acquisition squint angles 8m(·)

and 8s(·), respectively. The second step sets the processing
squint angle in (14) by computing, for both the main and
the secondary channels, the same common index k in (2) as
follows (see Appendix D):

kinf(T⃗ ) =
km(T⃗ ) + ks(T⃗ )

2
(15)

where the subscript inf stands for interferometric.
The considered interferometric case is depicted in Fig. 16,

where
−→
MA and

−→
SA are the positions of the main and secondary

APCs, respectively. In the figure, the two acquisition squint
angles of the two interferometric channels are different from
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Fig. 15. Block diagram of the interferometric SAR focusing approach in the
time domain with a target-dependent processing squint angle: calculation of
the index kinf in (15) for a cross-eyed single-pass interferometric configuration.

Fig. 16. Interferometric SAR focusing with target-dependent processing
squint angle: cross-eyed single-pass interferometric configuration. The two
positions from which the main and the secondary radar antennas illuminate at
their azimuth beam center the target T⃗ are highlighted with green points. For
each interferometric channel, the synthetic aperture used to focus the target
is highlighted in red and its center is represented by a yellow point. Note that
in this case, the corresponding yellow and green points are not coincident.

each other: to match at best both acquisition geometries, the
same processing squint angle, lying halfway between these two
acquisition angles, is adopted for both channels. Of course,
if the separation between the acquisition Doppler centroids of
the two channels is less than the Doppler bandwidth associated
with the overall two-way azimuth beamwidth then, for each
interferometric channel, the selected synthetic aperture still
falls within the track portion from which the radar antenna
illuminates the considered target within the major beam.

The procedure described by the block diagram of Fig. 15
has been applied to the dataset of Fig. 13, by considering
the processing parameters collected in Table V. The achieved
results are reported in Fig. 17, where the interferometric
coherence (panel C) is clearly greater than the correspond-
ing one shown in Fig. 14, as shown by the two histogram
envelopes in Fig. 18. Accordingly, the quality of the obtained
interferogram (panel D) is significantly improved with respect
to that in Fig. 14. Moreover, in Fig. 17, for both the main
(panel A) and secondary (panel B) image, we have also
reported the maps of the angular separation in (13) obtained
with the applied focusing approach. As expected, the two
maps are not identically null, as would happen if we sepa-

Fig. 17. AXIS interferometric dataset: focusing the main and the secondary
image with the same target-dependent squint angle lying halfway between
the two different acquisition squint angles of the two channels. (A) Mismatch
between the acquisition squint angle of the main channel and the adopted
target-dependent processing squint angle. (B) As in (A), but for the secondary
channel. (C) Computed interferometric coherence. (D) Computed interfero-
gram. The main processing parameters are collected in Table V.

Fig. 18. Histogram envelopes relevant to the coherence maps of Figs. 14
(red line) and 17 (blue line).

rately focused the two images, each with its target-dependent
processing squint angle equal to the corresponding acquisi-
tion one. This confirms that we moved toward a focusing
paradigm, say interferometric focusing, which is appropriate
to obtain high interferometric coherence, and suboptimal to
separately focus the two interferometric channels. It is finally
emphasized that the angular separation reported in both maps
is significantly smaller than that of the corresponding map
reported in Fig. 13(B) which has been obtained by focusing
the main image with an azimuth-invariant processing squint
angle. This confirms that, from the image formation point of
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view, the adopted interferometric focusing strategy is, in any
case, more appropriate than the focusing carried out with an
azimuth-invariant squint angle.

VII. CONCLUSION

In this work, the problems related to the focusing of airborne
SAR data in the presence of strong azimuth variations of the
squint angle have been addressed. To this aim, a time-domain
SAR focusing algorithm, based on using a target-dependent
processing squint angle, has been developed and applied to real
data acquired by two different airborne SAR systems operating
at X-band. For comparison purposes, also a time-domain
SAR processor based on using an azimuth-invariant processing
squint angle has been developed and applied.

The presented experiments have shown that the adoption of
an azimuth-invariant processing squint angle, typically pursued
by computationally efficient focusing strategies, is inappropri-
ate in the case of airborne acquisitions affected by motion
errors leading to azimuth variations of the squint angle on the
same order of magnitude of the two-way azimuth beamwidth
of the radar antenna. It is also stressed that such motion errors
are unwanted aberrations induced by unavoidable atmospheric
turbulences affecting typical airborne SAR acquisitions, thus
inducing a deviation with respect to the original mission plans
generally requesting radar acquisitions carried out without a
squint angle and with linear flight tracks. In particular, such
strong motion errors may affect flight acquisitions indepen-
dently of the dimension of the airplane, its velocity, or the
flight altitude. For instance, the InSAeS4 data acquisition
considered in this work, although planned without squint over
a linear track (15 km long), is in reality characterized by
variations of the squint angle on the order of 10◦, which are
very severe if compared with the two-way azimuth beamwidth
of the radar antenna (5.6◦). In this case, the radar system
embedding an accurate navigation unit was mounted onboard
a rather big airplane, namely, a Learjet, flying at a 5 km
altitude at a mean velocity of 120 m/s. Similarly, the AXIS
data acquisition considered in this work, again planned with-
out squint over a linear track (20 km long), is in reality
characterized by variations of the squint angle on the order
of 6◦, which are again very strong considering the two-way
azimuth beamwidth of the radar antenna (5.2◦). In this case,
the radar system, also embedding an accurate navigation unit,
was instead mounted onboard a small airplane, namely a
Cessna 172, flying at 2.5 km altitude at a mean velocity
of 45 m/s. For both datasets, it has been shown that the
focusing approach based on the use of an azimuth-invariant
processing squint angle is unsuitable, since the obtained SAR
images are corrupted by different artifacts, such as undesired
amplitude azimuth modulations and/or ghosts. Moreover, it has
been shown that all these problems are circumvented by
exploiting the implemented focusing approach based on the
use of a target-dependent processing squint angle capable of
accounting for the variations of the pointing direction of the
radar antenna during the acquisition.

We further remark that the presented experiments, car-
ried out through a cross-eyed single-pass interferometric
configuration, have shown that such a focusing strategy should

Fig. 19. Relevant to the optimization problem in (6).

be properly revised in the case of interferometric process-
ing. Indeed, when the acquisition squint angles of the two
interferometric channels are different, as happens in single-
pass cross-eyed configurations or in the repeat-pass case,
we have to move toward a different focusing paradigm, say
interferometric focusing. In this case, the focusing is still
based on the use of a target-dependent processing squint
angle, which is the same for the two images and lies halfway
between the two different acquisition squint angles of the
two interferometric channels. It has been shown that the
interferometric focusing is appropriate to obtain high inter-
ferometric coherence, and suboptimal to separately focus the
interferometric channels. Moreover, from the image formation
point of view, the interferometric focusing strategy is in any
case more appropriate than the focusing approach based on
the use of an azimuth-invariant squint angle. The exploitation
of the interferometric focusing strategy for the generation
of time series based on the use of large datasets acquired
through several repeat-pass acquisitions, where the platform
track deviations and attitude variations affecting the different
flights may be generally different from each other, is a matter
of current study and future work.

APPENDIX A

In this appendix, we provide more insights on (5) and (6).
To this aim, let us first assume the slow time to be continuous
and refer to Fig. 19, where the unit vectors Ŝt in (3) and
R̂t (T⃗ ), defined through (2), are represented. In this case, the
subscript n adopted in (2) and (3) has been replaced by t ,
which represents the continuous slow time. The unit vector
P̂ t orthogonal to Ŝt defines the boresight direction which we
assume, without any loss of generality, to be coincident with
the antenna azimuth beam center. The angle between R̂t (T⃗ )

and Ŝt , αt (T⃗ ), is given by

αt
(
T⃗

)
= acos

[
Ŝt · R̂t

(
T⃗

)]
. (16)

Note that the angle ϕt (T⃗ ) defined in (5) (with the usual
substitution t → n) is given by

ϕt
(
T⃗

)
=

π

2
− αt

(
T⃗

)
. (17)

When the radar antenna illuminates the target at the azimuth
beam center, the vectors R̂t (T⃗ ) and P̂ t (T⃗ ) become coinci-
dent, that is, R̂t (T⃗ ) and Ŝt become orthogonal. In this case,
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we obtain

αt
(
T⃗

)
=

π

2
(18)

and

ϕt
(
T⃗

)
= 0 (19)

see (16) and (17). So, to find the time instant at which the tar-
get T⃗ is illuminated by the antenna at its beam center, we have
to enforce the condition in (19) or, equivalently, the one in
(18). When considering the discrete slow time, enforcement of
condition (19) must be replaced by the numerical minimization
in (6).

APPENDIX B

This appendix addresses the calculation of the antenna-to-
target distance Rn(T⃗ ) in (2), and the unit vector Ŝn in (3).
Calculation of the antenna-to-target distance Rn(T⃗ ) requires
knowledge of the positions T⃗ and A⃗n , see (1), in a common
reference system.

The vector T⃗ is obtained from an available external DEM
of the illuminated area. This vector is commonly provided
with respect to the World Geodetic System (WGS) reference
system.

The vector A⃗n is obtained starting from the flight data
recorded by the navigation system, which typically embeds the
IMU and the GNSS. In particular, the flight data provide the
attitude information (namely, the roll, pitch, and yaw angles) of
the platform as well as the position of the IMU phase center
with respect to the WGS reference system. To calculate A⃗n

in (1), starting from the flight data, three procedural steps
are necessary. The first one is the calculation of the position
of the radar APC with respect to a local reference system
defined over the antenna itself. This operation is typically
carried out in the laboratory [37], although other methods are
possible as well [38]. The second step is the measurement of
the so-called antenna lever arm, that is, the position of the
APC with respect to a local reference system, centered in the
IMU phase center, and defined within the aerial vehicle by
the IMU itself. This operation is typically carried out through
the theodolite technique when the radar antenna and the IMU
are mounted onboard and the aerial vehicle is at rest [8], [16].
The third step performs the coordinate change of the APC
position from the IMU reference system to the WGS one,
through the use of the lever arm measurements along with the
flight (position and attitude) data, see [29] for further details.

The calculation of the unit vector Ŝn in (3) is now in
order. Following the definition of Section III, such a vector
is oriented parallel to the azimuth antenna side (see Fig. 1).
By referring to Fig. 20, let us consider the vector S⃗n associated
with the unit vector Ŝn

S⃗n = C⃗ur
n − C⃗ul

n (20)

where C⃗ur
n and C⃗ul

n are the positions of the two reference
points of the antenna, namely, the two corners highlighted
in Fig. 20. We stress that although Fig. 20 refers to planar
antennas (which are very common in airborne SAR systems)
where the adopted reference points can be easily found, similar
reference points can be found in every antenna type, possibly

Fig. 20. Relevant to the calculation of the unit vector Ŝn in (3).

using cradles similar to those commonly used for antenna
measurement purposes. Equation (20) reduces our problem to
the measurement, with respect to the WGS reference system,
of the positions C⃗ur

n and C⃗ul
n . This procedure is exactly the

same as the one described above for the measurement of the
vector A⃗n , provided that the phase center of the antenna is
substituted by the corners of the antenna itself. Once the vector
S⃗n in (20) is measured, the calculation of the corresponding
unit vector Ŝn is straightforward.

APPENDIX C

In this appendix, we show that under the following
conditions:

1) constant antenna pointing direction during the
acquisition;

2) linear flight path;
3) flat topography;

the squint angle becomes azimuth-independent.
From condition 1), we obtain that the orientation of the vec-

tor Ŝn and the plane Pn in Figs. 2 and 3 become independent
of the slow time. Therefore, we can substitute the vector Ŝn

with the n-independent vector Ŝ, and the planes Pn with P ,
which belongs to a bundle of parallel planes.

From condition 2), we obtain that the orientation of the unit
vector v̂n becomes independent of the slow time, and thus n-
independent.

Accordingly, when the conditions 1) and 2) are satisfied,
the expressions in (3) and (4) can be rewritten as follows:

Ŝ · R̂k
(
T⃗

)
= 0 (21)

and

8
(
T⃗

)
=

π

2
− acos

[
v̂ · R̂k

(
T⃗

)]
. (22)

Note that in the scalar product in (21) the first term is
constant; therefore, to satisfy condition (21), the unit vector
R̂k(T⃗ ) should belong to the plane P , whose orientation is
independent of the specific index k. Therefore, in the scalar
product in (22), the second term lies on a plane whose
orientation is independent of the specific index k; moreover,
the first term is constant. For any target T⃗ and for any index k,
the scalar product in (22) depends only on the elevation angle
relevant to the target T⃗ . Note also that such elevation angle is
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related to the topographic elevation of the considered target,
thus on both its azimuth and range coordinates. However, when
condition 3) is enforced, the direction of the unit vector R̂k(T⃗ )

becomes independent of the azimuth coordinate of the target
T⃗ , and it depends only on its range coordinate. Accordingly,
when conditions 1)–3) are simultaneously satisfied, the squint
angle in (22) becomes azimuth-independent.

A final consideration is in order.
It is observed that the dependence of the squint angle from

the topography of the observed area is strongly related to the
altitude of the SAR sensor. In particular, such dependence is
much lower in spaceborne systems, which operate at altitudes
of hundreds of kilometers, than in aerial systems, which
instead operate at significantly lower altitudes. In the former
case, indeed, the variation of the elevation angle (and thus,
of the squint angle) corresponding to a given topographic
profile is much lower.

APPENDIX D

In this appendix, we show that in a cross-eyed single-pass
interferometric configuration, to set the processing squint angle
as in (14), the index k in (2) must be computed, for both
the main and the secondary channels, as in (15). To this
aim, let us refer to Fig. 21, where the acquisition geometry
in a cross-eyed single-pass interferometric configuration is
depicted. In this figure,

−→
MA and

−→
SA are the positions of the

main and secondary APCs. 8m and 8s are the acquisition
squint angles of the main and secondary channels, respectively,
whereas 8p is the common processing squint angle evaluated
according to (14). For the sake of simplicity, in Fig. 21,
we omitted the dependence of these quantities on the target
position T⃗ . Moreover, in Fig. 21, we have highlighted in green
the two positions from which the two radar antennas illuminate
at their azimuth beam center the considered target. These two
positions are defined by the indexes km and ks , respectively,
computed according to the block diagram of Fig. 15. The two
points highlighted in yellow in Fig. 21 represent instead the
centers of the processed synthetic apertures for the main and
secondary images, respectively, corresponding to the common
processing squint angle 8p in (14).

Note that the velocities v⃗ of the main and secondary
antennas are equal, since the interferometric configuration is
single-pass. It is also noted that, locally, the vector v⃗ defines
the azimuth direction of the acquisition geometry. In this
regard, the distance a in the figure represents the azimuth
separation between the two green points.

The light-blue and light-green triangles in the figure are
not coplanar; however, they share the direction of the two
horizontal cathetuses.

The angles 8m and 8s are given by

8m = atan
(

a + b
r0

)
≈

a + b
r0

(23)

and

8s = atan
(

b
r0 + δr

)
≈

b
r0 + δr

≈
b
r0

. (24)

Fig. 21. Acquisition geometry in a cross-eyed single-pass interferometric
configuration. Distances not to scale.

Use of (23) and (24) in (14) leads to

8p =
8m + 8s

2
≈

a
2 + b

r0
(25)

which implies that, for the main image, the azimuth coordinate
of the center of the processed synthetic aperture (yellow
point

−→
MAkinf in the figure) lies halfway between the azimuth

coordinates of the two green points
−→
MAkm and

−→
SAks . The index

kinf associated with the point
−→
MAkinf is thus given by (15). Note

that (24) can be safely approximated as follows:

8p ≈

a
2 + b

r0 + δr
(26)

which allows us to repeat the analysis above also for the point
−→
SAkinf in Fig. 21, which is the center of the processed synthetic
aperture for the secondary image. Therefore, the index kinf

associated with the point
−→
SAkinf is given by (15) as well.
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