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Abstract— This article proposes a 3-D imaging approach for
contactless ground penetrating radar surveys. The imaging
problem is formulated in the linear inverse scattering context
and solved by using the singular values decomposition tool.
A ray-based model accounting for the electromagnetic (EM)
signal propagation into an inhomogeneous medium is developed
to accurately evaluate the kernel of the integral equation to
be inverted. Under the proposed model, an analysis of the
spatial resolution performance is carried out as a function of
the geometrical and EM parameters of the scenario. To this
end, theoretical concepts based on diffraction tomography and
the singular value decomposition of the scattering operator are
exploited. Reconstruction results based on full-wave simulated
data assess the feasibility of the imaging approach.

Index Terms— Contactless ground penetrating radar (GPR),
linear inverse scattering, ray-based propagation, resolution
analysis.

I. INTRODUCTION

GROUND penetrating radar (GPR) is a popular diagnostic
device for subsurface exploration in different fields such

as geology, geophysics, civil engineering, archeology, cultural
heritage monitoring, etc. [1]. A GPR transmits an electro-
magnetic (EM) pulse into the ground and records the echoes
reflected from the buried anomalies. Subsequently, the use of
suitable data processing algorithms [1], [2], [3] provides a
focused image of the subsurface scene giving information on
the targets’ position and shape.

Conventional GPR instrumentations are ground-coupled,
i.e., they operate in contact with the probed soil and record
the data along single or multiple measurement lines [1].
However, the need for investigating wide and/or hazardous
areas (e.g., minefields) with an acceptable surveying time
has prompted the development of contactless GPRs, i.e.,
systems capable of stand-off operation from the ground with
a measurement quota of at least a few EM wavelengths [4].
Contactless GPRs can be mounted on different observation
platforms such as vehicles [5], [6], [7], [8], [9], aircrafts [10],
[11], [12], satellites [13], [14], and unmanned air vehicles
(UAVs) [15], [16], [17], [18] allowing fast and efficient surveys
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under different illumination modalities (e.g., down-looking,
side-looking, and forward-looking). Moreover, even if most
contactless GPR configurations are multibistatic (i.e., they
use only one transmitting (Tx)/receiving (Rx) antenna pair),
multistatic measurement systems have been considered as
well [7], [8], [9], [19]. An overview dealing with the state
of the art on contactless GPR systems is given in [20].

Contactless GPRs pose additional challenges compared with
their ground-coupled counterparts. Indeed, they collect data
characterized by an increased clutter level due to the lateral
surface returns and multiple reflections from the air–soil
interface. Furthermore, signal distortions arise due to platform
instability when the GPR is allocated over a UAV. Accord-
ingly, as pointed out in [20], suitable filtering strategies are
demanded to extract the signals backscattered by subsurface
targets. Finally, from the radar-imaging viewpoint, the EM
scattering model should account for wave propagation into
an inhomogeneous medium made by air and the soil host-
ing the targets to get reliable images of the scene under
investigation [2].

Usually, GPR imaging is faced by resorting to migration
algorithms [21], [22]. Initially proposed for seismic imaging,
migration is an efficient focusing strategy based on the Fast
Fourier Transform algorithm. A similar form of ω-k migra-
tion is the diffraction tomography (DT) algorithm derived
from the EM wave equation (e.g., see [23], [24]). These
methods are computationally effective but work only with
planar measurement domains and are unsuitable for airborne or
UAV-based GPR imaging. Beamforming or matched filtering is
another popular imaging approach [9]. This technique applies
a complex weight to the received signals to compensate for
the phase shift produced by a point target and, after, the
weighted signals are summed coherently to get a reflectivity
map of the scene. Another class of imaging approaches is
referred to as microwave tomography (MWT) and it faces
imaging as the solution of a linear EM inverse scattering
problem [3], [8], [11], [20], [25], [26]. MWT approaches are
inverse filtering methods that generally allow an improved
spatial resolution with respect to beamforming [25]. Moreover,
they can manage data collected under arbitrary measurement
configurations with evenly or not spaced measurement points.

This article proposes a 3-D linear MWT approach for
contactless GPR imaging. Specifically, a ray-based model
accounting for the presence of the air–soil interface, i.e., a half-
space reference scenario, is developed and adopted to calculate
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Fig. 1. Geometry of the 3-D contactless GPR imaging problem.

the kernel of the linear integral equation to be inverted.
It is worth pointing out that, recently Catapano et al. [20]
have proposed a scalar ray-based MWT approach for 2-D
half-space scenarios. This work extends the former scalar
approach to a 3-D half-space scenario by accounting for the
vectorial nature of the EM scattering phenomenon. On the
other hand, as shown in [27], for homogeneous reference
scenarios, full-3-D imaging provides superior reconstruction
capabilities compared to pseudo-3-D imaging, which is based
on the combination of several 2-D reconstructions. Accord-
ingly, the novel contribution of this article is the development
of a general and flexible imaging approach that is capable of
accounting for 3-D and inhomogeneous scenarios and arbitrary
acquisition geometries.

Once the scattering model has been established, a thorough
analysis of the achievable resolution performance is carried
out by resorting to theoretical arguments of DT and with the
aid of the singular value decomposition (SVD) [28] of the
scattering operator. Tomographic reconstructions of extended
subsurface targets achieved by inverting full-wave simulated
data are reported to assess the effectiveness of the imaging
approach.

The article is organized as follows. Section II provides the
mathematical formulation of the imaging approach. A theo-
retical analysis of the reconstruction performance is presented
in Section III while reconstruction results are reported in
Section IV. Conclusions follow in Section V.

II. 3-D CONTACTLESS GPR IMAGING APPROACH

A. General Formulation

We consider the geometry sketched in Fig. 1 featuring a
half-space scenario where the upper region (z < 0) is free-
space (region 1) and the lower region (z > 0) is a lossless,
homogenous, and non-magnetic (µ = µ0 = 1.25 × 10−6 H/m)
soil (region 2) characterized by the dielectric permittivity
εs = εrsε0, where εrs is the soil relative permittivity and
ε0 = 8.85 × 10−12 F/m is the free-space permittivity.
The targets are supposed to be located in the subsurface
investigation volume V . For sake of simplicity, the scene is
probed by Tx and Rx antennas with negligible spatial offset
(monostatic configuration), which record scattered field data
over a measurement grid 0 = ∪

I
i=10i , where 0i are y-directed

lines located at a quota h above the air–soil interface (z = 0).
The Tx and Rx antennas are Hertzian dipoles operating in
the angular frequency interval � = [ωmin, ωmax] and lin-
early polarized along the directions utx and urx, respectively.
We denote with rm = (xm, ym, −h) the measurement point
and r = (x, y, z) is a generic point in V .

At each point r, the presence of a target is described by
the contrast function [29], i.e., the variation of the target
permittivity ε(r) with respect to the soil permittivity εs , i.e.,

χ(r) =
ε(r) − εs

εs
. (1)

If the radar sensor is far enough (in terms of EM wave-
length) from the air–soil interface, the far-field approximation
holds and the wave propagation phenomena can be described
by resorting to ray optics concepts [11], [20], [30]. As Fig. 1
sketches, the radar sensing process consists of the following
stages.

1) A ray is emitted by the Tx antenna and travels in the
air along the direction fixed by the unit vector ŝi .

2) The ray is transmitted in the soil at the interface reflec-
tion point (IRP) r̃ = (x̃, ỹ, 0).

3) The transmitted ray travels in the subsurface along the
direction fixed by the unit vector ŝt and a scattered field
is produced when the ray encounters an EM anomaly
(target).

4) Part of the scattered EM energy returns to the Rx antenna
along the same path as the incident ray.

We denote with

Ri =
∣∣r̃ − rm

∣∣ =√(x̃ − xm
)2

+
(

ỹ − ym
)2

+ h2 (2)

the distance between r̃ and rm along the incident ray, while

Rt = |r − r̃| =

√(
x̃ − x

)2
+
(

ỹ − y
)2

+ z2 (3)

is the distance covered by the transmitted ray from r̃ to r.
The EM scattering phenomenon at hand is described by

resorting to the Born approximation [29]. Accordingly, the
measured component of the scattered electric field along urx
is expressed as

E s(rm, ω) = k2
s

∫∫∫
V

urx · G21(rm, r)·Et (r,rm)χ(r)dr. (4)

In (4), ks = ω(µ0εs)
1/2 is the propagation constant in the

soil, Et is the electric field transmitted in the soil at rϵV when
the utx-polarized Tx antenna is located at rm , and G21 is the
inhomogeneous dyadic Green’s function accounting for the
radiation from r to rm .

B. Computation of the Kernel of the Scattering Equation

In this section, the kernel of the linear integral
equation (4), i.e., Et and G21, is calculated by applying the
geometrical optics (GO) theory [31]. To simplify the calcula-
tions, it is convenient to consider the local ray-fixed reference
system at the IRP (see Fig. 2). Specifically, we introduce the
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Fig. 2. Local ray-fixed reference system at the IRP.

ordinary plane of incidence 5i as the plane defined by the
incidence direction

ŝi
=

(
x̃ − xm

)
Ri

x̂ +

(
ỹ − ym

)
Ri

ŷ +
h
Ri

ẑ (5)

and the unit vector n̂ = −ẑ normal to the air–soil interface.
The local incidence angle δi is related to the former unit
vectors by the relationship

cosδi
= −ŝi

· n̂ = ŝi
· ẑ =

h
Ri

. (6)

The direction of the transmitted ray is expressed by the unit
vector

ŝt
=

(x − x̃)

Rt
x̂ +

(y − ỹ)

Rt
ŷ +

z
Rt

ẑ. (7)

The electric field along the incident and transmitted rays
is decomposed into the parallel (||) and perpendicular (⊥)

components. Specifically,

ê⊥ = ŝi
× n̂ =

1
Ri

[(
ym − ỹ

)
x̂ −

(
xm − x̃

)
ŷ
]

(8)

is the unit vector perpendicular to the incidence plane, and

êi
||

= ê⊥ × ŝi

=
1
R2

i

[
h
(
x̃ − xm

)
x̂ + h

(
ỹ − ym

)
ŷ +

(
h2

− R2
i

)
ẑ
]

(9)

êt
||

= ê⊥ × ŝt

=
1

Rt Ri

{
z
(
x̃ − xm

)
x̂ + z

(
ỹ − ym

)
ŷ

+
[(

xm − x̃
)(

x − x̃
)

+
(

ym − ỹ
)(

y − ỹ
)]}

ẑ
(10)

are the unit vectors related to the parallel polarization of the
incident and transmitted fields, respectively.

In the ray-fixed reference system, the amplitude of the
transmitted field Et at the IRP r̃ is related to the amplitude
of the incident field Ei at that point through the transmission
coefficients matrix T, i.e.,[

E t
||

E t
⊥

]
= T ·

[
E i

||

E i
⊥

]
=

[
T|| 0
0 T⊥

]
·

[
E i

||

E i
⊥

]
(11)

where

T|| =
2cosδi

cosδt +
√

εrscosδi
(12)

T⊥ =
2cosδi

cosδi +
√

εrscosδt
(13)

are the Fresnel’s transmission coefficients for parallel and
perpendicular polarization [31]. In (12) and (13), εrs is the
relative soil permittivity and δt is the transmission angle, which
is related to δi through the second Snell’s law

sinδi
=

√
εrssinδt . (14)

According to GO [31], the transmitted field Et can be
expressed in the ray-fixed reference system as

Et (r) =

[
E t

||

E t
⊥

]
A(Rt )e− jks Rt = T ·

[
E i

||

E i
⊥

]
A(Rt )e− jks Rt (15)

where

A(Rt ) =
Ri

Ri + Rt
(16)

is the spreading factor for the transmitted ray.
The transmitted field in (15) is rewritten in the Cartesian

reference frame (see Fig. 1) by introducing the transformation
matrices M

1
and M

2

Et (r) =

 E t
x

E t
y

E t
z

 = M
1
· T · M

2
·

 E i
x

E i
y

E i
z

 Ri

Ri + Rt
e− jks Rt (17)

in which

M
1

=

 êt
||

· x̂ ê⊥ · x̂
êt
||

· ŷ ê⊥ · ŷ
êt
||

· ẑ ê⊥ · ẑ

 (18)

M
2

=

[
êi
||

· x̂ êi
||

· ŷ êi
||

· ẑ
ê⊥ · x̂ ê⊥ · ŷ ê⊥ · ŷ

]
. (19)

The evaluation of the transmitted field in (17) involves the
determination of the incident field Ei at the IRP for every
combination of rm and r. As shown in Appendix A, the IRP
is found by solving the following non-linear equation system:{

R2
t

(
R2

i − h2)
= εrs R2

i

(
R2

t − z2)(
ỹ − ym

)
x −

(
x̃ − xm

)
y − xm ỹ + ym x̃ = 0

(20)

with respect to the unknown IRP coordinates (x̃, ỹ). Note
that the solution of the system cannot be derived in a closed
analytical form and it is found by resorting to a numerical
solver for systems of non-linear equations.

The transmitted field Et and the inhomogeneous dyadic
Green’s function G21 appearing in (4) write as (see
Appendix B)

Et (r,rm) = − jωµ0M
1
· T · M

2
· G̃1

· utx
e− jk0(Ri +

√
εrs Rt)

4π(Ri + Rt )

(21)

G21(rm, r) = G̃1T
· MT

2
· TT MT

1

e− jk0(Ri +
√

εrs Rt)

4π(Ri + Rt )
(22)

where the apex T denotes the transpose operation and G̃1 is
defined by (B7).
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C. Data Inversion

The linear integral equation in (4) is rewritten by accounting
for (21) and (22) as

E s(rm, ω)

= −
jωµ0k2

s

16π2

∫∫∫
V

{
urx · G̃1T

· MT
2

· TT
· MT

1

· M
1
· T · M

2
· G̃1

· utx

}
×

e− j2k0(Ri +
√

εrs Rt)

(Ri + Rt )
2 χ(r)dr = Pχ (23)

where P :L2(V ) → L2(� × 0) is a linear operator projecting
the unknown space onto data space.

The linear inverse problem defined by (23) is ill-posed
and it is necessary to adopt a regularization strategy to get
a robust solution with respect to noise on data [28]. Different
schemes are available to obtain a regularized solution to the
inverse problem; in this work, we exploit the truncated SVD
(TSVD) [28]

χ̃ =

Nt∑
n=1

⟨ES, un⟩

σn
vn. (24)

In the above equation, ⟨·, ·⟩ stands for the scalar product
in data space, {σn, un, vn}

∞

n=1 is the singular spectrum of
the linear operator P , σn are the singular values sorted in
descending order, un and vn are orthonormal basis functions
in the space of data and unknowns, respectively. Moreover, the
truncation index Nt is the regularization parameter defining the
compromise between the achievable resolution and stability of
the solution [28].

The modulus of the regularized contrast function χ̃ defines
a spatial map here denoted as tomographic image.

III. RESOLUTION ANALYSIS

This section presents a comprehensive analysis of the reso-
lution performance that can be achieved by inverting the linear
model of (23). The analysis is first carried out by deriving an
approximate theoretical formula for the point spread function
(PSF), i.e., the reconstruction of a point-like target, based on
theoretical results of DT and after in a more rigorous way with
the aid of the SVD tool.

A. Approximate Theoretical Analysis

An approximate expression for the spatial resolution is
obtained by exploiting DT results referred to a monostatic
GPR operating in contact with the air–soil interface [2].
Specifically, when the measurement domain at the air–soil
interface is a square D = [−a, a]× [−a, a] and a point target
located in the middle of the investigation volume is considered,
the spectral coverage of the unknown contrast function, i.e.,
the set of retrievable spatial harmonics, is the intersection
of the regions [2]

S1 =
(
kx , ky, kz

)
:kz ≥ 0

S2 =
(
kx , ky, kz

)
:k2

x + k2
y + k2

z ≥ 4k2
min

S3 =
(
kx , ky, kz

)
:k2

x + k2
y + k2

z ≤ 4k2
max

S4 =
(
kx , ky, kz

)
:k2

x + k2
y ≤ k2

z tan2 θ∗

(25)

Fig. 3. Theoretical spectral set S predicted by DT in the case of a
contact-based GPR and its approximating parallelepiped. (Top) 3-D view.
(Bottom) View in the kx –kz plane.

where kmin and kmax are the minimum and maximum
wavenumbers in the soil, respectively, and θ∗ is the maximum
illumination angle defined by the size of the measurement
domain. The spectral set S in (25) is the region in the half-
space kz ≥ 0 given by the intersection of the spherical shell
with inner and outer radii 2kmin and 2kmax and the cone having
its vertex at the origin and semi-aperture angle θ∗. A graphical
representation of the spectral set S is given in Fig. 3 where
the upper panel is a 3-D view while the lower panel shows a
cut in the kx –kz plane. As seen in Fig. 3, under the limits of
validity of DT, the scattering operator acts as a low pass filter
along kx and ky and as a bandpass filter along kz . As a result,
the reconstructed contrast function χ̃ is a smoothed version of
the true unknown contrast χ .

As said above, the spectral set in Fig. 3 is derived for a
contact GPR. However, as shown in Fig. 4 and discussed later
in Section III-C, the contactless monostatic GPR configuration
at hand can be managed as a contact one by considering that,
for a given point target in V , the real measurement aperture
at quota h maps into an “effective” aperture at the air–soil
interface. Such an aperture is defined by the set of all possible
IRPs by accounting for the ray paths from the measurement
points to the target. Upon approximating such an effective
aperture as a square in the case of a square measurement
domain, the spectral coverage of the unknown contrast turns
out to be defined by (25), with θ∗ shown in Fig. 4.

In the following, we derive an approximate expression for
the PSF. We consider an impulsive target with unit amplitude
located at the point (x0, y0, z0), i.e.,

χ(x, y, z) = δ(x − x0)δ(y − y0)δ(z − z0) (26)

where δ is the Dirac delta distribution.
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Fig. 4. Contactless GPR configuration showing the mapping of the actual
measurement domain at a quota h into an effective aperture at the air–soil
interface.

The PSF is defined as the inverse Fourier transform of its
spectrum χ̂(kx , ky, kz) over the set S, i.e.,

χ̃PSF(x, y, z)

=

∫∫∫
S
χ̂
(
kx , ky, kz

)
e− jkx x e− jky ye− jkz zdkx dkydkz . (27)

In order to get a closed formula from (29), we approximate
the set S with the parallelepiped S∗ (see Fig. 3)

S∗
=
(
kx , ky, kz

)
:


−2kcsinθ∗

≤ kx ≤ 2kcsinθ∗

−2kcsinθ∗
≤ ky ≤ 2kcsinθ∗

2kmin ≤ kz ≤ 2kmax

(28)

where kc is the wavenumber in the soil at the central frequency.
After performing analytical calculations, the following for-

mula is found for the PSF:

χ̃PSF
th (x, y, z) =

64π Bk2
c sin2 θ∗

c
sinc

[
2kc sin θ∗(x − x0)

]
· sinc

[
2kc sin θ∗(y − y0)

]
× sinc

[
2π B

√
εrs

c0
(z − z0)

]
(29)

where sinc(x) = (sin x/x), B is the frequency bandwidth in
hertz and c0 is the wave speed in the free-space.

From (29), it turns out that the spatial resolution limits write
as

1x = 1y =
c0

4 fc
√

εrssinθ∗
(30)

1z =
c0

2
√

εrs B
(31)

with fc being the central frequency.
The resolution formulas in (30) and (31) are identical to

those achieved in the 2-D case [30]. Moreover, in (30), the
maximum illumination angle θ∗ is bounded by the critical
angle

θ∗
≤ θ

c
= sin−1

(√
1
εrs

)
(32)

leading to a lower bound on the horizontal resolution

1x,y ≥
c0

4 fc
. (33)

B. SVD-Based Analysis

The theoretical analysis performed in Section III-A is based
on various assumptions and approximations such as the far-
field condition, neglecting amplitude terms in the spectral
domain (e.g., see [2]) and, last but not least, the approximation
of the true spectral set S with a parallelepiped. As a result,
despite the physical insight provided by (30) and (31), the
resolution values they provide should be meant only as rough
estimates of the true values.

A more rigorous way to estimate the resolution limits
and analyze the filtering behavior of the linear operator P
in (23) is provided by the SVD tool. More specifically, the
spatial-spectral coverage of the unknown contrast function is
provided by the so-called spectral content [2], [26]

SC(kx , kx , kz) =

Nt∑
n=1

∣∣v̂n
(
kx , ky, kz

)∣∣2 (34)

where kx , ky, and kz are the spectral variables corresponding
to x , y, and z, and v̂n(kx , ky, kz) are the 3-D Fourier trans-
forms of the singular functions vn(x, y, z). As shown in [32],
SC represents the global (average) harmonic content of the
unknown obtained by accounting for all possible positions of
the point target in V.

As regards the spatial resolution, we exploit the TSVD-
based expression of the PSF, i.e.,

χ̃PSF
TSVD(x, y, z) =

Nt∑
n=1

v∗

n(x0, y0, z0)vn(x, y, z) (35)

where (x0, y0, z0) is the position of the point target and the
symbol ∗ denotes the conjugation operation.

The figures of merit in (34), and (35) do not rely on any
approximation; however, they cannot be put in closed form
and need to be evaluated numerically.

C. Numerical Analysis

Numerical tests aiming at assessing the achievable resolu-
tion performance are reported in the following. The tests are
related to the scenario sketched in Fig. 5 featuring a lossless
homogenous soil probed by a measurement grid 0 = [0, 2] ×

[0, 2] m2 consisting of 41 y-directed lines. The measurement
step along the lines and the spacing between the lines are
fixed at 0.05 m. A multimonostatic/multifrequency GPR con-
figuration is considered where the Tx and Rx antennas are
Hertzian dipoles directed along x . The antennas operate in the
frequency band B = [200, 600] MHz, which is sampled with
a uniform step equal to 50 MHz. The subsurface investigation
volume V = [0, 2] × [0, 2] × [0, 1] m3 is discretized into
voxels having parallelepiped shape and size 0.1 m along x
and y and 0.05 m along z. The resolution analysis is carried
out for different values of the measurement quota h and soil
relative permittivity εrs: 1) h = 1 m and εrs = 4; 2) h = 1 m
and εrs = 6; 3) h = 2 m and εrs = 4; and 4) h = 2 m
and εrs = 6.

Ad hoc simulation codes have been developed in the
MATLAB 2019 environment. In particular, as regards the
computation of the IRPs, the non-linear system in (20) has
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Fig. 5. Simulated scenario. The rays from the measurement points (red dots)
to the target (black circle) are shown to highlight how the measurement
domain maps into an effective aperture (black area) at z = 0.

been solved by using the Trust-Region Dogleg Algorithm [33]
implemented by the fsolve function. The coordinates (x , y) of
the generic voxel in V are given in input to the solver as
starting point to search for the solution.

A point target is considered in the middle of the investigated
volume at (1.0, 1.0, 0.5) m as seen in Fig. 5. The green lines
represent the paths of the rays from the measurement points to
the target undergoing refraction at the IRPs. These last define
a region (black area) at the air–soil interface that has been
defined as an effective aperture in Section III-A. The IRPs
can be treated as virtual sources illuminating the target and,
consequently, the effective aperture can be regarded as a virtual
measurement domain probing the target. Note that, based
on (30), the horizontal resolution depends on the effective
aperture size through the maximum illumination angle θ∗

(see Fig. 4).
Fig. 6 provides an interesting comparison between the

effective apertures achieved for the different values of h and
εrs. Due to the symmetry of the actual measurement domain
with respect to the target, the effective apertures also preserve
the symmetry; however, their shape and size are sensitive to the
parameter values. Specifically, when the measurement domain
is closer to the air–soil interface (h = 1 m), the contour of the
effective aperture exhibits a larger curvature. Moreover, for a
fixed h, increasing εrs turns into a reduction of the effective
aperture area. A similar phenomenon is observed also when
h grows at parity of εrs.

The curves plotted in Fig. 7 display the trend of the singular
values of the operator P for the considered values of h and εrs.
As expected, regardless of the parameters’ values, the curves
exhibit a rapid decay as the index n grows. However, for a
fixed TSVD threshold (−20 dB in Fig. 7), the curves referred
to h = 2 m experience a faster decay than that observed
for h = 1 m. This outcome suggests a worse resolution
performance for increasing value of h, because fewer singular
values contribute to the reconstruction of the unknown contrast
function [see (26)].

The curves in Fig. 7 also reveal that, for a fixed value of h,
the number of retained singular values is slightly larger for

Fig. 6. Comparison between the effective apertures achieved for a point
target at (1.0, 1.0, 0.5) m and different values of h and εrs.

Fig. 7. Normalized singular values of the operator P expressed in decibel
for different values of h and εrs.

soil with a higher permittivity. Therefore, in this case, soil
permittivity helps improve the spatial resolution. Indeed, as it
will be shown later, increasing the permittivity mostly pro-
vides a resolution enhancement along depth as also suggested
by (31).

To visualize the effect of the parameters on the spatial
resolution, the PSF has been evaluated based on (35) by setting
the TSVD threshold at −20 dB. The cuts along x , y, and z of
the PSF amplitude normalized to their maxima are illustrated
in the left, middle, and right panels of Fig. 8, respectively.
Different considerations can be made based on these graphs.
First, the cuts along x and y of the PSF are identical as also
predicted by the approximate formula of the PSF [see (29)].
These cuts highlight that, for a fixed value of h, resolutions
along x and y are invariant with respect to εrs. An explanation
of this result can be given by considering that the effective
aperture size (i.e., the maximum illumination angle) decreases
when εrs grows (see Fig. 6). As a result, upon considering (30),
the increase of εrs is balanced by the reduction of θ∗ and the
horizontal resolution does not vary. On the other hand, for
a fixed εrs, the horizontal resolution worsens notably when
h grows. This result agrees with the curves of singular values
plotted in Fig. 7 and is also predicted by (30) given the
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Fig. 8. Comparison of the normalized PSF amplitude cuts related to a point target at (1.0, 1.0, 0.5) m for the different values of h and εrs. (Left) x-cut.
(Middle) y-cut. (Right) z-cut.

TABLE I
RESOLUTION RESULTS FOR A POINT TARGET AT (1.0, 1.0, 0.5) m

reduction of the effective aperture size (i.e., θ∗) observed in
Fig. 6. The right panel of Fig. 8 also highlights that depth
resolution is independent on h and, for a fixed h, it increases
with εrs in agreement with (31).

A quantitative assessment of the imaging performance is
carried out by evaluating the resolution values from the PSF
following the −3 dB (i.e., half power) criterion. Table I
summarizes the TSVD-based resolution data confirming the
previous considerations and a quite good agreement with the
theoretical values provided by (30) and (31). Note that these
last values are referred to the first null of the sinc(·) function;
accordingly, they are converted to −3 dB resolution values by
applying the scaling factor of 0.9.

In the following, we investigate the effect of the target
depth on the resolution. The measurement quota and the soil
permittivity are set as h = 1 m and εrs = 6, respectively, and
the target is centered in the xy plane at depths as z = 0.2, 0.5,
and 0.8 m. The effective apertures achieved for each depth
value are depicted in Fig. 9. A smaller effective aperture is
attained when the target is located in the proximity of the
surface; conversely deeper targets are illuminated by a larger
effective aperture.

The cuts of the normalized PSF and the corresponding
resolution data versus the target’s depth are reported in Fig. 10

TABLE II
RESOLUTION FOR A POINT TARGET AT x = 1.0 m

AND y = 1.0 m VERSUS DEPTH

Fig. 9. Equivalent apertures for targets located at varying depths when
h = 1 m and εrs = 6.

and Table II, respectively. The achieved results confirm that the
horizontal resolution does not vary significantly with the target
depth. Indeed, despite the effective aperture area increasing
with the depth (see Fig. 9), the illumination angle θ∗ appearing
in (30) does not vary significantly because the depth also
increases. As for the resolution along z, its value is not affected
by the target depth and is determined only by the radar system
bandwidth when the soil permittivity is fixed.
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Fig. 10. Comparison of the PSF cuts related to target at depth z = 0.2, 0.5, and 0.8 m. (Left) x-cut. (Middle) y-cut. (Right) z-cut.

Fig. 11. Cuts of the normalized spectral content in decibel for the different values of h and εrs. (Top) kx -cut. (Bottom) ky -cut. The red curve lines delimit
the theoretical spectral set in (35). Dynamic range [−10, 0] dB.

We conclude the resolution analysis by showing in Fig. 11
the cuts of the TSVD-based spectral content evaluated accord-
ing to (34). The spectral set in (25) referred to the critical
angle θ c is also shown to highlight the maximum amount
of information that can be theoretically retrieved. Note that,
the TSVD-based spectral content does not match exactly the
theoretical set because the condition θ∗

= θ c is rarely verified
save for measurement points on the edge of the measurement
domain. Despite that, the trend of the spectral content versus h
and εrs is coherent with resolution results retrieved from the
PSF analysis. Indeed, increasing h at parity of εrs reduces
the harmonic content along the kx and ky due to the reduced
effective aperture size (see Fig. 6). On the other hand, when
εrs grows at parity of h, we observe a clear increase of the
harmonic content along kz , which is related to an increase of
the resolution along depth [see (31)].

IV. RECONSTRUCTION RESULTS

Tomographic reconstructions obtained from full-wave syn-
thetic data are reported in this section to assess the perfor-
mance of the proposed imaging approach for the case of
extended targets. To this aim, the EM simulator GPRMAx [34]
is exploited to generate electric field data with x-directed
Hertzian dipoles radiating a Ricker wavelet centered at the
frequency of 400 MHz. The model parameters including
soil permittivity, measurement grid, investigation domain, and

TSVD threshold are identical to those used for the resolution
analysis in Section III. Two diverse scenarios are considered
here as shown in Fig. 12. The first scenario (left panel of
Fig. 12) features an L-shaped cavity (εrs = 1) with thickness
along z equal to 0.1 m and buried at a depth of 0.45 m
with respect to the air–soil interface. The second scenario
(middle panel in Fig. 12) comprises the L-shaped target and
a cubic cavity with the size of 0.3 × 0.3 × 0.2 m buried
at a depth of 0.55 m. The positions and the size of the two
considered targets in the xy plane are indicated in the right
panel of Fig. 12.

Electric field (x-component) radargrams are calculated over
the fast-time window [0, 60] ns and processed by the following
operations: zero time setting at 2.98 ns and time-gating up
to 14 ns to reject the direct coupling between the Tx and Rx
antennas and the reflection from the air–soil interface. Each
trace of the radargram is transformed in the frequency domain
over the band [200, 600] MHz with a step of 50 MHz and later
corrupted by additive white Gaussian noise (AWGN) with a
signal-to-noise-ratio equal to 0 dB.

The constant depth slices of the 3-D normalized tomo-
graphic reconstruction are displayed in Fig. 13 for the single
target scenario when h = 1 m and εrs = 4. As shown, the
inversion of the proposed ray-based scattering model allows
a correct target localization since the reconstruction peaks at
z = 0.5 m at the upper target surface. Note that, due to



GENNARELLI et al.: THREE-DIMENSIONAL RAY-BASED TOMOGRAPHIC APPROACH FOR CONTACTLESS GPR IMAGING 2000614

Fig. 12. (Left) Single target scenario. (Middle) Two-targets scenario. (Right) Dimensions of the targets in the xy plane.

Fig. 13. Depth slices of the full-3-D tomographic reconstruction referred to
the single target scenario for h = 1 m and εrs = 4. Color scale [0, 1].

the depth resolution limit (see Table I), the response from
the lower target interface combines with the upper surface
one. However, given the resolution limits, the target shape is
identified in a quite satisfactory way.

The tomographic images depicted in Fig. 14 refer to the
single target scenario when h = 1 m and εrs = 6. In agreement
with the resolution data listed in Table I, it is noticed that
the increased permittivity value has no tangible effects on the
reconstruction quality in the horizontal plane. Conversely,
the resolution slightly enhances along z since the energy of
the reconstruction is reduced compared to Fig. 13 in the depth
slices where no target is present.

Figs. 15 and 16 display the tomographic images of the single
target scenario when h = 2 m for both permittivity values.
When comparing these images with Figs. 13 and 14, the target
is still correctly localized but the increase of the measurement
quota has a detrimental effect on the horizontal resolution and,
consequently, the target shape is not well recognizable.

To compare the focusing of the reconstructions in
Figs. 13–16 in a more quantitative way, we evaluate their
entropy E according to the definition reported in [35] here

Fig. 14. Depth slices of the full-3-D tomographic reconstruction referred to
the single target scenario for h = 1 m and εrs = 6. Color scale [0, 1].

extended to the 3-D case, i.e.,

E = −

Q∑
q=1

ss
(
xq , yq , zq

)
ln
(
ss
(
xq , yq , zq

))
(36)

where

ss
(
xq , yq , zq

)
=

∣∣χ̃(xq , yq , zq
)∣∣2∑Q

q=1

∣∣χ̃(xq , yq , zq
)∣∣2 (37)

is the normalized square amplitude of the reconstructed con-
trast function at voxel

(
xq , yq , zq

)
, and Q is the total number

of voxels in the tomographic image. The entropy in (36) is
an indicator of the focusing of an image, and it has a higher
value when the image has a poorer resolution.

Table III summarizes the entropy values of the reconstruc-
tions of the single target scenario (Figs. 13–16). These values
confirm the superior focusing performance (lower entropy)
achieved when the measurement grid is closer to the air–soil
interface for a given soil permittivity. Furthermore, at a fixed
measurement quota, increasing the soil permittivity slightly
improves the image focusing.



2000614 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 61, 2023

Fig. 15. Depth slices of the full-3-D tomographic reconstruction referred to
the single target scenario for h = 2 m and εrs = 4. Color scale [0, 1].

TABLE III
ENTROPY VALUES FOR THE TOMOGRAPHIC RECONSTRUCTIONS

OF THE SINGLE TARGET SCENARIO

Fig. 16. Depth slices of the full-3-D tomographic reconstruction referred to
the single target scenario for h = 2 m and εrs = 6. Color scale [0, 1].

Tomographic reconstructions have been produced also for
the more challenging two-targets scenario shown in the middle
panel of Fig. 12. In this case, the measurement quota is
fixed at h = 1 m and εrs = 4. Furthermore, a soil electric
conductivity (σ = 0.01 S/m) is introduced in the numerical
simulator to account for GPR signal attenuation. In this regard,
it must be stressed that despite the scattering model of (23)
has been formally derived under the assumption of a lossless

Fig. 17. Depth slices of the full-3-D tomographic reconstruction referred to
the two-targets scenario. Line spacing 5 cm. Color scale [0, 1].

Fig. 18. Depth slices of the full-3-D tomographic reconstruction referred to
the two-targets scenario. Line spacing 40 cm. Color scale [0, 1].

soil to simplify the analytical derivation, in the following
we show that it can be successfully applied to process also
data collected in the presence of a lossy soil. This claim
is due to the fact only a qualitative reconstruction (i.e., the
target support) is provided by a linearized inversion strategy
and is supported by several numerical and experimental tests
carried out by Catapano et al. [27], e.g., in relation to UAV
GPR imaging [18], archeological prospections [27], and GPR
imaging of tree trunks [36], [37].

Fig. 17 displays the full 3-D-tomographic reconstruction
achieved by considering a spacing between the lines equal
to 5 cm. It is observed that both targets are identified by the
reconstruction procedure, with the L-shaped object providing
a stronger response due to its larger radar cross section.
To investigate the effect of the line spacing on the recon-
struction capabilities, we have repeated the processing by
increasing the spacing between the lines to 40 cm (i.e., six
lines). The achieved results illustrated in Fig. 18 highlight that
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Fig. 19. Depth slices of the full-3-D tomographic reconstruction referred to
the two-targets scenario. Line spacing 80 cm. Color scale [0, 1].

Fig. 20. Depth slices of the pseudo-3-D tomographic reconstruction referred
to the two-targets scenario. Line spacing 5 cm. Color scale [0, 1].

a wider spacing introduces some artifacts in the images. This
phenomenon is remarkable for a spacing of 80 cm (three lines)
as shown in Fig. 19, where the presence of grating lobes due to
the coarse spacing (see [38]) impairs the correct identification
of the targets.

As a final test, the reconstruction performance of the full
3-D approach proposed in this work is compared with a
pseudo-3-D imaging approach (e.g., see [27]). Pseudo-3-D
imaging refers to a reconstruction strategy combining several
2-D reconstructions, whose number is equal to the number of
measurement lines. As confirmed in Fig. 20 obtained for a line
spacing equal to 5 cm, the targets are reconstructed only in
part with the pseudo-3-D imaging strategy. This result agrees
with the findings in [27] and confirms the importance of a
full-3-D approach to get reliable images of the scene under
investigation.

The computation complexity of the proposed reconstruction
approach is linked to the construction of the forward scattering
operator P , based on the IRP computation, and the evaluation

TABLE IV
COMPUTATIONAL LOAD OF THE RECONSTRUCTION APPROACH

of its SVD. The inversion algorithm has been implemented
under MATLAB 2020b on a Desktop PC equipped with an
INTEL XEON GOLD 6136 CPU (3.0 GHz clock frequency)
and 256 GB RAM. The computation times and memory
requirements related to the operator and SVD calculations are
summarized in Table IV. From the data in the table, it is
concluded that most processing time is related to the IRP
computation, whereas the memory occupation is mainly due
to the operator and SVD computation.

V. CONCLUSION

The article has proposed a full-3-D contactless GPR imag-
ing approach based on the solution of a linearized inverse
scattering problem. The approach relies on a ray-based model,
which accounts for the radar signal propagation into a half-
space scenario allowing an accurate evaluation of the kernel
of the scattering equation to be inverted. A detailed analysis
of the achievable resolution performance has been carried out
for a measurement grid made by several parallel lines. To this
aim, DT concepts and the SVD tool have been exploited.
The effectiveness of the imaging strategy has been verified by
processing full-wave synthetic data in the presence of various
extended subsurface targets.

Future research activities will regard the experimental vali-
dation of the proposed imaging approach; the comparison with
other focusing techniques, an in-depth study of the reconstruc-
tion performance in the case of incomplete or missing data.
Regarding this latter point, the analytical results for the 2-D
case provided in [2] and those for the 3-D homogeneous case
given in [39] will be extended to the problem at hand. A further
future activity will account for the analysis of measurement
geometries different from the planar grid.

APPENDIX A
IRP COMPUTATION

This appendix deals with the determination of the IRP. With
reference to Fig. 2, we rewrite the second Snell’s law as√

1 − cos2δi =
√

εrs

√
1 − cos2δt (A1)

which leads to the equation

R2
t

(
R2

i − h2)
= εrs R2

i

(
R2

t − z2). (A2)

In (A2), all quantities are known save for the IRP coordi-
nates (x̃, ỹ), which appear in the definition of the distances Ri

and Rt [see (2) and (3)]. Hence, a further equation is needed
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to work out the reflection point. Such an equation is obtained
by imposing that the IRP belongs to the incidence plane 5i .

The equation of 5i is expressed in the canonical form

5i : ax + by + cz + d = 0 (A3)

where a, b, and c are the components of the vector normal to
the plane. By definition, the unit vector ê⊥ in (8) is normal to
5i and so (A3) rewrites as

ym − ỹ
Ri

x −
xm − x̃

Ri
y + d = 0. (A4)

Since the IRP must belong to 5i , we plug its coordinates
into (A4) to derive the coefficient d

d =
1
Ri

[(
xm − x̃

)
ỹ −

(
ym − ỹ

)
x̃
]

(A5)

which substituted into (A4) gives

(ỹ − ym)x − (x̃ − xm)y − xm ỹ + ym x̃ = 0. (A6)

Finally, (A2) and (A6) form a non-linear equation system{
R2

t

(
R2

i − h2)
= εrs R2

i

(
R2

t − z2)
(ỹ − ym)x − (x̃ − xm)y − xm ỹ + ym x̃ = 0

(A7)

wherein the IRP coordinates
(
x̃, ỹ

)
are the two unknowns.

APPENDIX B
DETERMINATION OF THE TRANSMITTED FIELD AND

INHOMOGENEOUS GREEN’S FUNCTION

A Hertzian dipole directed along utx radiates an electric
field [29]

Ei(r̃) = − jωµ0G1(r̃, rm
)

· utx (B1)

where G1 is the dyadic Green’s function in free-space account-
ing for radiation from rm to r̃ [31]. Equations (B2)–(B4), as
shown at the bottom of the page.

Under the far-field approximation (k0h ≫ 1), the functions
G1 and G2 are approximated as

G1 ≈
1

4π Ri
(B5)

G2 = −
1

4π R3
i

(B6)

and then (B2) rewrites as equation (B7), shown at the bottom
of the page.

Now, we substitute (B7) into (B1) to get the expression of
the incident field at the IRP

Ei(r̃) = − jωµ0G̃1
· utx

e− jk0 Ri

4π Ri
(B8)

that is plugged into (17) to find the transmitted field in the
subsoil at the observation point r, i.e.,

Et (r,rm) − jωµ0M
1
· T · M

2
· G̃1

· utx
e− jk0(Ri +

√
εrs Rt )

4π(Ri + Rt )
. (B9)

Similar to (B1), we rewrite (B9) as

Et (r,rm) = − jωµ0G12(r,rm) · utx (B10)

where

G12(r, rm) = M
1
· T · M

2
· G̃1 e− jk0(Ri +

√
εrs Rt)

4π(Ri + Rt )
(B11)

is the inhomogeneous Green’s function of the scenario
accounting for the radiation of a Hertzian dipole from region 1
to region 2.

Due to the symmetry property of dyadic Green’s func-
tions [29], the inhomogeneous dyadic Green’s function G21

from region 2 to region 1 appearing in (4) is given by

G21(rm, r) =
[
G12(r,rm)

]T

= G̃1T
· MT

2
· TT

· MT
1

e− jk0(Ri +
√

εrs Rt)

4π(Ri + Rt )
(B12)

where T denotes the transpose operation.

G1(r̃, rm
)

= e− jk0 Ri ·

 G1 + G2
(
x̃ − xm

)2 G2
(
x̃ − xm

)(
ỹ − ym

)
G2
(
x̃ − xm

)
h

G2
(
x̃ − xm

)(
ỹ − ym

)
G1 + G2

(
ỹ − ym

)2 G2
(

ỹ − ym
)
h

G2
(
x̃ − xm

)
h G2

(
ỹ − ym

)
h G1 + G2h2

 (B2)

G1 =
−1 − jk0 Ri + k2

0 R2
i

4πk2
0 R3

i
(B3)

G2 =
3 + j3k0 Ri − k2

0 R2
i

4πk2
0 R5

i
(B4)

G1(r̃, rm
)

=


1 −

(
x̃ − xm

)2

R2
i

−

(
x̃ − xm

)(
ỹ − ym

)
R2

i
−

(
x̃ − xm

)
h

R2
i

−

(
x̃ − xm

)(
ỹ − ym

)
R2

i
1 −

(
ỹ − ym

)2

R2
i

−

(
ỹ − ym

)
h

R2
i

−

(
x̃ − xm

)
h

R2
i

−

(
ỹ − ym

)
h

R2
i

1 −
h2

R2
i


e− jk0 Ri

4π Ri

= G̃1 e− jk0 Ri

4π Ri
(B7)
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