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Guest Editorial
Introduction to the Focused Section on

Mechatronics and Automation for Constructions

I. INTRODUCTION

RAPID advances in modern technologies have completely
revolutionized many industries in recent years. It is an-

ticipated that mechatronic and automation technologies would
play an important role in transforming the construction indus-
try to embrace for the fourth industrial revolution. However,
construction automation problems bring up new research chal-
lenges that diverge from traditional methods. Unlike the fac-
tory environment, which is typically structured and predictable,
construction sites are dynamic places where the working en-
vironment is unstructured and always changing. Due to lack
of skilled labor, time and cost overruns, quality deficiencies,
and the recent pandemics, mechatronic and automation tech-
nologies offer solutions for future safe, rapid, performative,
prize worthy, and digitally protocolled construction projects.
The coexistence of human workers, heavy vehicles, varying
environmental conditions, and automated mechatronic systems
also make safe human–machine interaction an important is-
sue. Beyond expertise in a specific discipline, construction au-
tomation also requires multidisciplinary expertise to integrate
with various fields, such as Internet of Things (IOT), robotics
and its construction oriented subsystems, adaptive/robust con-
trol, machine vision, sensing technologies, artificial intelligence
(AI), and building/construction/process information modeling
(BIM/CIM/PIM) for automated construction process manage-
ment and design. The main aims of this focused section in
the IEEE/ASME TRANSACTIONS ON MECHATRONICS (TMECH)
are to document the current state of the art in mechatronics
and automation for constructions, and to present new results
in several emerging research areas.

II. RECENT PROGRESS ON MECHATRONICS AND

AUTOMATION FOR CONSTRUCTIONS

Mechatronics and automation in construction at present
makes tremendous progress in a multitude of scientific areas.
In the following, we exemplarily highlight selected key areas.

A. Perception Technologies in Intelligent Construction

With the advent of Industry 4.0, the new generation of per-
ception technologies such as laser radar, machine vision, and AI
would be widely applied in construction automation.
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The perception technology in construction industry includes
the perception of the working status of the machinery and the
construction sites. To improve the quality and efficiency of
construction, much research work has been developed based
on different engineering scenarios. Yuan et al. [A1] developed
a stereo vision system to detect and track the operating status
of excavators by extracting mixed motion patterns and key node
features, so as to improve the control accuracy. Motivated by the
recent success of deep convolutional neural networks (CNNs)
in image recognition, Liang et al. [A2] built a CNN to train a set
of construction images and obtained the robot’s 2-D pose infor-
mation. The stacked hourglass network was used to predict and
reconstruct 3-D pose information, which was more accurate than
the traditional sensor measurement. In addition, the environment
perception also plays an important role in intelligent construc-
tion. For example, in the operations of remote-controlled cranes
and unmanned transportation equipment, information of the
operated objects and construction sites is required. Li and Ding
[A3] adopted a 3-D laser scanner to establish a 3-D image of
the crane cargo handling, and combined it with an optimization
method to automatically generate the cargo handling sequence.
Therefore, automatic handling of large quantities of cargoes
can be realized. Bouton et al. [A4] designed a wheel-on-leg
robot that can be used in uneven terrain. The output force of the
elastic actuation on each leg was controlled based on the contact
pressure measured by a force sensor, so that the robot can freely
balance its posture to adapt to complex terrain. Yoo and Kim
[A5] adopted an on-board 2-D laser scanner to build a 3-D local
terrain system. The local model was updated with the changing
construction sites. Lei et al. [A6] applied AI technology to the
operational status and environmental perception of excavator.
Visualization of the on-site data, fault diagnosis and prediction
are then carried out through data analysis.

In summary, the advances of perception technologies would
promote construction automation greatly from the aspects of
efficiency, performance, reliability, and construction processes’
optimization. With the development of AI and new sensing
technology, the advantages of intelligent construction would
gradually be revealed.

B. Modularity for the Construction Sector

The modularity in robotics and mechatronics [A7] had played
an important role in generating a flexible design consisting of
scalable and reusable modules. Nowadays, one of the crucial
design features in robotics and mechatronics is the modularity of
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components. The partitioning of a system in different functional
units/modules, which interact with each other allows a reduction
of cost due to the flexibility as well as reusable design of
components. Moreover, modules offer the possibility of interop-
erability, a shorter learning time for users due to the similarity
and adaptiveness of components and nongenerationally con-
strained augmentation or updating. The modules of a system are
interdependent, connected via interfaces and can be reversibly
separated in a defined manner. The concept of modularity in
robot system architecture could be further extended to modular
construction processes and modularly structured building prod-
ucts in the future.

C. Mechatronics, Robotics, and AI Technologies for
Infrastructure Inspection and Maintenance

Mechatronics and automation technologies are utilized not
only for construction of new civil infrastructures, but also for
maintenance of old ones. Inspection is one of the most important
tasks for infrastructure maintenance. Old infrastructures such as
bridges and tunnels require periodic inspection. This means that
infrastructure inspection is time-consuming and burdensome.
Automation of inspection is an effective and essential way to
solve this problem. The demand for infrastructure maintenance
and inspection robotics is increasing [A8].

Inspections are basically performed in a nondestructive way
such as visual inspection using a camera mounted on a robot.
Robots are typically required to approach the inspection targets.
Therefore, movement mechanism and mobility are important
for inspection robots, and various mechanisms that can access
difficult-to-reach areas have been proposed [A9], [A10]. Special
mechanisms are sometimes needed according to the inspection
targets and tasks. For example, pipe inspection robots need
motion mechanisms to move inside the pipe [A11]. Bridge or
tunnel inspection robots require the ability to access tall places.
Unmanned aerial vehicles (UAV) have become popular due to
the increase in performance of commercially available UAVs.

As to the inspection technologies, computer vision and ma-
chine learning techniques are widely used for damage or defect
detection [A12], [A13]. Deep learning-based methods have
shown high performance in many applications. However, it
requires a large amount of data. There is a relatively large
number of image dataset, but it is often difficult to collect dataset
other than images, e.g., acoustic data for hammering test. It
is therefore important to create a database of various formats
and also include defects and abnormal conditions in addition to
normal conditions, for construction automation.

D. Process Modeling as Basis for Further Robotic and
Mechatronic Developments

The process modeling offers the possibility of describing a
chronological sequence of activities in a higher level business
process. It helps to clearly document processes to generate a
deeper understanding of activities, functions, roles, and inter-
faces [A14].

After the process documentation (e.g., construction process
with and without robot), a consecutive analysis can serve to
identify system requirements and existing obstacles to innova-
tion. The analysis can reveal weak points, point out optimization
potentials, contribute to a high level of quality, support certifica-
tion for standards, and, ultimately, transparently represent cost
savings in the process. This synthesis of information can be
used to evaluate the construction process and the innovation and
efficiency potential.

In general, the construction process is determined by var-
ious processes of different stakeholders and responsibilities.
In the process, there are various interfaces coexisting, which
cause a complicated and tedious construction process. Moreover,
there is no data basis of modeled processes that are combining
the construction process with the robot as integral part of it.
There is therefore an urgent need of detailed and modeled up
construction processes with and without robotic/mechatronic
systems.

Based on the process modeling, the effects of changes in
any process, as well as process parameter, can be analyzed,
tested, and evaluated to make the process more efficient and
cost-effective.

E. Complexity Control Tactics

The terminology robot-oriented design (ROD) was defined
by Bock et al. [A15] and it describes a holistic approach, which
suggests an integration of new technologies (such as robotics)
to the construction industry to ensure efficient as well as rapid
on-site assembly operations and a reliable product performance
throughout the whole lifecycle.

To achieve this integration/management, the approach calls
for a co-adaption of construction products, processes, organi-
zation, management, and automated/robotic/mechatronic tech-
nology enabling an easier and more efficient implementation of
modern technology. New technologies (such as ICT, microsys-
tem technology, automation, mechatronics, robotics, and others)
could transform the construction sector and lead to an innovation
of traditional processes.

In general, if products are not properly processed on-site, then
that can cause major quality issues. Robotics guarantees the
same quality of products even on the construction site. Nowa-
days, there are already new technologies being applied in the
construction of buildings as well as their lifecycle management.
Construction tasks such as brick layering, wall painting or plas-
tering, drilling or on-site inspections by drones, exoskeletons for
lifting heavy loads, or even concrete 3D-printing for printing the
entire building shell are executed by robots and partially applied
on-site.

In summary, the construction sector has already benefitted
and executed the ROD-approach with further developments in
robotic and mechatronic applications to increase the resource
efficiency and performance of any construction or building
product or process through the whole lifecycle, but still needs to
improve the overall integration of new management, production,
and product strategies.
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III. HIGHLIGHTS IN THIS FOCUSED SECTION

Although there have been many contributions to the research
and development of mechatronics and automation for construc-
tions, many emerging research areas and applications remain to
be explored. This focused section brings together six articles to
highlight some of the recent developments in this area.

Concrete is a basic material that is widely used in modern
construction. The traditional method for inspection of defects in
concrete structures is typically based on the manual hammering
test. With recent advances in machine learning techniques, su-
pervised learning approaches based on training data can be used
to automate the process. However, these methods rely heavily
on the availability and quality of the training data. Weakly
supervised learning can be used to alleviate this problem but
existing works in this field still require a large amount of weak
supervision provided by humans. The first article by Jun et al.
[A16] proposes a novel weakly supervised augmentation method
for defect detection in concrete structures. The main aim is to
achieve high defect detection performance with a low amount of
weak supervision provided by humans. The results were verified
by experiments conducted in field conditions.

One obvious limitation of the hammering test is that the fault
detections are limited to the areas of the concrete structures that
are reachable by the inspectors. In many modern structures such
as high-rise buildings, it is difficult to cover all areas extensively
by the hammering test. The article by Chun and Hayashi [A17]
aims to overcome this problem by developing a novel method
for automatic detection of floating and delamination of concrete
structures based on infrared thermography. A detection system
is developed for inspection without any physical contact with
the concrete structures. The proposed system has been imple-
mented and tested in various structures located in Japan and the
United States. The authors believe that the proposed method
would fundamentally change the inspection method of concrete
structures.

Vision system is an important part of the mechatronic or
robotic systems in construction automation. Current state-of-
the-art techniques for object recognition are based on deep
neural networks such as CNN. After training a deep neural
network model with a suitable dataset, it can be used to classify
various classes of objects accurately. One limitation of the deep
learning-based approach is that it is a data-driven method where
the detection accuracy is dependent on the availability of large
training datasets and the performance is fixed after the training
process. To enhance performance for real-time detection in
construction sites, Ilyas et al. [A18] propose a robot-assisted
object-detection approach by leveraging on the BIM information
and robot mobility. Toward achieving this aim, several novel
approaches such as BIM-based object coverage navigation al-
gorithm and BIM-based false detection filtering technique are
proposed. Experimental results are presented to illustrate the
performance.

In construction work, the performance of human-operated
machines is dependent on several factors such as the exper-
tise of the operators, the specifications of the machines, and
the interface between human and machines. To improve work

performance of human–machine systems, Kamezaki et al. [A19]
introduce the concept of basic input–output gain (BIOG) and
develop an automatic tuning or learning method to adjust the
gain. Unlike conventional gain adjustment methods, the pro-
posed methodology aims to adapt to global trends based on
long-term data rather than local saliency. Experimental results
based on a human-operated hydraulic arm are presented.

Hydraulically powered machines are commonly used in con-
struction sites. One important factor toward automating these
machines is the development of automatic controllers. In the
article by Fan and Li [A20], a novel adaptive fuzzy controller
based on hybrid cerebellar model articulation control method is
developed for electro-hydraulic shovels. The proposed method
requires only the measurement of position data and stability
analysis of the control system is presented.

The process of digitalization in construction automation re-
quires the development of various digital models and the pro-
cessing of huge amount of information from multiple data
sources with different formats. The article by Takeyama et al.
[A21] describes the development a software system that utilizes
a data processing platform to process and integrate data, so as to
generate mediated data that conform to the same structure. Based
on the mediated data, various analytical models can therefore be
automatically generated for analyses. A case study showing how
a 3-D ground grid model can be constructed and updated based
on borehole data obtained from ground surveys is presented in
this article.

IV. CONCLUSION

Whereas the development and integration of information-
driven technology for on-site construction such as BIM, schedul-
ing and construction process optimization techniques, sensing
systems, and UAV-dominated research and development activi-
ties in the area of on-site focused construction automation and
robotics for over a decade, recently a renewed interest in the
development of mechatronics-based and physical–mechanical
robot systems for the execution of tasks on the construction site
can be observed. This manifests itself in an increase in aca-
demic research activity, joint industry–academia collaboration
projects, the emergence of start-ups (e.g., Bunkeberg Systems
AB, n-Link, Fastbrick Robotics, O-Matic Intelligent Robot Ltd.,
Construction Robotics, Autonomous Solutions Inc., Kewazo,
Built Robotics, Levaru, OutoBot, ROB Technologies, Tmsuk
Co. Ltd., Constructions-3D, German Bionic, Okibo, etc.), and a
strong and growing interest of large, established organizations
(e.g., Construction Industry Council Hong Kong, Excellence
Group, Bouygues Construction, Thyssenkrupp, Country Garden
Group, Hilti AG, Takenaka Corporation, Hitachi Construction,
Hip Hing, Yau Lee, Züblin, Boston Dynamics, Glodbeck, etc.)
toward the development of construction robots.

The recent pandemic has accelerated the adoption of tech-
nologies in many industries. However, construction sites are
dynamic places where the working environment is unstructured
and always changing. Different work environment and require-
ments at various stages of construction pose a huge challenge
for full deployment of mechatronic or robotic technologies at
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economic scales. A complete mechatronic construction solution
also requires the integration with existing construction machines
and considerable effort in standardization. With the growing
interest from academics and companies, and increasing sup-
port from government organizations, the research and devel-
opment of mechatronics and automation in construction is set
to grow.
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