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#### Abstract

Underwater 3-D perception is crucial for autonomous manipulation and mapping. Using a mirrorgalvanometer system to steer a laser line projector and using triangulation with a camera it is possible to produce full 3-D perception, while avoiding moving the sensor with respect to the scene. This paper presents a ray-based model of a laser scanner and a calibration method for such a model. The model takes into account the distortion introduced to the system by the flat viewports used for both the laser and the camera. The paper also introduces the computation of elliptical cones as a way to synthesize the ray-based model and speed up the triangulation computation. The present study reports results obtained using the real sensor in a water tank to reconstruct objects and planes to assess the sensor's accuracy, as well as a comparison between the two triangulation methods (ray-based and elliptical cone).


Index Terms-Laser scanner, refraction, structured light, three-dimensional (3-D), triangulation, underwater.

## I. INTRODUCTION

DEPTH and RGB-D cameras have accelerated the development of new computer vision and robotics techniques due to their low cost, good accuracy, and resolution. The work done in mapping using this type of sensors has been extensive [1]. In [2], graphics processing unit implemented algorithms which allowed tracking the position of a depth camera used to reconstruct indoor scenes. Moreover, this type of sensor has also been used for on-line three-dimensional (3-D) object identification [3] and semantic mapping [4]. These types of 3-D-perception cameras, besides other types of 3-D-perception sensors, such as laser scanners, have also helped to advance the field of path planning [5]. Several studies using real robots, as well as robotic manipulators, have been presented using MoveIt! and its integration with Octomap and open motion planning library.
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Fig. 1. Laser scanning system developed in this study mounted on the Girona 500 AUV [6] during experiments in the water tank (left, highlighted with a white circle) and mounted on a tripod (right). Please, note that the left-hand image presents an area illuminated by the laser instead of a laser line, because the camera used to take the picture is much slower than the mirror-galvanometer system used to steer the laser light.

Despite all these works, underwater 3-D-perception is still a developing field of study. Although some work has been done using scanning multibeam sonars producing low resolution reconstructions (see [7], [8]), computer vision techniques are a popular approach to the underwater 3-D-perception problem because of the quality of the produced models. These computer vision techniques can be divided in two groups depending on the source of light being used. There are passive techniques which use a light source that illuminates the whole scene as homogeneously as possible by using ambient light or artificial light such as lamps and spotlights. In contrast, active techniques use a pattern projected onto the scene to triangulate the different points producing reconstructions with better results than passive techniques, especially in the featureless areas where the 3-D of passive techniques is computed assuming continuity from areas with features.

Passive techniques are essentially based on multiple views of a scene that can be obtained using stereo vision or a single camera in different vantage positions [9]-[11]. Here, the triangulation is done by intersecting the two rays that pass through a pixel in each image identified with the same feature. This type of technique only works in environments where distinct features can be identified in the images and, as far as the present authors are aware, there is no work presenting underwater on-line 3-D
point clouds computation using such techniques, except in the case of stereo vision.

Active vision techniques can project different patterns: either t2-D (see [12]-[14]) or 1-D (see [15]-[17]). In both cases, the triangulation is computed by intersecting the ray that passes through a pixel lit up by the pattern, and the projected pattern itself. Depth cameras fall within the type of active sensor that uses 2-D patterns. In [14], a Kinect sensor was mounted in an underwater housing with a flat viewport. Although this study presents a model to correct for the flat viewport distortion, the attenuation of the infrared light which it employs made it ineffective at distances greater than 20 cm . Using visible light and multiple binary patterns, the authors of [12] present a 3-D reconstruction framework with submillimetric accuracy but with an acquisition time that does not allow for real-time operations. At the cost of decreasing the resolution, [13] present a study where the 3-D is gathered with a single shot. In their study, they use a lens to diffract a laser beam into a multiple line configuration. The advantage of using a laser in comparison to the noncoherent light used in [14] and [12] is that laser light can be highly collimated and has a higher optical density. These characteristics allow for a better propagation of the light in the water medium. The simplest example was presented in [16]. There, the authors used a single laser line projector and a camera to obtain profiles of the seabed. The sensor was mounted on a moving underwater vehicle so that profiles of different parts of the scene could be gathered for the overall 3-D reconstruction. In [17], a similar system was used for mapping small areas. In this case, the laser was mounted on an underwater robotic arm and the camera was mounted with a fixed baseline to the base of the arm. In this method, the motion of the laser line on the scene was produced by moving the arm. In [15], the light was projected onto different parts of the scene by steering the light using a mirror actuated with a galvanometer. This setup has several advantages when compared with vehicle- or robotic arm-mounted systems. The light can be projected to different parts of the scene much faster because the mirror-galvanometer system has a very low inertia and also, because it moves in air and therefore, suffers less friction. There are some companies, such as 2G Robotics [18], Newton Labs [19], or Savante [20], which have market-ready products with systems similar to these laser scanners.

This paper is structured as follows. First, the related work is outlined in Section II. Then, the sensor (see Fig. 1) is described in Section III; the mathematical definition of the sensor model is presented in Section IV; the triangulation process in Section V and the calibration procedure in Section VI. Finally, the results and the conclusions and future work are explained in Sections VII and VIII, respectively.

## II. Related Work

To the best of the authors' knowledge, only three works have been presented using an underwater triangulation-based laser scanner [15], [21], [22]. In [15], the authors used a planar viewport for sealing the laser scanner housing despite the well known refraction that light suffers when traveling through flat


Fig. 2. Comparison between plane and cone fitting over laser 3-D points [23].
viewports [23]. The model for the light projection assumed that the refraction on the laser viewport only changed the plane equation but did not change the projected shape. However, because the rays of the laser are not parallel when they meet the viewport surface, the refraction of each ray is different and the plane is distorted.

In contrast to using a flat viewport, [21] and [22] attempted to minimize the deformation using a better hardware design. To avoid such deformation, it is necessary to mount the system in a way that the laser plane contains the normal to the viewport surface for all the intersection points between the laser plane and the viewport. The shapes meeting this condition are spheres and cylinders. The only layout in which the plane equation does not change is when it contains and rotates around an axis containing the center of the sphere. Moreover, if the focal point is not coincident with the center of the sphere the aperture of the laser will be affected. When using a cylinder, as was done in [22], the surface containing the light remains planar as long as it contains and rotates around the revolution axis of the cylinder. Nevertheless, there is no position for the focal point in which the cylindrical viewport does not affect the aperture of the laser. To achieve high accuracy, any deviation from such ideal conditions should be taken into account in the sensor model. In contrast, using a flat viewport makes the manufacturing and mounting process easier at the cost of using a suitable surface to represent the light projection.

The same light bending effect is observed in both airborne and terrestrial laser scanners [24]. However, as far as the authors are aware, these systems work with individual laser beams instead of laser fans. ${ }^{1}$ For this reason, their models take into account such deformation for the individual beams. However, in the discussed underwater laser scanners, the equations of the individual laser beams that illuminated the specific pixels of the camera are not known. For this reason, to triangulate the 3-D points using a ray model requires an iterative process (see Section V-A). In [23], the authors presented theoretical and experimental results using an elliptic cone to model projected light after it had passed through a flat viewport (i.e. modeling a shape containing all the rays of the laser fan). There, the experimental results showed that the average fitting error for the elliptical cone is significantly reduced when compared to a plane (see Fig. 2). Moreover, the line-cone intersection can be solved analytically

[^0](see Section V-B), drastically reducing the computation time when compared to the iterative ray model triangulation (see Section VII-A). Although [23] uses an elliptical cone, any quadratic surface could potentially be used with the closed-form solution triangulation advantage. However, studding different surfaces to represent the laser light underwater is beyond the scope of this article.

This study proposes a real-time underwater scanner. It uses a laser line steered with a mirror galvanometer and projected through a flat viewport, coupled to a real-time camera. This paper explains in detail the ray-based model of the light projection used by [23] to study the elliptical cone representation of the laser light. We also present the new light receiving model that includes the camera as well as the model of its flat viewport. The main contribution of this paper is the calibration procedure of the ray-based model of both light-projection and light-receiving parts of the sensor. Moreover, this paper presents two different triangulation techniques for the laser scanner: one based on the ray model and another based on the elliptical cone representation of the light.

## III. Sensor Description

The present study presents a hardware system similar to the one in [15]. On the light emission side, there are no remarkable differences between the two works. In both cases, a laser line is reflected by a mirror steered with a galvanometer and projected onto the observed scene through a flat viewport. However, the light model for the triangulation used in both works differs. While [15] uses a plane, here we use an elliptic cone surface or a ray-based model to represent the light in the underwater medium to better describe the shape of the projected light [23]. On the light receiving side, both sensors have similar hardware. However, the camera used in this study implements the laser peak detection from [25] in the camera hardware itself. Then, the camera sends the 2-D laser points to the computer for the triangulation. Another point of divergence is the model of the overall light receiving side. While the previous work uses a pin-hole camera model with a traditional radial and tangential distortion model such as the Open Source Computer Vision (OpenCV) one [26], here we model the refraction of the flat viewport interface by computing each ray's path from the camera, through the viewport and onto the scene. The calibration method proposed here estimates the position of the different elements of the sensor using just a subset of the possible mirror positions, although the results are applicable to the complete range of motion.

This laser scanner can work at a wide variety of angular resolutions for the galvanometer-mirror system (see Fig. 3). This allows the sensor to work at a very high resolution ( 0.008 degrees between projected lines) with a slow acquisition time, or at a lower resolution with a higher number of scans per second. This second mode of operation, and any improvement that increments the scanning frame rate, makes this sensor potentially useful for moving vehicles such as autonomous underwater vehicles (AUV) or remotely operated underwater vehicles, because the distortion introduced by the sensor motion while gathering the


Fig. 3. Galvanometer resolution and scanning rate of the laser scanner.


Fig. 4. Point cloud density evolution with distance.


Fig. 5. Illustration with the different elements of the sensor (clear gray), the elements of the mathematical model (black) and the light path (dark gray).
scan can be reduced by increasing the frame rate of the sensor. In general, decreasing the motion distortion makes this sensor more useful for mapping and intervention applications. However, in this study, the sensor will be mounted on a tripod (i.e., static with respect to the scene) to gather the calibration data as well as the data used in the results (see Section VII) to achieve the best accuracy. It is important to note that although the sensor is calibrated using high resolution data, it will also be able to operate at lower resolutions without recalibration. The current configuration of the sensor mounts a $2048 \times 1088$ camera with $8-\mathrm{mm}$ focal length optics and a $50-\mathrm{mW}$ laser line with an aperture of $45^{\circ}$ in air. With this configuration, and scanning at a resolution of $0.04^{\circ}$, the point cloud density variation with distance to scanned area varies according to Fig. 4.

## IV. Sensor Model

This section presents the ray-based model of the sensor (see Fig. 5). The model has two main parts, one where the light is emitted and projected onto the scene (referred to as "laser model" and presented in Section IV-A); and another where the light is projected back onto the image plane (referred to as "camera model," and detailed in Section IV-B). The model is composed of the different models for the different parts: camera,
camera viewport, laser fan emitter, mirror-galvanometer system, and laser viewport. The model proposes a way to compute the different surfaces (mirror and viewports) so that the light path can be computed for each ray, either from the laser source or from the camera.

Only two phenomena are taken into account in the model: reflection and refraction. Light reflection is the process by which light changes its direction when it reaches a given surface without crossing it

$$
\begin{equation*}
\boldsymbol{r}_{l}=\boldsymbol{i}-2(\boldsymbol{i} \cdot \boldsymbol{n}) \boldsymbol{n} \tag{1}
\end{equation*}
$$

This process only depends on the angle $\nu$ between the incident ray $\boldsymbol{i}$ and the normal of the surface where it is reflected $\boldsymbol{n}$.

Light refraction is the change in direction that a light beam suffers when crossing the surface separating two different media and follows Snell's law:
$\boldsymbol{r}_{r}=\frac{n_{1}}{n_{2}}(\boldsymbol{n} \times(-\boldsymbol{n} \times \boldsymbol{i}))-\boldsymbol{n} \sqrt{1-\left(\frac{n_{1}}{n_{2}}\right)^{2}(\boldsymbol{n} \times \boldsymbol{i}) \cdot(\boldsymbol{n} \times \boldsymbol{i})}$.
This law involves three elements: 1) the index of refraction of the first medium $n_{1}, 2$ ) the index of refraction of the second medium $n_{2}$, and 3) the angle $\nu$ between the incident light $i$ and the normal of the surface separating the two media $n$.

In the ray-based model, the ray-to-plane intersection is a problem that needs to be solved several times. In this study, a ray $\boldsymbol{r}=[\boldsymbol{v} \boldsymbol{o}]^{T}: \boldsymbol{p}=\lambda \boldsymbol{v}+\boldsymbol{o}$, with free parameter $\lambda$, is defined by its direction vector $\boldsymbol{v}=\left[\begin{array}{lll}v_{x} & v_{y} & v_{z}\end{array}\right]^{T}$ and its origin point $\boldsymbol{o}=$ $\left[\begin{array}{lll}o_{x} & o_{y} & o_{z}\end{array}\right]^{T}$. Given a ray $\boldsymbol{r}$ and a plane $\boldsymbol{\pi}=[\boldsymbol{n} d]^{T}: \boldsymbol{n} \cdot \boldsymbol{p}=d$, where $\boldsymbol{n}$ is the normal of the plane and $d$ is the distance between the plane and the origin, there exists an intersection point as long as the ray direction vector and the normal of the plane are not perpendicular:

$$
\begin{equation*}
\boldsymbol{p}=\boldsymbol{r} \bigcap \boldsymbol{\pi}=\frac{d-\boldsymbol{n} \cdot \boldsymbol{o}}{\boldsymbol{n} \cdot \boldsymbol{v}} \boldsymbol{v}+\boldsymbol{o} \tag{3}
\end{equation*}
$$

## A. Laser Model

On the light emission side, the sensor consists of a laser fan emitter, a mirror where the laser light is redirected towards different parts of the scene and a sealing viewport through which the laser is transmitted to the water. Each element is modeled in the following subsections so the equation of the laser rays underwater can be computed.

1) Laser Emitter: The laser plane is produced using a diffractive lens and a laser beam [27]. One could model the laser plane by introducing the lens and the beam into the overall model. However, for the sake of simplicity, it is assumed that the laser plane is produced by a source of light expanding at a given aperture angle.

The light projection is modeled by emitting rays on the plane, perpendicular to the direction vector $\vec{z}$ of the laser frame $\{L\}$ with a certain angle $\alpha \in\left[\alpha_{l}, \alpha_{e}\right]$ with respect to the $\vec{x}$ direction. The laser ray with respect to $\{L\}$ generated at an angle $\alpha$ is computed as

$$
{ }^{\{L\}} \boldsymbol{r}_{\alpha}:{ }^{\{L\}} \boldsymbol{p}_{\alpha}=\lambda[\cos \alpha \sin \alpha 0]^{T}+\left[\begin{array}{lll}
0 & 0 & 0 \tag{4}
\end{array}\right]^{T}
$$

Given the transformation of the laser with respect to the world ${ }^{\{W\}} \boldsymbol{t}_{\{L\}}=\left[t_{x} t_{y} t_{z} t_{\phi} t_{\theta} t_{\psi}\right]^{T}$, the ray ${ }^{\{L\}} \boldsymbol{r}_{\alpha}$ can be transformed from $\{L\}$ to $\{W\}$ using (5) where ${ }^{\{W\}} \boldsymbol{R}_{\{L\}}$ is the $R P Y$ rotation matrix $\left({ }^{\{W\}} \boldsymbol{R}_{\{L\}}=\boldsymbol{\operatorname { R o t }}_{z}\left(t_{\psi}\right) \boldsymbol{\operatorname { R o t }}_{y}\left(t_{\theta}\right) \boldsymbol{\operatorname { R o t }}_{x}\left(t_{\phi}\right)\right)$

$$
\begin{align*}
{ }^{\{W\}} \boldsymbol{r}_{\alpha}:{ }^{\{W\}} \boldsymbol{p} & ={ }^{\{W\}} \boldsymbol{t}_{\{L\}} \oplus{ }^{\{L\}} \boldsymbol{p}_{\alpha} \\
& ={ }^{\{W\}} \boldsymbol{R}_{\{L\}}\left(\lambda^{\{L\}} \boldsymbol{v}_{\alpha}\right. \\
& \left.+{ }^{\{L\}} \boldsymbol{p}_{\alpha}\right)+{ }^{\{W\}}\left[t_{x} t_{y} t_{z}\right]^{T} . \tag{5}
\end{align*}
$$

2) Mirror-Galvanometer: In an ideal scenario, the mirror surface where the laser is reflected would rotate around an axis contained in the reflection plane. However, a real mirror is not a single plane but a volume where reflection happens only on the surface. The galvanometer-mirror system will be able to change its position faster if the inertia of the mirror is small, which happens when the rotation axis passes through the center of mass of the mirror. This forces the rotation axis to not be contained in the reflective plane. This misalignment is taken into account in the model.

The mirror model $\boldsymbol{\Pi}=\left[\rho_{s} s \delta^{\{W\}} \boldsymbol{t}_{\{M\}}\right]$ consists of the angular step $\rho_{s}$ around the $\vec{x}$ axis of its reference frame $\{M\}$, the step number $s$, the distance to the rotation axis $\delta$, and the transformation to the world reference frame ${ }^{\{W\}} \boldsymbol{t}_{\{M\}}$. The equation of the mirror plane ${ }^{\{M\}} \boldsymbol{\pi}_{s}$ can be computed using (6) and then transformed to $\{W\}$ as follows:

$$
\begin{align*}
& { }^{\{M\}} \boldsymbol{\pi}_{s}=\left[0 \cos \left(\rho_{s} s\right) \sin \left(\rho_{s} s\right) \delta\right]^{T}  \tag{6}\\
& { }^{\{W\}}{ }^{\boldsymbol{\pi}} \boldsymbol{\pi}_{s}=\left[\begin{array}{c}
{ }^{\{W\}} \boldsymbol{R}_{\{M\}}{ }^{\{M\}} \boldsymbol{n}_{s} \\
\{W\} \boldsymbol{n}_{s} \cdot\left({ }^{\{W\}^{\prime} \boldsymbol{t}_{\{M\}} \oplus} \frac{\{M\}_{\delta}}{\left\|^{\{M\}} \boldsymbol{n}_{s}\right\|^{2}}{ }^{\{M\}} \boldsymbol{n}_{s}\right)
\end{array}\right] . \tag{7}
\end{align*}
$$

3) Laser Viewport: The laser viewport $\boldsymbol{\Omega}_{L}=\left[\boldsymbol{\pi}_{L} t_{L}\right]$ is modeled by the central plane $\boldsymbol{\pi}_{L}$ with respect to $\{W\}$ and the thickness of the viewport. The two interfaces of the viewport are the two planes parallel to $\boldsymbol{\pi}_{L}$ at a distance $t_{L} / 2$.
4) Laser Ray: Since the mirror plane and the light ray are in the same reference frame $\{W\}$, the reflection ${ }^{\{W\}} \boldsymbol{r}_{\alpha, 1}$ of the ray ${ }^{\{W\}} \boldsymbol{r}_{\alpha, 0}$ on the mirror ${ }^{\{W\}} \boldsymbol{\pi}_{s}$ is computed using (1) and (3). After the light ray is reflected onto the mirror, it travels through the laser viewport $\boldsymbol{\Omega}_{L}$. In the first viewport surface $\boldsymbol{\pi}_{L, 0}$, the direction of ${ }^{\{W\}}{ }^{W} \boldsymbol{r}_{\alpha, 2}$ is computed using (2) with the incident ray ${ }^{\{W\}} \boldsymbol{r}_{\alpha, 1}$ and the normal of the refraction surface $\boldsymbol{n}_{L}$. The origin of the ray ${ }^{\{W\}} \boldsymbol{r}_{\alpha, 2}$ can be calculated using (3) with $\boldsymbol{r}_{\alpha, 1}$ and $\boldsymbol{\pi}_{L, 0}$. The same process can be done to compute the light ray ${ }^{\{W\}} \boldsymbol{r}_{\alpha, 3}$ in the water medium using ${ }^{\{W\}} \boldsymbol{r}_{\alpha, 2}$ and $\boldsymbol{\pi}_{L, 1}$.

## B. Camera Model

It is known that camera lenses introduce distortion to the pin-hole camera model. One of the effects of this distortion is that straight lines in the real world map onto curved lines on the image plane. In our case, it is extremely important that straight lines in the real world appear as straight lines in the image, otherwise, the reconstructed surface will appear bent. The OpenCV library [26] provides widely used methods for camera calibration. This report uses the implementation of [28]
in OpenCV for the in-air camera model. This includes the distortion model as well as the pin-hole camera model with focal distance $f_{x}$ and $f_{y}$ and camera principal point $c_{x}$ and $c_{y}$.

During the image acquisition process, the light travels from the scene to the image. However, for triangulation purposes, the light ray is traced the other way around since it triangulates using an identified feature in the image, in this case a laser detection, with the projected light. The light ray that passes through a specific pixel $\boldsymbol{u}_{u}=\left[\begin{array}{ll}u_{u} & v_{u}\end{array}\right]$ in the undistorted image can be computed as follows:

$$
\begin{equation*}
\boldsymbol{r}_{\boldsymbol{u}, 0}: \boldsymbol{p}=\lambda\left[\left(u_{u}-c_{x}\right) / f x\left(v_{u}-c_{y}\right) / f y 1\right]^{T}+\mathbf{0} \tag{8}
\end{equation*}
$$

Given the camera viewport $\Omega_{C}=\left[\boldsymbol{\pi}_{C} t_{C}\right]$, the light ray that traverses the viewport $\boldsymbol{r}_{\boldsymbol{u}, 1}$ and the one that travels through the water $\boldsymbol{r}_{\boldsymbol{u}, 2}$ can be calculated in the same way as those of the laser using equations (2) and (3) (see Section IV-A).

## V. Triangulation

In this study, two different triangulation techniques are presented for the same sensor: ray-ray and ray-cone. Ray-ray triangulation is more accurate than the ray-cone one. However, it is also slower because there is no closed form solution to find which angle $\alpha$ a laser ray $\boldsymbol{r}_{\alpha, 0}$, producing $\boldsymbol{r}_{\alpha, 3}$ in the water, has to follow to intersect a given camera ray $\boldsymbol{r}_{\boldsymbol{u}, 2}$. In contrast, the ray-cone method does have a closed form solution. However, to be able to use ray-cone intersection, an elliptic cone has to be fitted for each mirror position and this process is time-consuming. The calibration process presented in Section VI is iterative and, because of that, it is faster to use ray-ray intersection, thus avoiding the need to fit a cone for each mirror angle at each iteration of the calibration process.

## A. Ray-Ray Triangulation

This triangulation process finds the angle $\alpha$ in which a light ray emitted from $\{L\}$ intersects a given camera ray. The ray to ray distance can be computed by finding, for each emitted ray, the point which is closest to the camera ray. Given two rays $\boldsymbol{r}_{1}\left(\lambda_{1}\right)$ and $\boldsymbol{r}_{2}\left(\lambda_{2}\right)$ the closest point can be calculated by solving

$$
\left\{\begin{array}{l}
\left(\lambda_{2} \boldsymbol{v}_{2}+\boldsymbol{p}_{2}-\left(\lambda_{1} \boldsymbol{v}_{1}+\boldsymbol{p}_{1}\right)\right) \cdot \boldsymbol{v}_{1}=0  \tag{9}\\
\left(\lambda_{2} \boldsymbol{v}_{2}+\boldsymbol{p}_{2}-\left(\lambda_{1} \boldsymbol{v}_{1}+\boldsymbol{p}_{1}\right)\right) \cdot \boldsymbol{v}_{2}=0
\end{array} .\right.
$$

Defining $\mathrm{d}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)$ as the distance function between the two rays (i.e., the distance between the two closest points of the two rays) it is possible to find the parameter $\alpha$ that minimizes this function between the laser ray $\boldsymbol{r}_{\alpha, 3}$ and the camera ray $\boldsymbol{r}_{\boldsymbol{u}, 2}$ [see (10)]. From this, it is possible to find the intersection point of the camera ray with the laser model using again (9)

$$
\begin{equation*}
\alpha=\underset{\alpha}{\operatorname{argmin}} \mathrm{d}\left(\boldsymbol{r}_{\alpha, 3}, \boldsymbol{r}_{\boldsymbol{u}, 2}\right) . \tag{10}
\end{equation*}
$$

## B. Ray-Cone Triangulation

An elliptic cone is a two-dimensional surface $\boldsymbol{c}(h, \beta)$ in the 3-D-space with parametric equation (11) where $a$ and $b$ are its
aperture in the $\vec{x}$ and $\vec{y}$ directions, respectively

$$
\begin{equation*}
\boldsymbol{c}(h, \beta)=[a h \cos (\beta) b h \sin (\beta) h]^{T} \tag{11}
\end{equation*}
$$

This equation represents an elliptic cone with respect to its reference frame $\{Q\}$ with its main axis aligned with the $\vec{z}$ axis and its vertex placed on the origin. Therefore, a transformation ${ }^{\{W\}} \boldsymbol{t}_{\{Q\}}$ is necessary to represent the elliptic cone in any position in the 3D-space $\{W\}$

$$
\begin{equation*}
\boldsymbol{g}(h, \beta, \boldsymbol{t})={ }^{\{W\}} \boldsymbol{t}_{\{Q\}} \oplus{ }^{\{Q\}} \boldsymbol{c}(h, \beta) . \tag{12}
\end{equation*}
$$

Given a ray ${ }^{\{W\}} \boldsymbol{r}(\lambda)$ in the world reference frame, it can be transformed to $\{Q\}$ using (13) to obtain ${ }^{\{Q\}} \boldsymbol{v}$ and ${ }^{\{Q\}} \boldsymbol{O}$

$$
\begin{align*}
& { }^{\{Q\}} \boldsymbol{r}(\lambda): \lambda^{\{Q\}} \boldsymbol{v}+{ }^{\{Q\}} \boldsymbol{o} \\
& \quad={ }^{\{W\}} \boldsymbol{R}_{\{Q\}}^{-1}\left(\lambda{ }^{\{W\}} \boldsymbol{v}+{ }^{\{W\}} \boldsymbol{o}-\left[t_{x} t_{y} t_{z}\right]^{T}\right) . \tag{13}
\end{align*}
$$

Then, the intersection of such a ray and an elliptic cone can be computed using (14). It should be noted that the ray direction vector and origin point are referenced to $\{Q\}$

$$
{ }^{\{Q\}} \boldsymbol{r}(\lambda)=\boldsymbol{c}(h, \beta) \rightarrow \lambda\left[\begin{array}{l}
v_{x}  \tag{14}\\
v_{y} \\
v_{z}
\end{array}\right]+\left[\begin{array}{c}
o_{x} \\
o_{y} \\
o_{z}
\end{array}\right]=\left[\begin{array}{cc}
a h & \cos (\beta) \\
b h & \sin (\beta) \\
h
\end{array}\right]
$$

By applying mathematical transformations to this system of equations, it is possible to obtain (15), which is a second degree polynomial. Depending on the number of real solutions, the ray and the cone can either intersect in two points, one or none. Solving the ambiguity of choosing between the two intersection points is later explained in Section VI-E

$$
\begin{align*}
\lambda^{2} & \left(b^{2} v_{x}^{2}+a^{2} v_{y}^{2}-a^{2} b^{2} v_{z}^{2}\right) \\
& +2 \lambda\left(b^{2} v_{x} o_{x}+a^{2} v_{y} o_{y}-a^{2} b^{2} v_{z} o_{z}\right) \\
& +\left(b^{2} o_{x}^{2}+a^{2} o_{y}^{2}-a^{2} b^{2} o_{z}^{2}\right)=0 \tag{15}
\end{align*}
$$

## VI. Calibration

This section describes the procedure for obtaining all the parameters of the sensor model presented in the previous section (see Section IV). The calibration process assumes that the relative position between laser emitter, rotation axis of the galvanometer, and camera focal point do not change regardless of the sensor being in air and without viewports, or in water with viewports. The process for obtaining the model parameters consists of four steps. First, the camera intrinsics are estimated (see Section VI-A) and then, the relative position of the laser and the mirror is computed (see Section VI-B). These two steps of the calibration process are done in air and without the viewports being mounted on the sensor. Then, both the camera and the laser viewports are mounted and their positions are estimated underwater (see Sections VI-C and VI-D). Finally, a cone is computed for each mirror angle (see Section VI-E).

## A. Camera Calibration

The camera calibration process is based on multiple views of a given pattern. For each view of the pattern, pairs of image


Fig. 6. Illustration with all the elements from the air laser calibration.
points (pixel detections of the pattern in the image) and object points (3-D points of the pattern) are gathered. With the set of image-object points, OpenCV is used to estimate the pin-hole camera parameters $\left[f_{x} f_{y} c_{x} c_{y}\right]$ as well as the pattern to camera transformation for each view.

## B. Laser Calibration

The calibration of the laser model (i.e. computing the laser pose, the mirror-galvanometer pose, angular step, and distance to rotation axis), is the most complex step of the calibration process (see Fig. 6). This procedure consists of using a calibration data set (see Section VI-B1) to find a simplified model (see Section VI-B2), refining it using least squares (see Section VI-B3), and finally computing the laser pose (see Section VI-B4).

1) Laser Calibration Dataset: The calibration data used consist of several scans of a plane $\boldsymbol{\pi}_{p}$ where each scan observes the plane from a different position $\boldsymbol{T}=\left\{\boldsymbol{t}_{1}, \boldsymbol{t}_{2}, \ldots, \boldsymbol{t}_{m} \mid \boldsymbol{t}_{i}=\right.$ $\left.\left[t_{i, x} t_{i, y} t_{i, z} t_{i, \phi} t_{i, \theta} t_{i, \psi}\right]^{T}\right\}$. For each view of the plane, a pattern is placed on the projection plane, and an image is taken to estimate each $t_{i}$ using OpenCV. Then, the laser stripe is projected onto the projection plane for certain mirror positions $s=\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$ producing a line in the image plane for each mirror position $s_{j}$ and for each projection plane $\boldsymbol{\pi}_{p_{i}}$. In each image, the sorted list of undistorted pixels $\lambda_{i, j}=\left\{\boldsymbol{u}_{i, j, 1}, \boldsymbol{u}_{i, j, 2}, \ldots, \boldsymbol{u}_{i, j, o} \mid \boldsymbol{u}_{i, j, k}=\right.$ [ $\left.\left.u_{i, j, k} v_{i, j, k}\right] \mid u_{i, j, k}<u_{i, j, k+1}\right\}$ are identified as reflections of the laser on the scene. For each identified laser pixel on the image, its corresponding 3-D point can be computed by intersecting the ray associated to $\boldsymbol{u}_{i, j, k}$ [see (8)] with the projection plane using (3). Hence, the set of 3-D points $\boldsymbol{P}_{i, j}=$ $\left\{\boldsymbol{p}_{i, j, 1}, \boldsymbol{p}_{i, j, 2}, \ldots, \boldsymbol{p}_{i, j, o}\right\}$ related to $\boldsymbol{\lambda}_{i, j}$ can be computed. Given the thickness $d_{p}$ of the pattern laid over the projection plane $\boldsymbol{\pi}_{p_{i}}$, the equation of the projection plane in the pattern reference
frame $\boldsymbol{\pi}_{p}=\left[\begin{array}{llll}0 & 0 & -1 & d_{p}\end{array}\right]^{T}$ can be transformed to the world reference frame $\{W\}$ using $\boldsymbol{t}_{i}$ and (7) obtaining $\boldsymbol{\pi}_{p_{i}}$.
2) Simplified model: The first step of the calibration process consists in finding a simplified model where the laser source is modeled using a plane instead of a set of rays and where the reflective surface of the mirror contains the rotation axis of the galvanometer. To estimate this simplified model, first, a plane $\boldsymbol{\pi}_{j}$ is fitted amongst the 3-D points belonging to each angle along the $m$ scans, in other words, $\boldsymbol{P}_{s_{j}}=\bigcup_{i=1}^{m} \boldsymbol{P}_{i, j}$ for each step angle $s_{j}$. Using the angle between the computed planes a first estimate of $\rho_{s}$ is obtained, and using the intersection of the planes, the galvanometer rotation axis can be estimated while leaving $\delta=0$ (this will later be refined in Section VI-B3). Then, the original laser plane can be estimated by reflecting back the individually fitted laser planes $\boldsymbol{\pi}_{j}$ onto their corresponding mirror-galvanometer positions.

The optical angle for each step can be computed by averaging the angular distance between each consecutive pair of planes $\boldsymbol{\pi}_{j}$ and $\boldsymbol{\pi}_{j+1}$

$$
\begin{equation*}
\rho_{s}=\frac{1}{2(n-1)} \sum_{j=1}^{n-1} \arccos \left(\frac{\boldsymbol{n}_{j} \cdot \boldsymbol{n}_{j+1}}{\left\|\boldsymbol{n}_{j}\right\|\left\|\boldsymbol{n}_{j+1}\right\|}\right) . \tag{16}
\end{equation*}
$$

Note that it is divided by two because the mechanical angle is half of the optical angle.

For each pair of planes, the intersection line is also computed and for each line, the point where $p_{x}=0$ is chosen and the average amongst these points for all the lines is used as an initialization of the translation part of $\left.{ }^{\{W}\right\}_{\{M\}}$ which are given as

$$
\boldsymbol{p}_{j}=\lambda\left(\boldsymbol{n}_{j} \times \boldsymbol{n}_{j+1}\right)+\frac{\left(d_{j} \boldsymbol{n}_{j+1}-d_{j+1} \boldsymbol{n}_{j}\right)\left(\boldsymbol{n}_{j} \times \boldsymbol{n}_{j+1}\right)}{\left\|\boldsymbol{n}_{j} \times \boldsymbol{n}_{j+1}\right\|^{2}}
$$

$$
\left[\begin{array}{c}
t_{x}  \tag{17}\\
t_{y} \\
t_{z}
\end{array}\right]=\left.\frac{1}{n-1} \sum_{j=1}^{n-1} \boldsymbol{p}_{j}\right|_{p_{x}=0}
$$

Then, the $\vec{x}$ direction vector $\boldsymbol{x}$ of the mirror reference frame $\{M\}$ can be computed by averaging the direction vector of the intersecting lines [see (19)]. Note that $\boldsymbol{x}$ is referenced to $\{W\}$. Then, the $\vec{z}$ direction is defined by the vector that is perpendicular to $\boldsymbol{x}$ as well as to the normal of the plane of the first angle $\boldsymbol{n}_{1}$. The rotation matrix ${ }^{\{W\}} \boldsymbol{R}_{\{M\}}$ can be generated using these two vectors and the vector perpendicular to both of them as shown in the following:

$$
\begin{align*}
\boldsymbol{x} & =(1) /(n-1) \sum_{j=1}^{n-1} \boldsymbol{n}_{j} \times \boldsymbol{n}_{j+1}  \tag{19}\\
\{W\} \boldsymbol{R}_{\{M\}} & =\left[\boldsymbol{x}\left(\boldsymbol{x} \times \boldsymbol{n}_{1}\right) \times \boldsymbol{x} \boldsymbol{x} \times \boldsymbol{n}_{1}\right] . \tag{20}
\end{align*}
$$

Given the plane $\boldsymbol{\pi}_{j}$, its reflection $\boldsymbol{\pi}_{j}^{-}$with the mirror $\boldsymbol{\pi}_{s_{j}}$ can be computed by choosing a point along the intersection line [see (17) using $\boldsymbol{\pi}_{s_{j}}$ instead of $\boldsymbol{\pi}_{j+1}$ ] and using (1) with the plane normal $\boldsymbol{n}_{j}$ as the input ray and $\boldsymbol{n}_{s_{j}}$ as the normal of the reflection surface. Note that in ideal conditions, $\boldsymbol{\pi}_{j}^{-}$should be
the same for all planes $\boldsymbol{\pi}_{j}$ because each $\boldsymbol{\pi}_{j}$ plane has its own mirror position $s_{j}$. Therefore, $\boldsymbol{\pi}_{l}$, the laser source plane, can be computed by averaging all $\pi_{j}^{-}$.
3) Simplified Model Refinement: Now, a simplified model that uses planes instead of rays can be computed. For each step $s_{j}$, the light plane $\boldsymbol{\pi}_{j}^{+}$generated by the simplified model can be computed by reflecting $\boldsymbol{\pi}_{l}$ on the mirror at the position $s_{j}$. For each ray associated with $\boldsymbol{u}_{i, j, k}$ [see (8)], a 3-D point $\boldsymbol{p}_{i, j, k}^{+}$ can be computed by intersecting such ray with the laser plane $\boldsymbol{\pi}_{j}^{+}$. Then, an error can be defined as the distance between this point and the previously computed point $\boldsymbol{p}_{i, j, k}$. Finally, the total addition of these errors can be minimized to refine the estimation of the simplified model parameters as follows:

$$
\begin{align*}
& {\left[\boldsymbol{\pi}_{l}, \rho_{s}, \delta,{ }^{\{W\}} \boldsymbol{t}_{\{M\}}\right]} \\
& =\underset{\left[\boldsymbol{\pi}_{l}, \rho_{s}, \delta,\{W\}_{\left.\boldsymbol{t}_{\{M\}}\right]}\right.}{\operatorname{argmin}} \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{o} \boldsymbol{p}_{i, j, k}^{+}-\boldsymbol{p}_{i, j, k} \tag{21}
\end{align*}
$$

4) Laser Pose: The last part of the in-air laser calibration is finding the transformation ${ }^{\{W\}} \boldsymbol{t}_{\{L\}}$. This is done by finding the closest point on $\pi_{l}$ to all the first and last laser rays for each angular position of the mirror-galvanometer.

The sensor is mounted in such a way that both ends of the projected lines are visible in the image (i.e. the laser has a smaller aperture than the camera). Therefore, the light ray that produced each end point of the laser line projection can be computed as follows. For all the $s_{j}$ mirror positions, the two end points of each line ( $\boldsymbol{p}_{i, j, 1}$ and last $\boldsymbol{p}_{i, j, o}$ ) are classified in two different sets $\boldsymbol{P}_{s_{j}}^{\uparrow}=\bigcup_{i=1}^{m} \boldsymbol{p}_{i, j, 1}$ and $\boldsymbol{P}_{s_{j}}^{\downarrow}=\bigcup_{i=1}^{m} \boldsymbol{p}_{i, j, o}$. For each mirror position $s_{j}$, the rays $\boldsymbol{r}_{s_{j}}^{\uparrow}$ and $\boldsymbol{r}_{s_{j}}^{\downarrow}$ are fitted using linear regression amongst the set of points $\boldsymbol{P}_{s_{j}}^{\uparrow}$ and $\boldsymbol{P}_{s_{j}}^{\downarrow}$ respectively. Then, each ray is reflected onto each corresponding mirror plane $\boldsymbol{\pi}_{s_{j}}$ to obtain $\boldsymbol{r}_{s_{j}}^{\uparrow-}$ and $\boldsymbol{r}_{s_{j}}^{\downarrow-}$. In ideal conditions, all these rays would intersect in a single point which would be the translational $\left[t_{x} t_{y} t_{z}\right]$ part of ${ }^{\{W\}} \boldsymbol{t}_{\{L\}}$. However, this does not happen with real data. The plane $\pi_{l}$ containing the laser focal point was previously found. Therefore, the translational part of ${ }^{\{W\}} \boldsymbol{t}_{\{L\}}$ corresponds to the point on $\boldsymbol{\pi}_{l}$ that minimizes the total error between $\left[t_{x} t_{y} t_{z}\right]$ and each ray [see (22) and (23)]. Note that the minimization is formulated only with two of the three variables $\left[t_{x} t_{y}\right]$ because the third one can be extracted from the plane equation $t_{z}\left(\boldsymbol{\pi}_{l}\right)$. Finally, the rotation matrix ${ }^{\{W\}} \boldsymbol{R}_{\{L\}}$ of the transformation ${ }^{\{W\}} \boldsymbol{t}_{\{L\}}$ can be computed by aligning the $\vec{z}$ direction with the normal of the laser plane $\boldsymbol{n}_{l}$ and the $\vec{y}$ direction with the direction vector of the intersection line between the laser plane $\boldsymbol{\pi}_{l}$ and the mirror plane $\boldsymbol{\pi}_{s_{0}}$ [see (24)].

$$
\begin{align*}
{\left[t_{x}, t_{y}\right]=} & \underset{\left[t_{x}, t_{y}\right]}{\operatorname{argmin}} \sum_{i=1}^{m} \mathrm{~d}\left(\left[t_{x}, t_{y}, t_{z}\left(\boldsymbol{\pi}_{l}\right)\right], \boldsymbol{r}_{s_{j}}^{\uparrow-}\right) \\
& +\sum_{i=1}^{m} \mathrm{~d}\left(\left[t_{x}, t_{y}, t_{z}\left(\boldsymbol{\pi}_{l}\right)\right], \boldsymbol{r}_{s_{j}}^{\downarrow-}\right)  \tag{22}\\
\mathrm{d}(\boldsymbol{p}, \boldsymbol{r})= & |((\boldsymbol{o}-\boldsymbol{p}) \cdot \boldsymbol{v}) \boldsymbol{v}+\boldsymbol{o}-\boldsymbol{p}|  \tag{23}\\
\{W\} \boldsymbol{R}_{\{L\}}= & {\left[\boldsymbol{n}_{l} \times\left(\boldsymbol{n}_{l} \times \boldsymbol{n}_{s_{0}}\right) \boldsymbol{n}_{l} \times \boldsymbol{n}_{s_{0}} \boldsymbol{n}_{l}\right] } \tag{24}
\end{align*}
$$

## C. Camera Viewport Calibration

Given the in-air pin-hole camera calibration parameters [ $f_{x}, f_{y}, c_{x}, c_{y}$ ], the viewport $\boldsymbol{\Omega}_{C}$, and the transformation $\boldsymbol{t}$ between the reference frame $\{O\}$ and the camera frame $\{C\}$, there is no closed form solution to find the projection of the point $\boldsymbol{p}$ referenced in $\{O\}$ on to the undistorted image. The viewport camera calibration uses a set of different positions ${ }^{\{C\}} \boldsymbol{t}_{\{O\}}$ of a pattern with respect to the camera $\boldsymbol{T}=$ $\left\{{ }^{\{C\}_{\{O\}, 1}} \boldsymbol{t}{ }^{\{C\}} \boldsymbol{t}_{\{O\}, 2}, \ldots,{ }^{\{C\}} \boldsymbol{t}_{\{O\}, m}\right\}$. The pattern consists of a set of object points $\boldsymbol{P}=\left\{\boldsymbol{p}_{1}, \boldsymbol{p}_{2}, \ldots, \boldsymbol{p}_{n}\right\}$ referenced in the object frame $\{O\}$. For each position ${ }^{\{C\}} \boldsymbol{t}_{\{O\}, i}$, each point $\boldsymbol{p}_{j}$ has an associated undistorted pixel $\boldsymbol{u}_{u, i, j}$. Using (23), it is possible to compute the distance between the point $\boldsymbol{p}_{j}$ and the camera ray $\boldsymbol{r}_{\boldsymbol{u}, 2, i, j}$ for a given ${ }^{\{C\}_{\}}} \boldsymbol{t}_{\{O\}}$ and $\boldsymbol{\Omega}_{C}$. Minimizing the total addition of these distances for all the points and positions, it is possible to estimate the camera viewport position as follows:

$$
\begin{equation*}
\left[\boldsymbol{\Omega}_{C}, \boldsymbol{T}\right]=\underset{\left[\boldsymbol{\Omega}_{C}, \boldsymbol{T}\right]}{\operatorname{argmin}} \sum_{i=1}^{m} \sum_{j=1}^{n} \mathrm{~d}\left({ }^{\{C\}} \boldsymbol{t}_{\{O\}, i} \oplus \boldsymbol{p}_{j}, \boldsymbol{r}_{\boldsymbol{u}, 2, i, j}\right) . \tag{25}
\end{equation*}
$$

## D. Laser Viewport Calibration

The laser viewport calibration uses the same type of data as the in-air laser calibration. The laser is projected onto a planar surface at different positions $\boldsymbol{t}_{i}$ for certain mirror positions $s_{j}$ producing a sorted list of undistorted pixels $\boldsymbol{\lambda}_{i, j}=\left\{\boldsymbol{u}_{i, j, 1}, \boldsymbol{u}_{i, j, 2}, \ldots, \boldsymbol{u}_{i, j, o}\right\}$. For each view of the pattern, the transformation between the pattern and the camera can be found using (25) forcing $\Omega_{C}$ to be constant. Then, for each pixel $\boldsymbol{u}_{i, j, k}$, its 3-D point $\boldsymbol{p}_{i, j, k}$ can be computed by intersecting its associated ray $\boldsymbol{r}_{\boldsymbol{u}, 2}$, which has been refracted through the viewport, with the projection plane. On the other hand, given an estimate of the laser viewport, the 3-D point with the estimated model $\boldsymbol{p}_{i, j, k}^{+}$can be computed using the ray-ray triangulation method (see Section V-A). Therefore, a total error function between all the 3-D points from the estimated model, and all the 3-D points obtained by intersecting camera rays with each respective projection plane can be minimized to estimate $\Omega_{L}$ as follows:

$$
\begin{equation*}
\boldsymbol{\Omega}_{L}=\underset{\boldsymbol{\Omega}_{L}}{\operatorname{argmin}} \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{o} \boldsymbol{p}_{i, j, k}^{+}-\boldsymbol{p}_{i, j, k} \tag{26}
\end{equation*}
$$

## E. Elliptical Cones Calibration

Fitting a cone to a set of points requires defining the distance between each point and the cone. Finding this distance using the normal to the cone as a function of the two parameters $h$ and $\beta$ and the point to which the distance of the cone is computed requires solving a fourth degree polynomial equation. However, the problem can also be formulated as an optimization, minimizing the distance between a parametric point $(h, \beta)$ on the cone and the given point $\boldsymbol{p}$ which is easier to solve using least squares

$$
\begin{equation*}
\mathrm{d}(\boldsymbol{g}, \boldsymbol{p})=\underset{h, \beta}{\operatorname{argmin}}\|\boldsymbol{g}(h, \beta, \boldsymbol{t})-\boldsymbol{p}\| . \tag{27}
\end{equation*}
$$

A total error function for a set of points $\boldsymbol{P}=\left\{\boldsymbol{p}_{1}, \boldsymbol{p}_{2}\right.$, $\left.\ldots, \boldsymbol{p}_{n}\right\}$, can be computed, and the cone parameters $a, b$, and $\boldsymbol{t}$ can be estimated by minimizing the total error function as follows:

$$
\begin{equation*}
[a, b, \boldsymbol{t}]=\underset{[a, b, \boldsymbol{t}]}{\operatorname{argmin}} \sum_{i=1}^{n} \mathrm{~d}\left(\boldsymbol{g}(h, \beta, \boldsymbol{t}), \boldsymbol{p}_{i}\right) . \tag{28}
\end{equation*}
$$

In the present study, a different elliptical cone is generated for each mirror position $s$ at which the scanner will operate. For each mirror position $s$, a set of points $\boldsymbol{P}_{\alpha}$ is sampled along the ray $\boldsymbol{r}_{\alpha, 3}$. Then, all the sets $\boldsymbol{P}_{\alpha}$ are merged into a bigger set $\boldsymbol{P}_{s}=\bigcup_{\alpha} \boldsymbol{P}_{\alpha}$ on which the cone for the mirror position $s$ is fitted using (28).

In Section V-B, the ray-cone intersection was presented. There, it can be seen how this intersection can either be two, one, or zero points. If a ray does not intersect with the cone, it means that the laser light could not have illuminated the pixel through which that ray travels. If (14) has only one intersection, it either means that the ray is tangential to the cone (this includes the ray passing through the origin of the cone), or that one of the parameters of the cone $a$ or $b$ is 0 . The first case is not possible with the sensor presented here, while the second will only happen if the laser plane traverses the laser viewport perfectly perpendicular. In any case, there would be no ambiguity. However, in the great majority of times that (14) is used for triangulation, such an equation will have two solutions. Due to the way that the light is refracted through the viewport, and the layout of the sensor, the cone will always be wider in the $\vec{x}$ direction of its local reference frame than in the $\vec{y}$ one. In other words, $a>b$. Moreover, the laser-projected line will always be more or less aligned with the world $\vec{x}$ axis due to the way the model is formulated. Therefore, it is possible to differentiate between the two solutions because during the cone fitting process, for each cone, the sign of the point along the $\vec{y}$ direction is saved as part of the calibration. However, it might happen that both solutions of the ray-cone intersection are on the same side of the $\vec{y}$ direction in the cone reference frame. In this case, the point that is valid for triangulation will be the one with $z>0$ in the world frame $\{W\}$.

## VII. Results

This section presents the experimental results. First, the different triangulation techniques from Section V are compared in Section VII-A. Then, the calibration of the laser scanner (see Section VI) is evaluated both in air and underwater in Section VII-B. Finally, the sensor is mounted onto Girona 500 AUV [6] and used to scan a realistic pipe structure emulating an installation typical of an underwater offshore industry in Section VII-C.

## A. Ray-Cone Triangulation

With the sensor already calibrated, it is possible to use two different triangulation methods as explained in Section V. In Fig. 7, a cloud triangulated using the cone model, is coloured according to the distance between the point and the cloud gathered in the same scene but triangulated using the ray model.


Fig. 7. Scene with propellers and calibration gauges triangulated using the cone model and coloured according to the distance to the cloud gathered on the same scene but triangulated using the ray model.


Fig. 8. Partial view of a reconstructed scene with the three ceramic gauges with their corresponding measurements in mm, and two propellers. Points are colored according to the distance between each point and the background.

In the figure, it is possible to observe how the differences are submillimetric, with a mean distance between points of 0.05 mm and a standard deviation of 0.062 mm . The total scanning time, including projecting the laser in all positions and triangulating all the points, was approximately 21 s when using ray triangulation, while the cone method allowed for a much faster scan gathered in approximately 5 s .

## B. Three-Dimensional Reconstruction

The performance of the laser scanner is evaluated in three stages. First, the distance between points in the gathered clouds is measured in Section VII-B1. Then, the shape reconstruction of an object is evaluated in Section VII-B2. Finally, the reconstruction of a given plane for different distances is evaluated in Section VII-B3. For all these sections, the triangulation is computed using the cone model for the underwater scans and the standard plane triangulation in air.

1) Measurement Accuracy: Three calibrated ceramic gauges of different sizes ( 20,50 , and 100 mm ) are scanned at different distances from the sensor and in different positions within the scan. Then, the size of the gauges is measured for all the different scans and positions by manually selecting points on the gathered scans.

Fig. 8 presents one of the evaluated scans gathered underwater. In the figure, coloured according to each point's distance


Fig. 9. Distance-error evolution.

(a)

(b)

Fig. 10. Reconstruction results of a propeller of 100 mm diameter in (a) air and (b) underwater. The point cloud coloured according to the distance in mm between each point and the mesh surface.
to the background for easier display, the three ceramic blocks as well as two other reference objects (propellers) can be seen. There, we can observe that the error for this scan is below one millimeter for all the three gauges. This has been done for a total of 29 scans at distances ranging from 0.5 to 1.2 m both in air and underwater. For each measurement in the scan, the error is evaluated as the absolute value of the difference between the actual measurement and the gauge size. The average error for the 29 scans is 0.44 and 0.98 mm with a standard deviation of 0.35 and 0.72 mm in air and underwater, respectively.

To assess the evolution of the error with the distance to the scanned area, a calibration chessboard pattern of $50 \times 50 \mathrm{~mm}$ squares with $9 \times 11$ inner corners is scanned at different distances. Since the pattern consists of black and white squares, the laser light is not reflected from the black squares with enough power for the camera to detect the return and compute the 3-D points. Fig. 9 presents the error measured with the maximum number of squares visible in each scan. There we can see that the in air (red) error line is shifted to the left (i.e. a smaller distance) when compared to the underwater one (blue). This is because the effect of the refraction makes the fields of view smaller in water than in air, displacing the measurements of a given resolution or error in air to a larger distance underwater.
2) Overall Shape Reconstruction: A 3-D-printed propeller of $100-\mathrm{mm}$ diameter is scanned at an approximate distance of 65 cm . After manually selecting the points in the scan that belong to the propeller, they are registered using iterative closest point (ICP) against the original CAD model. The results are presented in Figs. 10 and 11 for air and underwater, respectively. Each one of these figures shows the gathered cloud where each point is coloured according to its distance with respect to the CAD model [see Fig. 10(a) and (b)] and the histogram of these distances [see Fig. 11(a) and (b)]. In both cases it can be seen that the vast


Fig. 11. Histograms of the errors from Fig. 10 in (a) air and (b) underwater.

TABLE I
Air Statistics for Planarity in mm

| Distance | Mean | Standard deviation | Maximum |
| :---: | :---: | :---: | :---: |
| 492.4 | 0.46 | 0.31 | 1.56 |
| 562.17 | 0.45 | 0.33 | 1.93 |
| 660.76 | 1.12 | 0.58 | 2.81 |
| 737.76 | 2.53 | 0.84 | 5.79 |
| 877.71 | 1.29 | 1.02 | 5.92 |
| 1085.69 | 1.79 | 1.17 | 7.35 |

majority of the error is below one millimeter, the calibration in air (error mean of 0.17 mm and standard deviation of 0.15 mm ), being a bit better than underwater (error mean of 0.23 mm and standard deviation of 0.19 mm ). Moreover, the maximum error is also lower in air $(1.17 \mathrm{~mm})$ than underwater $(1.19 \mathrm{~mm})$.
3) Plane Surface Reconstruction: To better assess the performance of the calibration, a flat surface is scanned. The results of reconstructing this surface at different distances, which are computed from the sensor to the centroid of the points belonging to the plane, in air and underwater are presented in Tables I and II, respectively. The tables show how the error, which is computed using the distance between each point and the best fitting plane, of the set of points in air is below the underwater one, and in both cases the mean error grows from values below one millimeter when scanning at short range, to larger values such as 2.53 mm (air) or 4.39 mm (underwater) obtained at longer distances. It is worth noting that the decrement in the

TABLE II
Underwater Statistics for Planarity in mm

| Distance | Mean | Standard deviation | Maximum |
| :---: | :---: | :---: | :---: |
| 381.34 | 0.37 | 0.24 | 1.93 |
| 486.84 | 0.54 | 0.37 | 2.97 |
| 534.67 | 0.69 | 0.48 | 3.46 |
| 619.79 | 1.04 | 0.74 | 3.88 |
| 691.82 | 1.48 | 1.12 | 6.71 |
| 828.61 | 4.39 | 1.87 | 12.31 |
| 831.728 | 3.77 | 1.87 | 11.7 |
| 955.315 | 3.15 | 2.19 | 12.79 |



Fig. 12. Air plane fitting error for the plane at 492.4 mm distance.


Fig. 13. Synthetically generated scan of a flat surface in air with error on the estimation of different sensor parameters. Points are coloured with the distance to the best fitting plane. (a) Camera distortion estimation error. (b) Laser z position error.
mean error that can be observed beyond the 737.76 mm distance in air and the 826.61 mm distance underwater is caused by the plane not occupying the whole scanned area.

In Fig. 12, the in-air plane reconstruction for the distance of 492.4 mm is coloured with each point's distance to the best fitting plane. In this case, it is possible to observe how the error is distributed unevenly across the cloud, indicating some poor estimation of the sensor's parameters. The error distribution does not follow the pattern that a bad estimate of a single parameter of the model would produce. Using the sensor model, it is possible to compute synthetically how different estimation errors on the parameters of the sensor model can lead to distortions on the reconstructed point clouds. The error that can be observed in Fig. 12 is potentially similar to the combination of a bad estimation of the camera distortion parameters [see Fig. 13(a)] with a bad estimate on the position of the laser [see Fig. 13(b)].

In Fig. 14, the underwater plane reconstruction for the distance of 619.79 mm is coloured according to each point's distance to the best fitting plane. In this case, the shape is similar to the one observed with a bad estimation of the camera viewport normal [see Fig. 15(a)] rather than any other errors on the viewports of the system [see Fig. 15(b)-(d)].


Fig. 14. Underwater plane fitting error for the plane at 619.79 mm distance.


Fig. 15. Synthetically generated scan of a flat surface underwater with error on the estimation of different sensor parameters. Points are coloured with the distance to the best fitting plane. (a) Camera viewport normal misalignment. (b) Camera viewport distance error. (c) Laser viewport normal misalignment. (d) Laser viewport distance error.

## C. Pipe Structure Scene

To demonstrate the scanning capabilities of real scenes, the sensor was mounted onto Girona 500 AUV and used to scan a pipes-and-valves structure of approximately $145 \times 145 \times 140 \mathrm{~cm}$, simulating an offshore underwater industry installation [see Fig. 16(a)] at an approximate distance of 1.6 m from the top bar. The point clouds presented in Fig. 16 are gathered with the robot moving from left to right [see Fig. 16(b)-(d)] and with the robot in keep position while free floating in front of the structure [see Fig. 16(e)]. The measured distance between the top left and top right valves in the real structure is 51.5 cm (measured using a measuring tape because this is a hand-made structure) and 51.7 cm in the point cloud gathered with the robot in keep position mode [see Fig. 16(e)]. However, the measured distance while the robot was moving was 43.2 cm [see Fig. 16(c)]. This difference in measurement is a consequence of the combination of scanning direction and robot moving direction. When they are in opposite directions, the object appears larger, while when directions are equal, objects appear smaller. This is confirmed as Fig. 16(c) was gathered with scanning in the same direction as the robot. Finally, when comparing point clouds in Fig. 16(b)-(d) it can be seen how the horizontal pipes appear bent in different directions depending on the point cloud.


Fig. 16. Scanned pipe structure (a) and different scans coloured according to depth (b)-(e) gathered with the sensor mounted on Girona 500 autonomous underwater vehicles (AUV).

## VIII. Conclusion

This study has presented the model and calibration process for an underwater laser scanner. First, a ray-based model for the sensor is presented. The ray-based model consists of two distinct components-light emission and light reception. On the emission side, the path of the light is tracked from the laser focal point to the mirror and through the viewport onto the scene projection. On the receiving side, the path of the ray passing through a specific pixel is traced through the camera viewport to the scene. Following this, the report presents a calibration method for this model in which all the parameters are estimated. The results for the calibration show that the error of the measurements on the point cloud is below one millimeter (measurements in the range 0.5 to 1.2 m and for objects of maximum length 100 mm ) in both experiments (point-to-point measurement and point cloud-to-mesh fitting error after ICP alignment). However, the reconstruction presents a deformation when scanning flat surfaces. Finally, the current study also presents a comparison between a ray-based triangulation and an elliptical-cone triangulation. While the error between both gathered clouds is negligible, the speed performance is much better using the elliptical-cone triangulation.

Future work will include testing the calibrated system at different depths, or using finite-elements analysis and sensor simulation, to assess the distortion introduced by the viewport deformation because of the water pressure. Future work will also include improving the sensor's planarity estimation which can be addressed either by changing the calibration procedure or improving the currently presented one. Finally, future work will also include studying the quadratic surfaces generically to represent the underwater laser light and determine whether or not it presents an advantage over the elliptical cone method.
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