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Wearable Finger Tracking and Cutaneous Haptic
Interface with Soft Sensors for Multi-Fingered

Virtual Manipulation
Yongjun Lee , Myungsin Kim, Yongseok Lee, Junghan Kwon , Yong-Lae Park , and Dongjun Lee

Abstract—Multi-Fingered haptics is imperative for truly
immersive virtual reality experience, as many real-world
tasks involve finger manipulation. One of the key lacking
aspect for this is the absence of technologically and
economically viable wearable haptic interfaces that can
simultaneously track the finger/hand motions and display
multi-degree-of-freedom (DOF) contact forces. In this paper,
we propose a novel wearable cutaneous haptic interface
(WCHI), which consists of 1) finger tracking modules (FTMs)
to estimate complex multi-DOF finger and hand motion; and
2) cutaneous haptic modules (CHMs) to convey three-DOF
contact force at the finger-tip. By opportunistically utilizing
such different types of sensors as inertial measurement
units, force sensitive resistor sensors, and soft sensors, the
WCHI can track complex anatomically consistent multi-DOF
finger motion while avoiding FTM-CHM electromagnetic
interference possibly stemming from their collocation in
the small form-factor interface; while also providing the
direction and magnitude of three-DOF finger-tip contact
force, the feedback of which can significantly enhance the
precision of contact force generation against variability
among users via their closed-loop control. Human subject
study is performed with a virtual peg insertion task to show
the importance of both the multi-DOF finger tracking and
the three-DOF cutaneous haptic feedback for dexterous
manipulation in virtual environment.
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I. INTRODUCTION

W ITH the recent advents of many commercial head-
mounted displays (e.g., Oculus Rift, HTC VIVE,

GearVR) along with the developments in onboard computing,
sensing and sensor fusion, communication, and microelectrome-
chanical systems (MEMS) sensor and actuator technologies, in
recent years, wearable haptics for virtual reality (VR) have re-
ceived great attention and been under active investigation by
many research groups and companies around the globe. Among
many forms of wearable haptics, particularly promising is the
multi-finger-based wearable haptics, since it allows for the VR
realization of many real-life scenarios and interactions, which
typically involve heavy usage of fingers and hands. In fact, using
the fingers and hands is argued as one of the key characteristics
of our human being itself; thus, we believe that finger-based
wearable haptics is crucial to attain truly immersive, multifari-
ous, and real-life like VR experiences.

For this finger-based wearable haptics for VR, the first re-
quirement is reliable tracking of multiple fingers and hands in
various motions and postures. Many methodologies have been
proposed for this multi-finger tracking. Vision-based technol-
ogy (e.g., Kinect, LeapMotion, [1]–[4]) has attracted many re-
searchers in recent years, since it can be used with bare hands.
However, it fundamentally suffers from the occlusion problem,
which is unavoidable for VR scenarios whenever it involves dex-
terous fingers/hand movements. Further, it often fails to track
the fingers when some extra devices (e.g., haptic device [5])
are attached on them. Soft sensor-based technology (e.g., Cyber
Gloves [6], [7]–[10]) has been investigated for its ease of imple-
mentation in the form of wearable gloves. However, it typically
has only single-degree-of-freedom (DOF) motion sensing ca-
pability per the sensor, thus, to estimate large-DOF finger/hand
motion, it necessitates complex arrangement of “pack” of many
of them wrapping around the fingers/hand, and, consequently,
complicated calibration algorithm. The inertial measurement
unit (IMU) based technology (e.g., Perception Neuron [11],
[12]–[14]) has been studied with its advantage of providing the
global three-DOF orientation information at once along with
its relatively flexible sensor attachment location. However, its
susceptibility to electromagnetic interference limits its applica-
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Fig. 1. Multi-fingered virtual manipulation with the WCHI: a peg inser-
tion task into a horizontally placed hole.

bility, particularly when it is required to be physically collocated
with actuators as for the case of wearable finger-based haptics
(e.g., [13], [15]).

Along this reasoning, in this paper, we propose a novel glove-
type finger tracking module (FTM), which opportunistically
utilizes IMU sensors and soft sensors to estimate multi-DOF
finger/hand motion while being free from the electromagnetic
interference issue of the IMUs and the complex sensor wrap-
ping/arrangement issue of the soft sensors. The proposed FTM
is designed in the simple glove-form for easy integrated (or
separate) usage with haptic devices and straightforward imple-
mentation. We determine the attaching locations of each sensor
to minimize the system complexity while also carefully observ-
ing the finger/hand anatomy and considering different sensing
capabilities and characteristics of each sensor. Our proposed
FTM also only requires a simple three-step known-pose-based
calibration. Section II contains the design and algorithms for
this FTM.

On top of the finger/hand tracking, haptic feedback is also
imperative for immersive VR experiences. For this, cutaneous
haptic feedback (with skin deformation) has received wide at-
tention for wearable finger-based haptics for its portability, small
form-factor, and affordability as compared to kinesthetic haptic
feedback (e.g., Sensable Phantom) and also its ability to sup-
plement or even substitute the kinesthetic feedback [16]–[18].
Various finger-tip cutaneous haptic devices have been proposed
(e.g., [19]–[23]). A two-DOF band-driven cutaneous device was
proposed in [19], and later adopted in [20] and extended to a
three-DOF wire-driven module [21]. The work of Prattichizzo
et al. [21] attached three force sensitive resistor (FSR) sensors
on a contact plate and use their readings to estimate the pose
of the plate to generate three-DOF haptic feedback. For this,
they utilized human finger-tip stiffness model and also required
continuous contact with all the three FSR sensors, both com-
promising robustness of the device. To circumvent this issue of
(indirect) pose estimation, a device with mechanical linkage was
proposed in [22] and [23] with the position control used to gen-
erate haptic feedback. These linkage-devices of [22] and [23],
however, are much bulkier than wire-based cutaneous devices
and still suffer from the robustness issue, since they also relied
on human finger-tip stiffness model to generate haptic feedback
from the position control.

Fig. 2. WCHI with FTM and CHM: 1) IMUs and soft sensors are op-
portunistically utilized for FTM; 2) three-DOF finger-tip force provided by
CHM with soft sensors and FSR sensor; and 3) FTM and CHM designed
with minimal mechanical/functional interference for their easy integrated
(and also separate) usage.

To retain portability, affordability, and small form-factor
while also improving robustness, in this paper, we develop
a novel a wire-driven type cutaneous haptic module (CHM)
capable of providing three-DOF finger-tip force. The actuation
mechanism is similar to that in [21]. The key differentiating as-
pect is our adoption of closed-loop control strategy based on the
feedback of direct measurement instead of some human models
with inevitable uncertainty and interuser variability. For this, we
utilize soft sensors and FSR sensor to directly measure the mag-
nitude and direction of the finger-tip force, and feedback that in
the form of proportional-integral (PI) control to generate high-
performance three-DOF finger-tip haptic feedback, which is also
robust against uncertainty, friction, unmodeled compliance, and
user variability. Section III contains the design, estimation, and
control algorithms for this CHM.

Combining these FTM and CHM, we construct our proposed
wearable cutaneous haptic interface (WCHI) (see Fig. 1 for this
WCHI in use and Fig. 2 for its construction). Most closely re-
lated to our WCHI are the work of Weber et al. [24] and MANUS
VR glove [25], both providing finger tracking and haptic feed-
back simultaneously with IMUs and soft sensor adopted. How-
ever, 1) the device of Weber et al. [24] utilizes only a single IMU
on the dorsum of the hand and a single soft sensor for each finger,
thus, not able to fully track large-DOF complex finger motions;
2) MANUS VR glove [25] can fully track the thumb motion,
yet, not the adduction-abduction (AA) motion of index/middle
fingers, which turns out to substantially affect VR experience,
particularly it involves complex/dexterous finger motion (see
Section IV-B); and 3) both of these devices provide only single-
DOF vibro-tactile feedback on the finger-tip, too simple to cap-
ture most of real-life finger/hand interactions. In contrast to this,
our proposed WCHI can fully track complex/dexterous large-
DOF finger/hand motions including the finger AA motion, while
also providing three-DOF cutaneous finger-tip haptic feedback
with performance/robust feedback control. The FTM and CHM
are also designed in such a way that they can be easily integrated
into the WCHI without mechanical and functional interferences
(e.g., electromagnetic interference) or used separately.
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Fig. 3. FTM consists of IMUs and soft sensors embedded in the form
of glove (hand model with links and joints also illustrated).

The rest of the paper is organized as follows. Sections II and
III contains the design, development, analysis, and algorithms
of the FTM and CHM. Section IV presents the integrated WCHI
combining the FTM and CHM and the results of human sub-
ject study to verify the performance of the proposed WCHI.
Section V concludes the paper with some comments on future
research direction.

II. DEVELOPMENT OF FINGER TRACKING MODULE

A. Hardware Set-Up of the FTM

The two key challenges of vision-based multi-fingered track-
ing are: 1) the finger motion has large-DOF motion within a
small region, thus, such commercial systems as HTC VIVE,
Kinect or VICON, which can fairly well track “larger” arm or
wrist motions, cannot be directly used; and 2) the dexterous
finger motion, combined with omnidirectional wrist motion,
frequently induces the issue of occlusion, which is fundamental
for any vision-based systems (e.g., LeapMotion) and has not
yet been overcome. Due to these reasons, in this paper, we aim
to develop FTM with IMUs and soft sensors, all attached in
the glove form, so that large-DOF/small-size finger motion can
be tracked while avoiding the issue of occlusion. See Fig. 3,
where we assume the wrist position information is provided
by a commercial external vision sensor (e.g., HTC VIVE) and
also anatomical constants (i.e., link length, joint position, etc.)
given from offline identification (e.g., [26]). The FTM fully
tracks each segment of the thumb, index, and middle fingers.
To determine which sensor is attached to which segment, we
carefully consider the DOF of each joint, which varies from one
to three.

More precisely, we decide the joints, the finger segments,
and the sensor arrangement for the FTM as shown in Fig. 3,
where 1) hand dorsum/carpus is with three-DOF rotation (e.g.,
wrist rotation); 2) three-DOF carpometacarpal (CMC) joint
with flexion-extension (FE), pronation-supination (PS), and
abduction-adduction (AA) motions; and 3) two-DOF metacar-
pophalangeal (MCP) joint of the index/middle fingers with FE
and AA motions. To estimate the (relative) orientations of these
joints with a single sensor attachment, we attach four MEMS
IMUs (InvenSesne MPU9250) on the dorsum of the hand, on
the first metacarpal of the thumb, and the proximal phalanges
of the index and middle fingers, respectively. We choose these

IMUs over soft sensors here, since 1) they can provide three-
DOF global rotation information at once; and 2) their attachment
point is more flexible than soft sensors, that must be attached
wrapping over the joint. These IMUs are fastened by rubber
bands in the form of glove. We also attach the IMUs as far
from the finger-tip CHM as possible to avoid electromagnetic
interference between the motors of CHMs and the magnetome-
ters of the IMUs (see Section IV for interference test result).
On the other hand, we utilize three capacitive type soft sensors
(StretchSense) and embed them inside the glove of each fin-
ger, to estimate the single-DOF bending angles of the thumb
MCP joint and the proximal interphalangeal (PIP) joints of
the index/middle fingers. Here, we consider the thumb MCP
joint to be single-DOF with the FE motion, since its AA mo-
tion caused by its interconnection with the CMC joint is rela-
tively small [27], [28] especially during the finger grasping and
manipulation.

In addition, we utilize the musculoskeletal dependency (i.e.,
synergy) to estimate the motion of the thumb interphalangeal
(IP) joint and distal IP (DIP) joints of the index/middle fingers
from the thumb MCP joint and index/middle finger PIP joints.
Note that we utilize the synergy not only for index/middle fin-
gers, but also for the thumb. This synergy was investigated in
[29] and later employed in [13]. Hrabia et al. [29] showed that
the synergy of the thumb MCP joint (R2 = 0.59) is weaker than
that of index finger’s DIP joint (R2 = 0.77), yet, still similar
to that of little finger (R2 = 0.63). In this paper, we adopt this
thumb synergy with its strength determined by trial-and-error,
which turns out to be adequate for our purpose, that is, the FTM
for VR applications, where believable graphics and haptic sen-
sations are enough as evidenced/illustrated through our (rather
extensive) experiments (see Section IV) in contrast to, e.g., med-
ical applications, where accuracy is more weighted. Utilizing
the soft sensors and the synergies for single-DOF joints and
IMUs for multi-DOF joints, we can reduce the number of the
sensor attachments, resulting in simpler estimation algorithm
and lesser electromagnetic interference when integrated with
the CHM.

In this paper, we use five-DOF thumb model with single-DOF
IP/MCP joints and three-DOF CMC joints. This is slightly dif-
ferent from the more typical five-DOF thumb model, which is
employed for robot hand design, where single-DOF for the IP
joint and two-DOF for the MCP and CMC joints are used [30],
[31]. The advantage of our modeling is that we can fully in-
corporate the three-DOF CMC motion of the thumb with their
axes not intersecting [26], [32] while utilizing a few number
of sensors. This five-DOF thumb model also turns out to pro-
vide graphically and haptically plausible sensations through our
experiments, including multi-user subject study.

B. Finger/Hand Pose Estimation for the FTM

1) Tracking Algorithm of the FTM: To estimate the configura-
tion of FTM (i.e., poses of three fingers and hand), we apply the
forward kinematics to each joint of the fingers and the hand. Let
ps

s,h ∈ �3 be the position vector from the origin of the inertial
frame {s} to that of the hand frame {h} expressed in {s}-frame,
where {h}-frame is attached to the hand dorsum as shown in
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Fig. 4. Hand model with the joints, links, and coordinate frames:
thumb possesses three-DOF CMC joint, single-DOF MCP and IP joints;
whereas index and middle fingers each possesses two-DOF MCP joint,
single-DOF PIP and IP joints.

Fig. 4. In this paper, we use an external low-cost vision sensor
(e.g., HTC VIVE tracker) to measure this ps

s,h . Denote the pose
of the {h}-frame relative to the {s}-frame by the homogeneous
transformation ḡs

s,h ∈ SE(3), i.e.,

ḡs
s,h(Rs

s,h , ps
s,h) =

[
Rs

s,h ps
s,h

0 1

]
∈ SE(3)

where the Rs
s,h ∈ SO(3) is the rotation of {h} w.r.t. {s}, which

is to be measured by the IMU attached to the {h}-frame as
shown in Fig. 4 (e.g., [33]).

Let us consider first the thumb motion. For this, we attach
the frames {fe} and {aa} to the CMC joint and {mp} to the
metacarpal bone between the MCP and CMC joints to, respec-
tively, express the FE motion θf e , the PS motion θps , and the AA
motion θaa of the CMC joint with the offset among their axes
also taken into account—see Fig. 4. We then have the following
kinematics of the {mp}-frame expressed in the {s}-frame:

ḡs
s,mp = ḡs

s,h · ḡh
h,mp(R

h
h,mp , p

h
h,mp) ∈ SE(3) (1)

with

Rh
h,mp = Rh

h,f eR
f e
f e,aaRaa

aa,mp = Rs,T
s,h Rs

s,mp (2)

ph
h,mp = ph

h,f e + Rh
h,f ep

f e
f e,aa + Rh

h,aapaa
aa,mp

where Rh
h,f e = exp(θf ee2), Rf e

f e,aa = exp(θpse1), and Raa
aa,mp

= exp(θaae3) with the corresponding frames initially aligned
with each other, Rh

h,aa = Rh
h,f eR

f e
f e,aa , exp(·) the exponential

map [34], and ei ∈ �3 the unit basis vector; and ph
h,f e , pf e

f e,aa and
paa

aa,mp are the anatomical lengths, which are assumed constant

and known with pf e
f e,aa = de1 = [d; 0; 0] (i.e., offset d along

the PS motion axis—see Fig. 4. Here, with the IMU sensors
attached to the {h}-frame and the {mp}-frame (see Fig. 3),
we can directly measure Rs

s,h and Rs
s,mp , and, consequently,

Rh
h,mp(θf e , θps , θaa) from (2). By solving the inverse kinemat-

ics for Rh
h,mp(θf e , θps , θaa) with θf e , θps , and θaa being the

pitch, roll, and yaw angles, we can decode (θf e , θps , θaa) from
Rh

h,mp [34], which are then in turn used to compute the full

thumb posture. In this paper, (ph
h,f e , p

f e
f e,aa , paa

aa,mp) (and simi-
lar length parameters) are also offline tuned to produce graphi-
cally plausible motion during all of our experiments—how to

Algorithm 1: Three-Step Calibration Procedure of the FTM.
1: Align the direction of the tip of each index/middle

finger and hand while keep them straight (i.e., θi = 0◦).
2: Align the direction of the tip of the thumb to be parallel

to the direction of the step 1 while keep it straight.
3: Bend each PIP joint of the index/middle fingers and

MCP joint of the thumb to be 90◦.

online calibrate them is a research topic by itself and a topic of
our future research as well.

On the other hand, to describe the posture of the index and
middle fingers, we attach the {fe}-frame and {aa}-frame to
the two-DOF MCP joint and the {pp}-frame to the proximal
phalange as shown in Fig. 4. Then, similar to (1) with Rf e

f e,aa =
I and d = 0 (i.e., {fe}-frame is the same as {aa}-frame for the
MCP joint), we can obtain the following kinematics similar:

ḡs
s,pp = ḡs

s,h · ḡh
h,pp(R

h
h,pp , p

h
h,pp)

where

Rh
h,pp = Rh

h,f eR
f e
f e,pp = Rs,T

s,h Rs
s,pp

ph
h,pp = ph

h,f e + Rh
h,f ep

f e
f e,pp

where Rs
s,h and Rs

s,pp are measured by the IMU sensors at-
tached, respectively, to the {h}-frame and the {pp}-frame,
Rh

h,f e = exp(θf ee2) and Rf e
f e,pp = exp(θaae3) with (θf e , θaa)

decodable via the inverse kinematics of Rh
h,pp(θf e , θaa) sim-

ilar for the thumb motion. Finally, for the MCP joint of the
thumb or PIP joint of the index/middle fingers, one soft sen-
sor is attached to provide the angle measurement θi or θj

(along the e2-direction). We can then obtain ḡmp
mp,pp or ḡpp

pp,ip

with Rmp
mp,pp = exp(θie2) or Rpp

pp,ip = exp(θj e2) and pmp
mp,pp or

ppp
pp,ip , with which we can complete the posture estimation of

the thumb/index/middle fingers.
2) Calibration Method of the FTM: Each person has differ-

ent size/shape of the finger/hand. Thus, the sensor attachments
would be all different among different users, even if they wear
the same FTM. To solve this issue, we perform a known-pose-
based sensor calibration. First, the soft sensor has a linear re-
lationship between the relative joint angle and its measurement
ρi ∈ �, i.e.,

θi = β0 + β1ρi

where β0, β1 ∈ � are coefficients. To find these coefficients, we
need to take at least two known poses while measuring ρi with
corresponding θi (e.g., ρi at 0◦ and 90◦). On the other hand,
the IMU sensors provide orientation information expressed in
the {s}-frame. However, whenever attached to the FTM and
worn by the user, their real attachment is unknown and, in
general, not the same as the target finger/hand segment as shown
in Section II-B1. In other words, for each IMU, we have the
following relation:

Rs
s,f = Rs

s,bR
b
b,f
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Fig. 5. Hardware design of the CHM for three-DOF cutaneous force
feedback consisting of: (a) three dc-micromotors to pull wires with spring
support; (b) custom-built soft sensors to measure the wire lengths; and
(c) contact plate with tiltable two-layer design and a FSR sensor.

where Rs
s,f , Rs

s,b , R
b
b,f ∈ SO(3) are the rotation of the fin-

ger/hand segment expressed in the {s}-frame, the measurement
of the IMU, and the misalignment between the finger segment
and the IMU sensor frame, respectively. Then, by letting user
to assume a known pose, Rs

s,f is known, Rs
s,b is measured,

thus, we can estimate Rb
b,f . Now, note that the number of un-

knowns is three (for IMUs) and two (for soft sensors). Thus, if
we ask the user to assume three known poses, we can calibrate
those three (or two) unknown quantities for each sensor. This is
captured by the calibration procedure in Algorithm 1, with the
three known postures. See also the supplement video how this
three-step calibration is performed.

III. DEVELOPMENT OF CUTANEOUS HAPTIC MODULE

A. Hardware Set-Up of the CHM

The CHM consists of two parts, (static) body part and (mov-
ing) contact plate part as shown in Fig. 5. Acting as a ground,
the body is placed on the finger-tip and rigidly fastened on the
distal phalanges of the thumb and index/middle fingers by a
rubber band. On the other hands, to deliver the cutaneous haptic
sensation, the contact plate is suspended from the body through
wires and springs. Three dc-micromotors (Faulhaber©R , φ = 6
[mm], 64 : 1 gear ratio) are mounted on the body, one heading
forward to finger-tip and other two heading backward so that
each motor shaft formalizes vertices of an isosceles triangle.
This triangle formation allows the CHM to have a small form
factor to be fitted on the limited size of the finger-tip. On each
motor shaft, the pulley tied with the wire is rigidly attached, to
generate tensile force with the motors. Similar alignment as the
motors, three soft sensors are placed on top side of the body
to estimate the relative poses between the body and the contact
plate. We employ the custom-fabricated resistive type soft sen-
sors [35] for the CHM, rather than the commercial capacitive
type soft sensors of the FTM, since it requires very low stiffness
to minimize the hindrance of the tensile force from motors and
maintain the spring-induced gap between the two parts for the
thumb and fingers. In addition, as mentioned in Section II-A, the
soft sensors can be robustly utilized with actuators to estimate
the configuration of the contact plate.

Fig. 6. Configuration and definitions of frames/parameters for the con-
trol of CHM.

The contact plate then generates the pushing force at the
finger-tip by being pulled through the wires. Its center has a
two-layer structure to efficiently estimate the contact force by
using only one FSR sensor in any relative rotation between the
two parts. The top side of the upper layer is designed to have a
concave curvature similar to the volar surface of the finger-tip
to increase the contacting area, thus maximizing a sensation by
maintaining the contact with finger in any tilted situation. The
bottom side of the upper layer has a convex curvature to maintain
a continuous contact of the FSR sensor, which is placed at the
center of the lower layer.

Between the body and the contact plate, three springs (ks =
0.1 N/mm) are placed to retain a space with no pulling force
input. We carefully select the spring length and diameter, 20
and 5 mm, to secure the average ring size of male 18.9 mm
and not to cause the buckling problem [36]. Note that the com-
pliance of the custom fabricated soft sensors, the elasticity of
the soft sensors has a small influence on the gap between the
body and the contact plate and the actual gap is maintained
about 19.8 [mm].

Finally, without the 19.8 mm gap, total size of the CHM is
44.8 × 25.0 × 19.4 mm3, and weight is about 23 [g] including
three dc-micromotors (a single motor weight is 5 g), springs,
wires, one FSR sensor, three soft sensors, and three-dimensional
(3-D) printed parts (c.f., 32 [g], 48.8× 40.2× 21.5 mm3 of [23]).
We also modularize the body and contact plate parts to be easily
repaired or replaced.

B. Three-DOF Contact Force Rendering With the CHM

1) Closed-Loop Control of the CHM: The CHM displays a
desired three-DOF contact force at the finger-tip (i.e., normal
and planar shear forces) by pulling of its contact plate, which is
placed under the finger-tip (see Fig. 5). Therefore, it is impor-
tant to place the contact plate in an appropriate rotation and to
regulate its pushing force magnitude. In this regard, the control
problem is to generate the tensions of three wires

u :=
[
u1; u2; u3

] ∈ �3 (3)
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by three DC-micromotors to rotate and pull the contact plate to
be aligned with a desired force direction (i.e., pitch/roll) with a
desired force magnitude.

To analyze and derive the control of our three-DOF CHM,
we first attach the frame {B} to the body part and {C} to
the contact plate. We also denote vertexes of each triangle by
VBi

and VCi
, i = (1, 2, 3), with their position vectors to be

pB
OB ,VB i

∈ �3 and pC
OC ,VC i

∈ �3 expressed in the {B}-frame
and the {C}-frame, respectively (see Figs. 5 and 6). To de-
sign the control u ∈ �3 in (3), we also assume that the relative
motion of the contact plate w.r.t. the body part can be well-
represented by ξ := [p3; θ1; θ2] ∈ �3, where p3 := eT

3 pB
OB ,OC

is the projection of the relative translation pB
OB ,OC

projected
onto the e3-direction, and θ1, θ2 are the roll and pitch angles
of the contact plate relative to the {B}-frame. Even if the con-
tact plate can in general assume six-DOF motion relative to the
{B}-frame, we found this reduced three-DOF ξ-motion de-
scription can still adequately describe its motion, since, with the
plate in contact with the finger-tip (as enforced by our control
designed below), the horizontal translations (i.e., along e1/e2-
directions) and the yaw angle (i.e., rotation along e3-direction)
of the plate is much less than this ξ-motion.

Now, suppose that a desired finger-tip feedback force
fB

d ∈ �3 expressed in the {B}-frame is given from some VR
simulation. The control objective can then be written as

(θ1, θ2) → vec(fB
d ), λN → λN,d (4)

where λN is the force magnitude measured by the FSR sensor,
which is normal to the surface of the contact plate, λN,d :=
‖fB

d ‖, (θ1, θ2) are the roll and pitch angles of the contact plate,
and vec(fB

d ) = (θd
1 , θd

2 ) is the direction of fB
d relative to the

{B}-frame as captured by the roll and pitch angles, θd
1 , θd

2 .
To attain this control objective (4), we first design the control

action for the contact plate along its reduced ξ-motion (i.e., force
along the e3-direction and moments along the roll/pitch angles)
by

τB
d = −KP eγ − KI

∫ t

0
eγ dσ (5)

with

eγ :=
[
Sγ (λN − λN,d); θ1 − θd

1 ; θ2 − θd
2

] ∈ �3

where Sγ := eT
3 RB

BC ,de3 ∈ � with RB
BC ,d = exp(θd

2 e2)·
exp(θd

1 e1) ∈ SO(3), and KP ,KI ∈ �3×3 are the positive-
definite proportional and integral control gain matrices. Here,
Sγ is first to assign λN − λN,d along the normal (i.e., e3) direc-
tion of the contact plate, and then project it along the e3-direction
of the {B}-frame (i.e., along the direction of p3), whereas the
second and third components of eγ are along the directions of
θ1, θ2, thereby, producing the control action along the (permis-
sible) ξ-motion. This control action w.r.t. the contact plate is
then mapped to the desired tension u ∈ �3 in (3) of the three
wires s.t.

u = J−1(ξ)τB
d (6)

where J(ξ) ∈ �3×3 is the Jacobian matrix from (l̇1, l̇2, l̇3) (i.e.,
length change rate of the three wires with li being the distance
between VBi

and VCi
) to ξ̇ = (ṗ3; θ̇1; θ̇2), which is always in-

vertible since, in practice, |θ2| < 90◦.
Here, note from Fig. 5 that the contact plate is actuated by the

wires [i.e., u in (6)], yet, at the same time, it also experiences
the resistive force from the springs, which are adopted to spare
the space for the finger-tip. To compensate for this spring force,
we add the corrective term to (6) s.t.

u′ = u + KsΔl

where Ks ∈ �3×3 is the (identified/known) diagonal and
positive-definite spring stiffness matrix, and Δl = lo − l ∈
�3 is the spring deformation, where l = [l1; l2; l3] and lo =
[l1

o , l
2
o , l

3
o ] are respectively the length between the vertexes VBi

and VCi
(measured by the soft sensor—see Fig. 5) and the initial

length of the springs with lio > li .
It is worthwhile to mention that our control (6) with (5) for

the CHM is closed-loop control with feedback PI-action. This
substantially improves the control performance and robustness
against some such important phenomena inherent to our CHM as
friction, soft sensor impedance, finger-tip stiffness, etc. Further-
more, this robustness allows us to overcome the user variability
(e.g., difference in finger-tip size, shape, stiffness, manner of
wearing device, etc.), one of the key challenges in any human-
interactive robots and devices. This is in a stark contrast to other
works on similar tendon-driven cutaneous haptic feedback de-
vices (e.g., [21], [23]), where, typically, open-loop control based
on some model (e.g., finger-tip stiffness model [21]) is adopted.

2) Pose Estimation of the Contact Plate: For the CHM
tension control u ∈ �3 in (6) with (5), we need to know
the (reduced) ξ-pose of the contact plate relative to the body
{B}-frame. Although, to compute (6), we only need θ1, θ2 (i.e.,
only attitude), here, we estimate ξ = [p3, θ1, θ2] all at the same
time, since the computation cost increase is rather minimal. For
this, we utilize custom-built resistive type soft sensors [35] to
measure l = [l1; l2; l3], where li ≈ ‖pB

VB i
,VC i

‖ under the assump-
tion of the reduced ξ-motion of the contact plate in Section II-B1.
We adopt here the soft sensors instead of IMU sensors (e.g., [13],
[37]) or three FSR sensors with finger-tip stiffness model (e.g.,
[21]), since each is fundamentally susceptible to IMU-motor
electromagnetic interference or robustness issue stemming from
the user variability and continuous-contact with all three FSR
sensors.

The analytic expression of the “forward” kinematics from the
lengths l to the ξ-pose is fairly complicated. The number of
unknown (i.e., ξ = [p3; θ1; θ2] ∈ �3) is yet only three. Due to
these reasons, in this paper, we formulate the ξ-pose estimation
problem as a numerical problem and solve it with the Newton–
Raphson algorithm. For this, consider the following kinematics
relation:

pB
VB i

,VC i
(ξ) =

(
RB

BC pC
OC ,VC i

+ pB
OB ,OC

) − pB
OB ,VB i

where RB
BC = exp(ξ3e2) · exp(ξ2e1) is the relative rotation

(with zero yaw angle), pB
OB ,OC

= [0; 0; ξ1] is the relative dis-
tance, and pB

OB ,VB i
, pC

OC ,VC i
are the constant position vectors.



LEE et al.: WEARABLE FINGER TRACKING AND CUTANEOUS HAPTIC INTERFACE WITH SOFT SENSORS 73

Fig. 7. By using 3-D printed mock-up and changing the relative
distance and rotation between IMUs and dc-micromotors, magnetic inter-
ference is evaluated by observing sensor measurements. Sensor mea-
surements changes when the distance between the motor and the IMU
becomes closer. However, it is observed that the interference is only
significant if the distance is less than 1 cm.

Now, define hi(ξ) := l2
i ≈ ||pB

VB i
VC i

(ξ)||2. We then have

Δhi = 2pB ,T
VB i

,VC i
ΔpB

VB i
,VC i

= 2pB ,T
VB i

,VC i

3∑
j=1

∂pB
VB i

,VC i

∂ξj

∣∣∣∣
ξo

Δξj

and, collecting these, we have

Δh = [Δh1;Δh2;Δh3] = Q(ξo)Δξ (7)

where Q(ξo) ∈ �3×3. From (7), we can then construct the
Newton–Rahpson algorithm s.t.

ξk+1 = ξk + Q−1(ξk )(h(lk ) − h(ξk )) (8)

where Q(ξ) is numerically verified to be invertible for all
possible ξ.

IV. WEARABLE CUTANEOUS HAPTIC INTERFACE WITH

PERFORMANCE EVALUATION

So far, we introduce the hardware configuration and its es-
timation/control of FTM and CHM. In Fig. 2, the integrated
WCHI is presented with its two modules. The integration is
achieved by attaching the CHM to the finger-tip of the glove
of the FTM since both modules do not interfere functionally
and mechanically with each other. Here, the functional inter-
ference (i.e., electromagnetic interference between IMUs and
dc-micromotors) is validated experimentally as shown in Fig. 7.
For this, we make a 3-D printed mock-up where the motor
is fixed with different orientations (i.e., 0◦, 45◦, and 90◦) and
the MEMS IMU moves along a fixed trajectory. We measure
the relative distance with MOCAP and the IMU’s magnetic flux
readings, and deduce the safe distance to be above 10 mm, which
is incorporated on the design of each module and the integration
for WCHI. Note that this safe distance is guaranteed even during
full folding the fingers since the CHMs, thus dc-micromotors,
are on the finger-tips while IMUs are on the proximal
phalanges.

We also utilize two MCU boards (e.g., Arduino Nano) for
the data acquisition of each IMUs and soft sensors of the FTM,

Fig. 8. Comparison of ZYX EA of the IMU in Section II-B2. Reference
EAs are captured from MOCAP and palm-shaped 3D printed mock-up.
The mean angle error is 1.567◦.

Fig. 9. Comparison of single-DOF joint angle tracking of the soft sen-
sor utilized in Section II-B2. The reference joint angle is captured from
MOCAP and index-finger-shaped 3-D printed mock-up. The mean angle
error is 0.0685◦.

which run at 200 and 1 kHz, respectively. One MCU board
(i.e., Arduino Uno with the Adafruit Motor Shield V2 and stan-
dard op-amp circuit for sensor signal) is also employed for the
control and the data acquisition of the CHM, which runs at
120 Hz.

A. Quantitative Evaluation

To precisely evaluate the performance of the FTM and the
CHM, we make 3-D printed mock-ups while employing the
motion capture system (Optitrack) for the ground truth data
acquisition. For the performance evaluation of the FTM, we
first check the rotation estimation performance of the IMU. We
rotate the IMU about 90◦ with respect to X/Y/Z-axes directions,
respectively, to clearly check roll/pitch/yaw angle estimations,
while attaching IR-markers for the MOCAP rotation tracking. In
Fig. 8, we display the rotation tracking performance of the IMU
expressed by the Euler angle (EA). The mean EA estimation
error compared to the MOCAP is given as 1.567◦. The small
error may be originated from the imperfect calibration of the
IMU [38] and the latency of SO(3) filter [33] which we use.
On the other hand, as shown in Fig. 9, we show that the single-
DOF joint angle tracking performance of the capacitive-type
soft sensor employed, e.g., for the PIP joint of index finger,
we achieved 0.0685◦ mean error where the small error mainly
comes from the signal noise and the delay due to the first-order
low-pass filter we used to reduce that noise. While propagating
these errors with the middle finger length in [39] (i.e., total
10.5 cm), the finger-tip position error would be 0.15 cm and less
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Fig. 10. Comparison of height/roll/pitch estimation performance of the
Newton–Raphson method in Section III-B. The height/roll/pitch estima-
tion values obtained from the Newton–Raphson method are marked as
“NR” while the reference values obtained from the MOCAP are marked
as “Mocap.”

Fig. 11. Contact force and its roll/pitch directions tracking performance
of the proposed controller (6). The measured force/roll/pitch values con-
verge to the desired value.

than 3.64 cm, which is the indistinguishable threshold under
haptic feedback in VR [37].

Meanwhile, in Figs. 10 and 11, we compare the three-
DOF relative position/rotation estimation and its cutaneous
feedback rendering of the CHM in Section III-B. Due to the
underactuation of the wire-driven CHM, there is an error
between estimated height/roll/pitch values and reference values
obtained from the MOCAP data as shown in Fig. 10. The mean
errors are 0.597 mm in height, 3.74◦ in roll, and 0.919◦ in
pitch, respectively. The error in roll is larger than that of pitch,
since the pitch angle affects the roll angle estimation in the
ZYX EA parametrization. Note that the error becomes larger
with large rotation since the more the contact plate inclines,
the more translation along e1/e2-directions and yaw rotation,
which results in inaccuracy in three-DOF reduced model, takes
place. However, the tendency is strongly marked as shown
in Fig. 10, which implies that the current three-DOF model
assumption in Section III-B is effective. Therefore, we believe
that we can further improve the current estimation performance
by, for example, employing a more sophisticated estimation
technique such as machine learning over the Newton–Raphson
based estimation. We left this as a future research topic.

On the other hand, for the estimated ξ of (8), the proposed
control (6) can robustly track the contact force magnitude and
the plate rotation as shown in Fig. 11. In the experiment, we
use KP = (50, 750 N·mm, 1500 N·mm) and KI = (300,
900 N·mm, 1800 N·mm) with the saturation technique to cope
with the error accumulation of the integral control. Finally, the
normal pushing force is measured to be maximum about 10 N,
which purely translates to the user as haptic feedback.

B. Usability Evaluation

Now, we conduct the user study to assess the effectiveness
of the WCHI for VR application. We emulate a virtual ma-
nipulation task, inserting a breakable peg into a horizontally
placed hole as shown in Fig. 12. The peg is 186.2 mm in height,
25.84 mm in radius, and 500 g in weight, which models a round
bottle as a daily object. This peg inserting task is chosen here
since, to manipulate its attitude and do the task, more complex
finger control is required. All the subjects also attempt finger-tip
manipulation, instead of power grasping, since it is fairly diffi-
cult to properly control the motion and insertion force without no
haptic feedback on the palm. Our hypothesis is that the AA mo-
tion will be more important for this kind of real-life like complex
task as compared to, e.g., the needle insertion [21] or the deliv-
ery task of simple object such as an egg, since the peg attitude
should be controlled precisely to be inserted. On the other hand,
we set the peg to be broken with large contact force (i.e., ≥5
N). Therefore, subjects have to utilize the haptic feedback, even
though it only exists at finger-tips, to successfully perform the
task. The virtual hand is then controlled via the virtual coupling
technique [40] where the desired hand motion is obtained from
the FTM. The three-DOF contact force between the virtual hand
and peg is fed back through CHM. Consequently, the test setup
consists of WCHI, Oculus Rift HMD, soundproof earmuffs, and
two HTC VIVE trackers to locate global position of a wrist and
HMD, respectively, in a designated space as shown in Fig. 1.

1) Methods: We design four different test settings to eval-
uate the performance of WCHI, especially the importance of
the three-DOF cutaneous haptic feedback and the AA tracking
motion of a hand for the VR application since typical VR hand
interfaces have at best single-DOF haptic feedback and/or hand
tracking without AA motion (e.g., MANUS VR glove, etc.). We
intentionally turn ON and OFF the actuation for with and without
cutaneous haptic feedback (wHF or woHF) from CHM, and also
turn ON and OFF the allowance of AA tracking motion (wAA
or woAA) of the FTM during the tests. As a result, the four
settings are: 1) wHF wAA, 2) wHF woAA, 3) woHF wAA, and
4) woHF woAA. We then measure the task completion time for
each trial and consider it as a performance measurement of the
given task.

Then, the user study procedure consists of two phases: 1)
familiarization and 2) main task. During the familiarization, we
introduced WCHI to users and verbally explain overall informa-
tion about the task. We informed that there were four different
settings, yet we did not provide details of each setting, not to
make presuppose superiority and/or inferiority of each setting
and try to distinguish them intentionally. Here, we also calibrate
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Fig. 12. We conduct the usability evaluation with the virtual manipulation task of inserting a breakable peg into a horizontally placed hole: For
each trial, we randomly change both the initial starting point of the peg and location of the hole (a). Then, a subject picks up and manipulates the
peg to do the insertion task (b). During the insertion task (c), the subject can see whether the peg is broken or not with the change of its color (d).

the WCHI, especially the FTM, to fit each subject’s hand motion
as in Section II-B.

After the explanation and calibration, the 6 min of famil-
iarization phase consists of two scenarios to gradually learn
about the WCHI and HMD worn VR environment. For the first
3 min, users were instructed to touch and grasp the peg, which
is suspended in the air by spring, and feel corresponding haptic
feedback. We set the breaking force threshold of peg to be 5 N
(i.e., 0 ≤ |λN | ≤ 10 [N]) and change the peg color from white
to blue [see Fig. 12(d)]. Users can learn an appropriate grasping
force by matching the visual information and haptic feedback.
In the next 3 min, users were asked to gently lift and rotate the
peg from the ground to become accustomed to the peg manipu-
lation with different hand postures. Throughout this phase, we
provided users the full haptic feedback and hand tracking, i.e.,
setting 1 (wHF and wAA).

After that, each user experienced total 20 main tasks with
repeated four different randomized settings for five times to
minimize the learning effect. We also randomly (yet not too
much) change the hole position and the starting point of the
peg, again to minimize the learning effect. During the task, once
the peg is broken down, it has to move back to a starting point
while task time is continuously running. One thing to mention
here is that we considered first four tasks as an extension of
familiarization phase for the main task. Thus, we took account
the results of last 16 tasks as a valid data for the analysis.

Ten users participated in the study including nine male and
one female in average 25.3 ± 2.0 years old. All of them were
right-hand users except two. All users did not have any physical
or mental difficulty to complete the given test.

2) Result and Discussion: To evaluate the difference be-
tween each setting, we collected in total 160 trials data from ten
users. The normalized mean time and standard deviation of ten
users for each setting are depicted in Fig. 13. As a result, the
normalized mean time of setting 1 (0.678) takes about 2.1 times
less than that of setting 4 (1.414). Also, the standard deviation of
setting 1 (0.176) is 4.8 times less than that of setting 4 (0.838).
On the other hand, the normalized mean time and the standard
deviation of setting 2 (0.939 ± 0.488) and setting 3 (0.969 ±
0.507), where neither one of the conditions was not allowed, do
not show significant difference. Both setting 2 and setting 3 take
less time than setting 4 while taking more time than setting 1.

In further analysis, the normalized time is tested with one-
way repeated measures ANOVA with the Greenhouse–Geisser
correction (ε = 0.672). The analysis determines that the nor-
malized time has statistically significant difference between four
settings on the peg-in-hole task, (F (2.018, 78.684) = 13.076,

Fig. 13. Normalized mean time and standard deviation results of ten
users according to four different settings. Post hoc tests using the Bonfer-
roni method revealed that there exists statistically significant difference
between each setting except between setting 2 and setting 3 (p = 1.000).

p = 0.000012). Post hoc tests using the Bonferroni method
revealed that there exists statistically significant difference
between each setting except between setting 2 and setting 3
as shown in Fig. 13. This result does not change when we em-
ploy the Holm–Bonferroni method, which is known to be less
conservative than the Bonferroni method. This is because, for
our post hoc test, the p-value between setting 2 and setting 3 is
1 (i.e., p = 1.000). We illustrate every p-value between the four
settings in Fig. 13.

We can understand above results and educe some insight for
VR manipulation. First of all, on VR environment, each user
uses and is affected by different conditions (or information).
Three users are more likely to be affected by the role of haptic
feedback than AA tracking motion. We called them haptic feed-
back oriented users. These users tend to depend more on haptic
feedback on or off conditions than the existence of AA track-
ing motion to complete the trials. Conversely, two users were
affected by the role of AA tracking motion than haptic feed-
back, we called them AA tracking oriented users. These users
depend more on allowance of the AA tracking motion on VR
manipulation than haptic feedback. Rest users do get affected
by both conditions similarly. Fig. 14 is a representative example
for each oriented case. Above all, all ten users still performed
consistently best with setting 1 where both haptic feedback and
AA motion are provided. This result clearly shows that both
haptic feedback and AA tracking motion are important for the
virtual manipulation task.
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Fig. 14. Normalized mean time and standard deviation results of haptic
feedback oriented user (user 5, Left), AA tracking motion oriented user
(user 4, middle), and both condition oriented user (user 9, right). Here,
“oriented” indicates an influence of one setting over other setting on user
(e.g., more affect by haptic feedback than AA tracking motion and vice
versa).

Second, when we compare the haptic feedback and the AA
motion, the difference in p-value size can be interpreted that the
haptic feedback is more likely to be effective than the AA mo-
tion. For example, the p-value between setting 3 and setting 4
is 0.044476, which is larger and similar to the significance level
while the p-value between setting 2 and setting 4 is 0.003276.
This tendency is also found when we compare setting 2 and
setting 3 to setting 1. This interpretation is consistent with the
research context that many studies have focused more on the
haptic feedback than on the AA motion, and can be an explana-
tion of why the AA motion gets less attention for a hand interface
while the haptic feedback is often pointed out for constructing
immersive and informative VR interaction.

V. CONCLUSION

In this paper, we introduce novel FTM and CHM, and their
integration to WCHI for wearable multi-fingered haptic inter-
action for VR. Both the FTM and the CHM are based on the
heterogeneous sensors (i.e., soft sensors, IMUs, FSR sensors),
which allow for multi-DOF anatomically consistent dexterous
finger/hand motion tracking while avoiding motor-IMU mag-
netic interference and high-performance/robust generation of
three-DOF cutaneous finger-tip haptic feedback against uncer-
tainty, friction, unmodeled compliance and user variability. We
present the design, implementation, analysis, and algorithms
for the FTM and CHM, and also conduct human subject study
to verify the performance/capability of our proposed WCHI,
particularly the importance of haptic feedback and full motion
tracking it conveys for application where dexterity and com-
plexity of finger/hand motion are involved.

Some future research directions are as follows.
1) Onboard implementation of our proposed WCHI with

wireless communication, onboard power and computing.
2) Combination of our WCHI with simultaneous localiza-

tion and mapping for untethered VR applications.

3) Applications of our WCHI for other VR scenarios (e.g.,
multi-user collaborative haptic manipulation [41]).

4) Various human perception study in VR environment using
WCHI, particularly, to set the device specification [37].
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