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Abstract—This paper presents a human detection algorithm and
an obstacle avoidance algorithm for a marathoner service robot
(MSR) that provides a service to a marathoner while training. To
be used as a MSR, the mobile robot should have the abilities to
follow a running human and avoid dynamically moving obstacles
in an unstructured outdoor environment. To detect a human by a
laser range finder (LRF), we defined features of the human body in
LRF data and employed a support vector data description method.
In order to avoid moving obstacles while tracking a running person,
we defined a weighted radius for each obstacle using the relative
velocity between the robot and an obstacle. For smoothly bypassing
obstacles without collision, a dynamic obstacle avoidance algorithm
for the MSR is implemented, which directly employed a real-time
position vector between the robot and the shortest path around the
obstacle. We verified the feasibility of these proposed algorithms
through experimentation in different outdoor environments.

Index Terms—Human detection, machine learning, mobile
robot, obstacle avoidance.

I. INTRODUCTION

A LARGE number of people participate in marathon races
and more than 500 marathons are organized worldwide
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annually [1]. Amateur marathoners often have difficulty trans-
porting their personal belongings while they are training for a
race. However, if a mobile robot follows a marathoner and car-
ries essential items such as water, food, and clothes, amateur
marathoners could enjoy their runs more. Additionally, provid-
ing a running path on a map that included running distance, time,
and speed would be helpful. This robot is called a “Marathoner
Service Robot” (MSR). In order to realize these objectives, this
mobile robot should recognize a running marathoner in a real
outdoor environment and follow the target person at human run-
ning speed (max: 18 km/h or 5 m/s). It is noted that the average
speed of a normal amateur marathoner is less than 16 km/h.

A variety of human tracking approaches have been developed
with most based on visual tracking [2]–[6] and other approaches
such as laser range finder-based human tracking [7]–[11], 3-D
sensor tracking [12], [13], RGB-D sensor tracking [14], and
camera and laser fusion tracking [15], [16].

Most tracking systems or mobile robots have been designed
to operate in indoor environments at human walking speed. A
robotic system that not only tracks a human at running speed
but also avoids moving obstacles in a cluttered environment has
rarely been investigated.

When a human tracking algorithm is implemented in a mobile
platform in an outdoor environment, sensors will be exposed to
more noise than indoors, and the human target can be occluded
or temporarily lost. In such unstructured environments, follow-
ing a running human is an enormously difficult task.

To improve tracking performance, many researchers have in-
vestigated robustly recognizable parts of the human body. Lee
et al. [10] and Arras et al. [11] proposed a human tracking al-
gorithm by scanning two legs, and Glas et al. [17] scanned the
torso part of a human. However, these works were implemented
in an indoor environment. Jung et al. [18] analyzed the opti-
mal height of the laser sensor for detecting a human, and found
that the torso height was appropriate to detect the marathoner’s
position in an outdoor environment.

This paper is an extension of Jung et al. [18]. Compared to the
previous work [18], a human detection algorithm and an avoid-
ance algorithm have been newly investigated to enhance human
tracking performance in this paper. Initially, this MSR employs
a support vector data description (SVDD) [19] to detect a human
by using an LRF. Second, a weighted radius algorithm consider-
ing the relative velocity between the robot and an obstacle is ap-
plied for obstacle avoidance. Finally, a dynamic obstacle avoid-
ance algorithm for the MSR is implemented, which directly
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employs a real-time position vector between the robot and the
shortest path around the obstacle.

This paper is organized as follows. In Section II, we de-
scribe human feature extraction, a human detection method us-
ing SVDD, and some fundamental estimation methods. The
control and tracking algorithms for the MSR are described in
Section III. In Section IV, we discuss the experimental results
for a MSR operated in an outdoor environment.

II. HUMAN TRACKING

A. Detection of Human Bodies by SVDD

A laser range finder has been used to detect objects and
to draw a map of the environment in many robotic systems
[7]–[11], [20]. In this paper, we use a laser range finder to detect
a human, and according to Jung et al. [18], the laser sensor is
placed on the robot at torso height and scans an environment
at this height. In this section, we discuss pattern recognition of
various shapes in clustered data scanned from a human torso.

To extract features of the torso from the scanned data, we
apply SVDD [19] which is a support vector learning method
for a one-class classification problem. The state-of-the-art de-
tection method of people in 2-D range data uses AdaBoost [11],
which utilizes a machine learning approach. The AdaBoost al-
gorithm finds optimal offsets of classifiers and optimal features.
However, the AdaBoost algorithm hardly describes the detailed
boundary between normal and abnormal data because it uses
straight lines for the classifiers. On the other hand, the SVDD
algorithm can describe a more detailed boundary because the
SVDD uses curved lines for the classifiers. Therefore, with re-
spect to the classification, the SVDD algorithm can perform bet-
ter than the classifier used in the AdaBoost algorithm [11], [19].
However, the features and some parameters in the SVDD algo-
rithm should be selected manually to get better results.

When the SVDD algorithm is applied in one-class classifica-
tion problems, training data for only the normal class are pro-
vided. After the training phase is finished, the decision has to be
made whether each test vector belongs to the normal or the ab-
normal class. The SVDD method, which approximates the sup-
port of objects belonging to the normal class, is derived as fol-
lows. Consider a ball B with center a ∈ Rd and radius R, and the
training dataset D consisting of objects xi ∈ Rd , i = 1, . . . , N .
The main idea of SVDD is to find a ball that can achieve two
conflicting goals (it should be as small as possible and contain
as much training data as possible) simultaneously by solving

min L(R,a, ξ) = R2 + C
N∑

i=1

ξi

s.t. ‖xi − a‖2 ≤ R2 + ξi, ξi ≥ 0, i = 1, . . . , N (1)

where the slack variable ξi represents the penalty associated
with the deviation of the ith training pattern outside the ball,
and C is a tradeoff constant controlling the relative importance
of each term. To make a decision with any test vectors, only
training data on the boundary are used, therefore the calculation
is not very complicated. A detailed description of this algorithm
can be found in Tax and Duin [19].

Fig. 1. Examples of scanned parts of a human body. The left figure shows the
scanned part from behind the person at a height of 1.3 m. The right figure shows
the scanned part from the flank of the person at a height of 1.3 m.

Fig. 2. Definition of four features in clustered data from an LRF.

The shape of the LRF data on a human body cannot be simply
defined because the surface of the clothes changes all the time.
To analyze the characteristics of the clustered LRF data from
a human body, we collected 539 sample datasets to train the
SVDD. The sample data were collected from the torsos of five
people who were positioned between 1–5 m away from the LRF
because we designed the MSR to follow a human at a distance
of 1–5 m. Subjects heading in various directions were scanned
with respect to the LRF reference frame as shown in Fig. 1, and
the height of the scanned region ranged from 0.9 to 1.3 m.

Fig. 1 shows examples of scanning parts of a human when
sample data are collected. Fig. 2 shows LRF data obtained by
scanning the human body in Fig. 1. We initially defined four
features for clustered LRF data to describe the shapes of the
LRF data for a human body as shown in Fig. 2. W denotes the
Width of the clustered LRF data, which is the distance between
the first and the last points of the clustered data, G denotes the
Girth of the clustered data, D denotes the Depth of the data,
i.e., the distance between the straight line connecting the first
and the last points of the clustered data and the farthest point
from the line, and θ denotes the angle between the straight lines
connecting the farthest point to the first and the last points.
Additionally, we defined one more feature, Width/Girth, which
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Fig. 3. Training dataset and a result of SVDD in Width-Girth domain.
(a) Original training data set (sample) in Width-Girth domain. (b) A result
of SVDD after normalization.

is the ratio of the Width to the Girth. This feature measures
roundness of the shape of the clustered data.

SVDD uses balls defined on a featured space to distinguish
a set of normal data from all other possible abnormal objects.
The goal of applying SVDD is to obtain the decision boundary
for a ball that includes most of the normal sample datasets. We
employ a Gaussian Kernel to express the boundary of the sample
data as shown in Fig. 3. The Gaussian Kernel makes the surface
of the boundary irregular in the input space.

When more than two features are considered in SVDD, it is
not easy to show the result graphically. For convenience and
simplicity, we show an example of the decision boundary from
the SVDD analysis in the Width-Girth domain as shown in
Fig. 3. Only the Width and the Girth are considered in the figures.
All clustered LRF data inside the boundary of the SVDD are
considered human data, and all clustered LRF data outside the
boundary are considered nonhuman data.

Fig. 4. Experimental environment and LRF dataset. (a) Experimental envi-
ronment. (b) LRF data (blue dots) from the environment. Each clustered dataset
is indicated in a dotted circle and is marked with a circled number.

B. Feature Extraction From an Environment

In this section, we test the classifiers trained by SVDD in an
outdoor environment. To see the features of the clustered data,
we obtained LRF data from the experimental environment as
shown in Fig. 4. The data were obtained by the LRF on the robot,
and the robot located at (0, 0) in Fig. 4(b). Then, we extracted
the five features from the clustered datasets. A clustered dataset
is built by including two neighboring points within 200 mm
successively in the scanned data array. Eleven clustered datasets
were built from the experimental environment of Fig. 4(a), and
the results of the clustering are shown in Fig. 4(b). The circled
numbers in Fig. 4(b) denote the clustered data number. Five
features of the clustered LRF data are extracted according to
the feature definitions above. Then, the results of the feature
extraction are summarized in Table I in which the first column
represents the five features. The features of clustered datasets
number 4 and 9 are ignored (set to zero in Table I) because the
number of clustered data points was not sufficient to extract the
features defined above.

To determine whether the clustered data are from a human or
not, we use the boundary obtained from the training data above.
We first employ sets of two features among the five to visualize
the results simply. In Fig. 5, two sets of the Width-Angle and
Width-Width/Girth after normalization are used to determine the
decision boundaries. In the graphs, the blue dots denote training
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TABLE I
EXTRACTION OF FIVE FEATURES FROM THE CLUSTERED DATASETS

Fig. 5. Classification of the objects in Fig. 4. (a) Classification in Width and
Angle domain. (b) Classification in Width and Width/Girth domain.

sample data from people. Boundaries that contain almost all of
the training samples are obtained in the training phase of the
SVDD algorithm.

As a result, four sets of clustered data, numbers 1, 7, 8,
and 10, are inside the boundary in Fig. 5(a), and three sets

of clustered data, numbers 1, 7, and 8, are inside the boundary
in Fig. 5(b). Therefore, clustered dataset number 10, which is
the signboard in Fig. 4, can be distinguished from a human by
using Width and Width/Girth features in SVDD. However, the
clustered datasets 7 and 8, which correspond to plants and rocks
in Fig. 4, respectively, cannot be distinguished by using these
two kinds of feature spaces because the features of the clustered
datasets 1, 7, and 8 are almost the same as those of the training
sample data from people. Because some trees and rocks are
similar in shape to humans, it is not easy to distinguish them
from humans in 2-D range data.

The above analyses indicate that the recognition success rate
for a human body differs according to certain features. In the
next section, we describe how we selected features for SVDD
to detect a human.

C. Optimal Feature Selection

In this section, we describe how to choose a set of features,
which would allow the optimal recognition of the human body.
To evaluate our proposed approach to detect a human using LRF
data, we performed an experiment to diagnose the correctness
of human detection. In the experimental environment shown in
Fig. 6(a), where there are many trees and branches that have
a similar shape to a human, 240 frames of the LRF scan data
were obtained while following the person in the experimental
environment. As shown in Fig. 6(b), even though there was only
one person in each frame, sometimes trees or other objects,
which have the same shapes as a human in the LRF data, can be
considered to be human-like (see Fig. 5). From the 240 frames
of scanned data, 5575 clustered datasets were collected, and we
counted how many times a human was correctly detected by
applying SVDD with various combinations of the five features.
We also counted the number of incorrect detections of a hu-
man. Correct human detection (CHD) refers to when the SVDD
considered the clustered data from a person to be a human,
and incorrect human detection (IHD) refers to when the SVDD
considered the clustered dataset of an object to be a human.

Table II shows some results of human detection that use vari-
ous combinations of features in the outdoor environment shown
in Fig. 6. Letters A to E in the first row of Table II represent
features listed in the first column of Table I, and the number of
letters represents the number of the features used for SVDD.
For example, BE means that the results shown in column BE
were obtained using two features, Girth and Width/Girth. The
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Fig. 6. Experimental environment and LRF data from the environment.
(a) Experimental environment. (b) LRF data from the environment.

TABLE II
RESULTS OF SVDD WITH VARIOUS COMBINATIONS OF FEATURES

ten combinations of the five features that outperformed the other
combinations are listed in the first row of Table II.

CHD and IHD denote the number of correct detections of
humans in the data (human datasets in the 240 frames) and
the number of IHD of humans among 5575 clustered datasets,
respectively. When many features were used in SVDD, the re-
sults were relatively good. However, inclusion of many features
in SVDD increases computational complexity. Therefore, we
chose the combination ACE (Width, Angle, and Width/Girth) to
detect a human. This combination comprised a relatively small
number of features and showed good performance. It success-
fully detected humans 98% of the time with IHD frequency of
only about 7% as shown in the sixth column in Table II. For
human tracking, the CHD rate is much more important than
the IHD rate. The cases of IHD can be handled with a data as-
sociation method because the location of the human candidate
detected by IHD is different from that of the target human.

To show how well SVDD with the selected feature set (ACE)
works, we compare it with the case of using only the feature
Width. Fig. 7 shows the number of human candidates detected
in each set of scan data with different feature selections in the

Fig. 7. Comparison of the number of detected human candidates with dif-
ferent feature selections. The top graph shows the number of detected human
candidates when only Width feature is used for SVDD. The bottom graph shows
the number of detected human candidates when Width, Angle, and Width/Girth
features are used.

same environment as Fig. 6. Fig. 7(top) shows the results of
human detection when only the Width feature is considered.
In this experiment, when the width of a clustered dataset was
between 200 and 700 mm, the dataset was considered to contain
a human candidate. There was only one person, but there were
many trees and branches that are similar in width to a human.
Therefore, the average number of detected human candidates
per scan was 4.66. Fig. 7(bottom) shows the result of human
detection when SVDD was applied using three features: Width,
Angle, and Width/Girth. When SVDD was applied in the same
environment, the average number of detected human candidates
per scan was 3.17. Even though there were many trees and
branches similar in shape as a human, IHD occurred less when
the three selected features were used in the SVDD analysis.

These experimental results indicate that Width, Angle, and
Width/Girth can be used to describe human data collected by a
LRF. Therefore, we applied SVDD with these three features for
human tracking with an LRF.

In some cases, objects that have a similar size and shape to hu-
mans can be mistakenly recognized as human bodies. However,
counting the exact number of human bodies is not the primary
goal of this paper. Tracking a single marathoner and avoiding
collisions with other marathoners or the environment are our
primary focus. Small errors can be overcome by the following
estimation and data association methods.

D. State Estimation

Tracking a running person is a challenging task. The difficul-
ties in tracking a human with a mobile robot equipped with a
laser range finder are due to uncertainty and sensor noise created
by fast movement of the human body in an unstructured out-
door environment. To track human bodies robustly against these
difficulties, we used a Kalman filter [21], [22], a well-known
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Bayesian estimator, to estimate the state variables of human
movement. The state variable vector x is given by

x = ( x y ẋ ẏ )T (2)

and this equation includes positional and velocity information
about a human body. x and y denote the x- and y-directional
components in the global reference frame, respectively.

Modeling the motion of the human body is a difficult task be-
cause most of the time, a person’s behavior is unpredictable.
Many human tracking applications are based on a simple
Brownian model [23], but to handle occlusions, a constant ve-
locity model is a better choice [24], [25]. The body motion
model was designed as a constant velocity model in discrete
time, and is written as follows:

xk+1 = Fkxk + wk (3)

where Fk is the state transition function and is given as

Fk =
[

I T I
0 I

]
(4)

where T denotes the sampling time and wk describes the process
noise that is assumed to be zero mean Gaussian white noise with
variance σ2

w ; wk ∼ N(0, σ2
w ). To get the parameter σ2

w , we
performed an experiment to measure the acceleration of human
running motions by using the odometry and the LRF of the MSR.
Therefore, the obtained acceleration includes odometry errors.
Because the normal odometry noise is low frequency [26], the
odometry errors are negligible when updating the states with
typical sampling times of T < 10 ms in our practical experience.

To observe the sequential movement of subjects in a cluttered
environment, data from the sensor should be correctly assigned
to the proper human body, which is called data association.
Then, the positions of the estimated human bodies are updated
at each sampling time. The general scheme of data association
has been illustrated [27]. We applied the nearest neighbor (NN)
standard filter [28], which consists of choosing the closest pairs.
That is, one measurement was assigned to one prediction at each
update step.

III. CONTROL ALGORITHM

A. Target Setup

Because there could be many human body candidates in the
scanning range, the target body needs to be recognized among
the candidates. Therefore, we initially set the target before track-
ing. The MSR estimates the positions of all candidates by apply-
ing a separate Kalman filter for each candidate. If a candidate,
far from the desired tracking distance, is set as the target, the
MSR might move to the target immediately at high acceleration
and high speed to compensate for the tracking distance error.
To ensure safe movement of the robot in the target setup pro-
cess, we recognize the target when any candidate is located at
1 ± 0.1 m in front of the MSR. One meter is the desired tracking
distance in our system. After the target setup process, the can-
didate becomes a target, and the target can be identified by the
data association method (NN standard filter). Therefore, even

though there are other people around the target person, the MSR
can track the only target person.

B. Human Following

To follow a person, the MSR needs to be able to control its
linear velocity and angular velocity. The distance between the
MSR and the target person is controlled by the linear velocity to
keep the desired safe distance. The angle between the heading
direction of the MSR and the direction of the target person with
respect to the MSR local coordinate is controlled by the angular
velocity of the MSR.

To maintain the desired tracking distance between the MSR
and the target, a typical PID control, Fuzzy control [29], adap-
tive control [30], and robust control [31] can be used. How-
ever, a typical proportional controller may be suitable for the
marathoner following task. It is well known that applying only
a proportional controller does not guarantee settling at the de-
sired value, because steady-state errors are retained. Therefore,
we used these steady-state errors as the safe distance between
the target marathoner and the MSR. The following equation de-
scribes the proportional controller applied to the mobile robot

v = KP v (Da − Dd) (5)

where v is the linear velocity of the MSR, KP v is the propor-
tional gain, and Da and Dd denote the actual distance between
the MSR and the target and the desired tracking distance, re-
spectively. KP v is an indicator of safety margin since a small
KP v results in a large tracking distance. Equation (5) indicates
that the linear velocity of the mobile robot increases as the track-
ing distance increases. Conversely, tracking distance increases
as the linear velocity increases. By using this fact, the mobile
robot automatically guarantees a longer safe tracking distance
as the target moves faster. When the marathoner walks or runs
slowly, the MSR maintains a short tracking distance, and when
the person runs fast, the MSR maintains a long tracking distance
for safety. Even if the MSR has sufficient acceleration capacity
to stop immediately, fast movement of the robot behind the per-
son may frighten the person. Therefore, we used a proportional
controller to ensure maintenance of a safe tracking distance.

The main function of the MSR is to follow a marathoner.
Therefore, the angle between the heading direction of the MSR
and the direction of the marathoner should be minimized. To
compensate for angle error, a typical PID control was applied
to the system. In addition, by approaching a hand to the LRF
within 20 cm, the user can make the MSR stop tracking.

C. Obstacle Avoidance

To use the MSR in a real application, the robot should not
only follow a marathoner, but also avoid other objects and other
people for safety. Obstacle avoidance algorithms for a robot
that moves at a human running speed should consider the mo-
tion of the robot and the objects in the environment as [32], [33].
Therefore, to ensure safety, we developed an obstacle avoidance
algorithm that takes into account the velocity of obstacles rela-
tive to the MSR. For the marathoner following task, we assumed
that the marathoner runs on a flat paved road or a jogging track.
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Fig. 8. Obstacle detection in 3-D. (a) Original scene image. (b) Obtained data
from a leaned LRF in the outdoor environment shown in (a). (c) Projected data
of (b) on the ground after cutting off data under 5 cm in height.

1) Obstacle Detection in 3-D: An original image of the test
environment is shown in Fig. 8(a). To detect obstacles in 3-D, we
employed an additional laser range finder inclined downward
by 30◦ from the horizontal plane as shown in Fig. 12. This
sensor detects bumps or small obstacles on the ground, while
the original LRF detects persons and some objects in the test
environment. Fig. 8(b) shows 3-D data of a pedestrian passage
obtained from the additional laser range finder. We select the
data 5 cm higher relative to the flat ground considering the sensor
errors. Then, we project this data onto the horizontal plane of the
original laser range finder, and merge these two LRF datasets.
Therefore, all obstacles in 3-D near the MSR can be obtained
in 2-D, as shown in Fig. 8(c). Then, we applied the obstacle
avoidance algorithm to the projected 2-D map.

2) Weighted Radius of an Obstacle: There can be many ob-
stacles around the MSR and the marathoner, but from the point
of view of the MSR, the goal point is 1 m behind the marathoner
in the marathoner following task. Therefore, all objects farther

Fig. 9. Definition of velocities and positions of the MSR and an obstacle with
respect to the global reference frame.

than the marathoner do not need to be considered, and if there is
no obstacle between the MSR and the marathoner, the MSR just
follows the marathoner. In a real environment, there are various
obstacles that have various shapes and sizes and move at vari-
ous velocities. To deal with the various obstacles that may be
encountered by a mobile robot that moves at a human running
speed, we applied the same Kalman filter model to each clus-
tered dataset in order to estimate its state vectors (positions and
velocities). If the position and the velocity of each obstacle are
considered, a mobile robot, which moves at a human running
speed, can generate a safer path compared to considering only
positions of obstacles.

To make a safe path around obstacles, we define a weighted
radius RWi

in Fig. 9. The weighted radius is a virtual radius
of an obstacle that depends on the relative velocity between the
MSR and each obstacle. In previous work [18], [33], only the
y-directional relative velocity was considered for the weighted
radius. However, the x-directional relative velocity is also im-
portant to ensure safety because the moving obstacle may
change its motion in any direction. Thus, in this paper, we modi-
fied the weighted radius that considers both x- and y-directional
velocities for obstacle avoidance. The relative velocity compo-
nents of the ith obstacle in the x- and y-directions of the MSR
coordinate system are expressed respectively by

{
vyi = vR − vi cos(ϕR − ϕi)
vxi = vi sin(ϕR − ϕi)

(6)

where vR and vi , respectively, represent the robot velocity and
the obstacle velocity given by

{
vR =

√
ẋ2

R + ẏ2
R

vi =
√

ẋ2
i + ẏ2

i

. (7)

In (6), ϕR and ϕi are the angles of the heading direction of
the MSR and the angle of the velocity vector of the obstacle,
respectively, as shown in Fig. 9. ẋR and ẏR are the velocities of
the MSR in the x- and y-directions, respectively, with respect to
the global coordinate system. ẋi and ẏi are the velocities of the
ith obstacle in the x- and y-directions, respectively, with respect
to the global coordinate system.

If the YR -directional velocity (vi cos(ϕR − ϕi)) of an ob-
stacle is smaller than that of the robot (vyi < 0), the obstacle
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Fig. 10. Desired angle of the MSR with a weighted radius. In the previous ob-
stacle avoidance algorithm, tangential lines of the circle are used for the desired
heading direction of the MSR. In the modified obstacle avoidance algorithm,
the way points are the intersections of the circle with a radius of RW i

+ Ds

and the line that crosses the center of the circle and is perpendicular to line from
the MSR to the center of the circle.(a) Previous obstacle avoidance algorithm
in [18]. (b) Modified obstacle avoidance algorithm.

should be avoided. On the other hand, an obstacle moving faster
than the mobile robot is not considered as an obstacle since it
has less chance to collide with the mobile robot. If an obstacle
gets closer to the mobile robot in the XR direction, the radius
should be bigger. Otherwise, it should be smaller. Therefore,
combining these ideas, the modified weighted radius of the ith
obstacle is defined as follows:

RW i =
{

0 vyi ≤ 0
Kyvyi − Kxvxisign(xRi) + Ri vyi > 0 (8)

where Ky and Kx are scaling factors between the velocity and
the radius, and xRi is the position of the obstacle in the XR -
direction of the robot coordinate system and is calculated as

xRi =
√

(xR − xi)2 + (yR − yi)2 sin(ϕR − ϕi) (9)

where Ri is the original radius of the ith obstacle. When an
obstacle is moving faster than the MSR, the weighted radius
becomes zero, which means that the obstacle is not considered
as an obstacle. If RWi

is smaller than Ri , it means that the
obstacle is moving away from the MSR.

We assumed that the original radius of each obstacle is the
same as half the width of the clustered data. If the width of the
obstacle was larger than 500 mm, we split the clustered data
from the test environment into many sections of 500 mm or
less width. The dotted circle in Fig. 9 shows an example of the
weighted radius applied to an obstacle. Obstacles slower than
the MSR or moving to the MSR are assigned to a bigger radius.

3) Obstacle Avoidance: If any obstacle is located between a
marathoner and the MSR and is moving slower than the MSR,
avoiding the obstacle should be attempted first. Otherwise, the
MSR keeps tracking the marathoner.

For obstacle avoidance, we search for an obstacle which is
closest to the MSR and calculate the weighted radius RWi

of
the obstacle (8). Then, the desired heading direction ϕd of the
MSR can be geometrically determined by searching for the
shortest path among the two possible paths shown in Fig. 10.
Ds denotes the safe distance determined by the size of the MSR.

Fig. 11. Flowchart of the control algorithms.

Such paths are not predefined, but these are instantaneously
created according to the conditions of the MSR and obstacles.
Therefore, the path changes at every sampling time because
the velocities and the positions of the MSR and the obstacles
always change. Thus, this path is only used for determining the
desired heading direction of the MSR at every sampling time.
In previous work [18], we used a line that is tangent to the
circle with a radius of RWi

+ Ds and is connected to the MSR
as shown in Fig. 10(a). In this case, as the MSR comes closer
to the obstacle, the desired heading angle ϕd is dramatically
increased or decreased, which results in a slip in the wheels and
odometry errors. To cope with this problem, in this paper, we
modified the waypoints on the circle of Fig. 10(b) such that a
line connecting two waypoints is perpendicular to another line
from the MSR to the center of the circle. In this algorithm, even
though the MSR comes close to an obstacle, a dramatic change
in the desired heading angle ϕd does not happen.

As velocity of the MSR relative to the obstacle increases,
obstacle avoidance action is taken earlier. Consequently, the
path of the MSR surrounding the obstacle gets longer, which
is explained by a larger weighted radius. Thus, obstacles can
be avoided earlier if the weighted radius is large, which means
that the relative velocity is large. Then, the MSR should take
the shortest path around the obstacle. However, if an obstacle
has a zero weighted radius, it is not considered as an obstacle
because in this case, the obstacle is faster than the MSR. By
applying this obstacle avoidance algorithm with the weighted
radius, the MSR can avoid not only static obstacles but also
moving obstacles while tracking a marathoner. Fig. 11 shows a
flowchart of the control algorithms.

IV. EXPERIMENTS

A. Marathoner Service Robot

Fig. 12 shows the MSR that we designed to follow an amateur
marathoner and to carry personal belongings. We designed the
robot to have a maximum speed of 6.0 m/s and to carry loads of
up to 5 kg. To allow the robot to absorb some impulses from the
irregular terrain in the outdoor environment, we implemented a
suspension system at the front caster wheel of the robot plat-
form. The MSR is equipped with one UTM-30LX (HOKUYO
Corporation) that covers the angular range of 270◦ within 30 m
for detecting humans, and one URG-04LX (HOKUYO Corpo-
ration) installed on the tilt that covers the angular range of 240◦
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Fig. 12. Marathoner Service Robot equipped with two LRFs for human and
obstacle detection.

TABLE III
SPECIFICATIONS OF THE LASER RANGE FINDERS

TABLE IV
SPECIFICATION OF THE MARATHONER SERVICE ROBOT

within 4 m for detecting obstacles on the ground. The specifi-
cations of the two laser range finders are shown in Table III and
those of the MSR are shown in Table IV.

B. Experiment 1: Tracking Speed

Initially, the tracking performance of the MSR using the pro-
portional controller given in (5) was tested in an outdoor en-
vironment. In this experiment, the proportional gain KP v and
the desired tracking distance Dd in (5) are set as 2 and 1 m,
respectively. A target person ran in a straight line for 60 s while
the MSR kept tracking a target person.

Fig. 13 shows the results of tracking performance at human
running speed. In the figures, we can see that as the speed of the
target person increased, the tracking distance between the MSR
and the target body is increased for safety. The MSR maintained
a certain distance according to the tracking algorithm (5). In
the beginning of the tracking experiment, the initial distance
between the MSR and the target person is set at 1 m. However,
the tracking distance increases to more than 3.5 m as the speed

Fig. 13. Experimental result of human tracking at human running speed.
(a) Tracking speed and distance of the MSR and the speed of a target person.
(b) Tracking angle error of the MSR.

of the target person increases up to 5 m/s at 32 s. The maximum
speed of the MSR in this experiment is 5.5 m/s at 52 s, which
is faster than our goal speed. There is a little delay between the
speed of the MSR and that of the target person, but those speeds
are almost identical.

Minimizing the angular difference between the heading an-
gle and the desired angle of the MSR is one of the impor-
tant measures for tracking a person. The results of minimiz-
ing the angular error are shown in Fig. 13(b). It is noted that
when the MSR has relatively high acceleration or high de-
celeration, the tracking angle error increases. This is due to
skidding of the wheels of the MSR at those moments. How-
ever, the magnitude of tracking angle error of the MSR was
less than 3◦, which is acceptable in the marathoner following
task. Furthermore, a certain distance was maintained between
the MSR and the marathoner, which ensured the marathoner’s
safety.
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Fig. 14. Experimental result of human tracking with various velocities.
(a) Paths of the target person and the MSR. (b) Tracking speed and distance of
the MSR and the speed of the target person.

C. Experiment 2: Tracking Performance

In the second experiment, a target person ran in a curved
line with varying velocities in an outdoor environment to show
the tracking performance of the MSR. In this experiment, the
proportional gain KP v in (5) is set at 1.2. Fig. 14 shows the
results of the experiment. For 85 s, the target human ran more
than 200 m and the maximum tracking speed of the MSR was
3.5 m/s (average: 2.9 m/s). Even though the target person ran in
a curved path, the MSR could keep tracking the target person
and maintain the tracking distance as the speed of the target
person varied.

D. Experiment 3: Static Obstacle Avoidance

To show the effectiveness of the proposed obstacle avoidance
algorithm, we perform two experiments that applied the modi-
fied weighted radius for two different speeds of a target person.

Fig. 15 Obstacle avoidance paths of the MSR and distance from the obstacle
while tracking a target person.(a) Paths of the MSR avoiding static obstacles at
different speeds. (b) Distance from the obstacle in the x-axis.

In these experiments, initial positions of the MSR and a target
person are set as (0, 0) m and (0, 1) m in the global coordinate
of Fig. 15(a), respectively, and the position of a static obstacle
is at (0.3, 7.5) m. Then, the goal position of the target person is
set as (0, 12) m.

Fig. 15(a) shows the paths of the MSR resulting from target
tracking in two experiments. In the first experiment, the target
person runs in a straight line at an average speed of 0.87 m/s.
The scaling factors of the weighted radius, Ky and Kx in (8),
are set as 0.25 and 1, respectively. As a result, the MSR made a
small circular path (blue solid line) around the obstacle as shown
in Fig. 15(a). It is noted that the MSR passed by the obstacle
at most 0.84 m (collision-free distance) from the obstacle as
shown in Fig. 15(b).
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Fig. 16. Experimental environment.

In the second experiment, the target person ran in a straight
line at an average speed of 2.17 m/s. As a result, the MSR made
a bigger circular path (red dashed line) with a collision-free
distance of 1.12 m around the obstacle as shown in Fig. 15(b),
which indicates that as the speed of the target person increases,
the MSR passes far away from the obstacle to ensure safety.

The above results confirm that the modified weighted radius
algorithm, which considers the relative velocities between the
MSR and obstacles, can help prevent collisions between the
MSR and other human bodies or other objects in the outdoor
environment.

E. Experiment 4: Comparison of Obstacle Avoidance
Algorithms

In this section, we compare the two obstacle avoidance al-
gorithms shown in Fig. 10. Fig. 16 shows the experimental
environment. A target person moves from (0, 1) to (0, 8.5) m
in the global coordinate system and runs at an average speed
of 1 m/s. There is one obstacle located at (0.7, 5.3) m. We
tested, respectively, the previous obstacle avoidance algorithm
[see Fig. 10(a)] and the modified obstacle avoidance algorithm
[see Fig. 10(b)] five times. The modified weighted radius of (8)
is applied to both algorithms. In these experiments, the scaling
factors of the weighted radius, Ky and Kx , are set as 0.25 and
1, respectively.

In these experiments, initially the desired heading angle of
the MSR with respect to the global coordinate is 90◦ as shown
in Fig. 16. If an obstacle is detected between the target person
and the MSR, the MSR finds a new desired heading angle to
avoid the obstacle using the obstacle avoidance algorithms.

Fig. 17 shows desired heading angles and paths of the MSR
for the above two algorithms. In the figures, “Plan1” and “Plan2”
stand for the previous obstacle avoidance algorithm and the
modified obstacle avoidance algorithm, respectively. The speed
in parentheses denotes the average speed of a target person
during each test.

Fig. 17(a) describes the change in the desired heading angle
of the MSR with respect to the global reference frame for each
experiment. When the previous obstacle avoidance algorithm
is applied, the desired direction is dramatically changed. Thus,
there will be more chance for the MSR to have slip at the

Fig. 17. Results of obstacle avoidance paths of the MSR and desired heading
angle of the MSR while avoiding a static obstacle. (a) Comparison of the
desired heading angle of the MSR when an obstacle is detected. (b) Comparison
of the paths of the MSR with two obstacle avoidance algorithms to avoid static
obstacles.

wheels and result in odometry error. On the other hand, when
the modified obstacle avoidance algorithm is applied, the desired
direction is changed smoothly.

Fig. 17(b) demonstrates the paths of the MSR for two obsta-
cle avoidance algorithms. The MSR made a big circular path
around the obstacle when the previous obstacle avoidance al-
gorithm was applied, but when the modified obstacle avoidance
algorithm was applied, the MSR passed by the obstacle safely
and without collision.

F. Experiment 5: Avoidance of Moving Obstacle

In experiment 5, we extend the concept of the modified
weighted radius to a moving obstacle. The scenario is as follows.
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Fig. 18. Moving obstacle avoidance experiments. A target person runs straight
and the MSR follows the target. Then, an intruder crosses between the target
person and the MSR, which are proceeding at different speeds. (a) Conditions
of the experiments. (b) Moving path of the intruder and tracking path of the
MSR.

When the MSR is following a target person running in a straight
line, an intruder crosses the path between the target person and
the MSR as shown in Fig. 18(a). We consider two cases in
which the intruder is moving either faster or slower than the
MSR. Then, we compare paths of the MSR.

Fig. 18(b) demonstrates the paths of the MSR for the two
cases. In the first case, the MSR moves at an average speed of
1.63 m/s, and the intruder moves at an average speed of 1.28 m/s.
The MSR considers the intruder as an obstacle according to the
modified weighted radius (8) because the intruder is slower
than the MSR. The left graph of Fig. 18(b) shows that when the
intruder comes closer, the MSR turns left to avoid the intruder.
After the intruder crosses the path between the target person and
the MSR, the MSR turns right to avoid the intruder according
to the modified obstacle avoidance algorithm.

In the second case, the MSR moves at an average of 1.57 m/s,
and the intruder moves at an average of 2.04 m/s. The right graph
of Fig. 18(b) shows the result of the second experiment. When
the intruder is faster than the MSR, the MSR does not consider
the intruder as an obstacle. Therefore, the MSR did not show any
avoidance behavior. By applying the modified weighted radius
to the moving obstacle, the MSR can avoid moving obstacles
while tracking a marathoner.

G. Experiment 6: Marathoner Tracking

In this experiment, the MSR was tested in the outdoor en-
vironment around the Hanyang university campus in a 700 ×
500 m area. Fig. 19 demonstrates that the MSR was able to
track a runner for a long distance, showing good tracking perfor-
mance. The MSR provides the marathoner with useful training
information such as running distance, GPS log data, average
speed, maximum speed, and running time. The GPS log data
in map format are shown in Fig. 19, and Table V shows the
information obtained from this experiment. The marathoner ran
2378.24 m in 815.1 s with average and maximum speeds of 2.92
and 4.75 m/s, respectively.

There are a few cases in which the MSR fails to track a
marathoner. On a real road, there are various speed bumps.
The MSR can miss a target at a big bump because the human

Fig. 19. Red line on the map denotes GPS log data while the MSR follows a
running person. The path of this experiment is longer than 2 km. (a) GPS log
data of the running path. (b) Detailed tracking environment.

TABLE V
TRAINING LOG DATA FROM THE MSR

tracking algorithm of the MSR in the global coordinate is based
on the odometry. In our experiments at speed bumps, the rate
of the failure was 3%. By using a gyro sensor, the tracking
performance of the MSR can be improved. Another case occurs
when the mobile robot misses the target person when another
person blocks the robot for a long time. Even though this case
does not happen often during a training, when the MSR loses a
target, it stops tracking for safety and waits on the target setup
step.

V. CONCLUSION

We investigated a marathoner service robotic system moving
at a human running speed. The first contribution is the SVDD
method-based feature selection using 2-D data from a laser range
finder to perform better human detection in an uncertain and
cluttered outdoor environments. The second contribution is the
implementation of a weighted radius, which enables the MSR
to avoid moving obstacles by considering the relative velocity
between the MSR and the closest obstacle. The last contribution
is the integration of the core technologies mentioned above
and applying them to a MSR. Using a marathoner following
experiment in an outdoor environment, we have shown that our
MSR has satisfactory maximum speed and performs a human
tracking task stably without collisions. Our future work involves
enhancing the mechanical reliability of our robot platform and
upgrading the software algorithms for enhanced safety.
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