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Abstract—Automating the sewing process presents sig-
nificant challenges due to the inherent softness of fabrics
and the limited control capabilities of sewing systems. To
realize sewing automation, we propose a time-scaling mod-
eling and control architecture of the robotic sewing sys-
tem. By using the time-scaling modeling, the nonholonomic
kinematics of the sewing process of the industrial sewing
machine is linearized precisely. Based on this model, a
two-layer real-time control architecture is proposed. The
upper layer controls the sewn seam line trajectory using
the model-based feedback control implemented in the time-
scaling domain, while the lower layer controls the manip-
ulator and the sewing machine using geometric-based tra-
jectory generation and coordinated motion control of the
robot and the sewing system in the time domain. The ex-
perimental results demonstrate that the sewing trajectories
exponentially converge to the desired trajectories without
overshooting under different initial conditions and sewing
speeds. Besides, the same sewing trajectories under differ-
ent sewing speeds are obtained for a given stitch size. The
sewing results show the good performance and application
potential of the proposed robotic sewing system.

Index Terms—Feedback control, force control, lin-
earization, manipulator, sewing automation, time-scaling
modeling.
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I. INTRODUCTION

A S A vital procedural component in garment production,
sewing accounts for approximately 80% of the fabric

linkages and about 40% of the total production cost [1]. The
quality of sewn articles is closely related to the proficiency
of sewing operators in manipulating the fabric parts during
sewing. High-level skills are required to ensure sewing at desired
locations and prevent undesirable wrinkles or seam puckering,
both of which could lead to defective products.

Among various automation technologies, the use of robots
offers immense potential to substitute manual sewing operations.
Several robotic sewing companies, such as Softwear, PFAFF
Industrial, and Sewbo, have incorporated different robots in their
automated sewing systems to tackle the fabrication of different
types of garment or upholstery articles. However, sewing au-
tomation is still a challenging problem due to the following two
main issues [2], [3].

1) Fabric, as a soft material, has a highly nonlinear morphol-
ogy whose state completely depends on the environment
and the history of the manipulation. This property makes
the modeling difficult for real-time task requirements.

2) The fabric has infinite states, while the number of sensors
and actuators of an automation system is limited, which
makes the sewing task a partially observable and under-
actuated control problem.

Several research studies have been conducted on the au-
tomatic sewing process. Gershon et al. [4] decomposed the
sewing task into four concurrent processes including the sewing
process, feeding process, tension process, and contour process.
Although each subtask is modeled by a simple linearized model,
relatively robust results were obtained. Koustoumpardis et al. [5]
focused on the fabric tension control of the sewing task by
designing a hierarchical control strategy based on a fuzzy control
scheme. Winck et al. [6] proposed an automated sewing cell
that has a newly designed fabric feeding machine. Based on
the experimental results, the necessity of the feedback control
scheme is discussed in their literature. Schrimpf et al. [7], [8]
presented a robotics sewing platform for a leather edge sewing
task. The edge sensor can detect the positions of the upper and
lower leather, which are the feedback of the sewing direction
control. Recently, Tokuda et al. [9] realized automated sewing by
synchronizing the needle sewing speed and fabric motion using
the dual manipulator system, which highlights the importance
of synchronization between manipulators and sewing machine.
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Fig. 1. Proposed robotic sewing system, including a manipulator and
an industrial sewing machine, enables the sewing along the desired
seam line of the two layers of aligned woven fabrics.

More research in [10], [11], [12], and [13] provides valuable
references for sewing automation and shows the importance of
the combination of feedback and force control for underactuated
sewing tasks.

However, to the best of authors’ knowledge, no existing
research considers the kinematics of the sewing process pre-
cisely. In addition, existing automated sewing controllers do
not consider the ease of use and robustness under different
initial conditions and sewing speeds. This article proposes the
kinematics modeling of the sewing process, which simplifies
the controller design while maintaining high accuracy. Based
on the proposed model, a general and easily deployable control
architecture is proposed. Several experiments are conducted to
demonstrate the performance of the proposed control scheme.
The contribution of this article can be summarized as follows.

1) The kinematics of the sewing process are modeled as
a nonholonomic process and linearized precisely by the
time-scaling technique.

2) An experimental platform and a real-time control archi-
tecture are proposed based on the time-scaling modeling
of the sewing process kinematics.

3) Experimental results show the high performance and ap-
plication potential of the proposed robotic sewing system.

The rest of this article is organized as follows. Section II
presents the experimental platform, including hardware and
coordinate frames used for the modeling and control of the
robotic sewing system. The modeling of the sewing process kine-
matics is illustrated in Section III, and the control architecture
is proposed in Section IV. Experimental results are shown in
Section V. Finally, Section VI concludes this article.

II. EXPERIMENTAL ROBOTIC SEWING PLATFORM

This section provides an overview of the experimental robotic
sewing platform shown in Fig. 1 and the coordinate frames used
for the modeling and control of the robotic sewing platform.

A. Hardware

The robotic sewing platform consists of an industrial sewing
machine, a 6-DoF manipulator, a force and torque sensor (F/T
sensor), a vision sensor, and a controller PC.

1) Industrial Sewing Machine: The industrial sewing ma-
chine (Brother Industries S7100-A) is mounted to an aluminum
frame via the sewing machine level table. Note that the manip-
ulator and the high-speed vision system are also attached to this
aluminum frame to fix their geometric relations. To control the
sewing machine by the controller PC easily, the motor of the
sewing system was replaced by an AC servo motor (Yaskawa
Electric SGM7A), which is controlled by a servo controller
(Yaskawa Electric SGD7S) connected to the controller PC via
EtherCAT.

During the sewing process, the sewing machine engages and
feeds the fabrics through a presser foot and a feed dog. The
presser foot is adjusted to ensure the flatness of the fabric around
the sewing needle. Due to the circular motion of the feed dog,
the fabric is fed forward a predefined distance in each cycle. The
fed forward direction is defined as the sewing direction, while
the predefined distance is referred to as the stitch size, s̄∈R+,
which can be adjusted before the sewing task using the function
of the sewing machine.

2) Manipulator: A 6-DoF manipulator (Denso VS-068) is
suspended from the aluminum frame. Meanwhile, the wrist F/T
sensor and end-effector are attached to the manipulator to press
down the fabric on the table to create line and plane contact,
which helps maintain the shape of the material during the sewing
process [14]. The manipulator is connected to the controller PC
via EtherCAT.

3) F/T Sensor: The wrist F/T sensor (ATI Axia80-M8) is
attached to the manipulator and utilized in this platform to
estimate the internal force of the fabric and the external force
applied to the end-effector during the sewing process. The F/T
sensor is connected to the EtherCAT through the manipulator
controller in a series way.

4) Vision Sensor: A high-speed camera (Photron INFINI-
CAM UC-1) is mounted on the frame and streams at a resolution
of 624 × 1246 pixels via USB to the Windows OS of the con-
troller PC. This sensor is applied to estimate the distance from
the needle insertion point to the closest point on the desired seam
line.

5) Controller PC: The controller PC is configured with a
64 GB RAM, an NVIDIA GeForce RTX 3090 GPU, and the
Intel(R) Xeon(R) W-2255 CPU. Four cores and six cores of the
CPU are assigned for Windows OS and INtime OS, respectively.
These operation systems are communicated through an allocated
shared memory.

B. Coordinate Frames

The coordinate configuration of this system is shown in Fig. 2.
We define the world coordinate frame ow − xwywzw denoted as
Σw, which is fixed to the environment. The direction of yw and
zw toward that of the sewing direction and the upward normal
of the sewing table, respectively. In addition, we define the base
coordinate frame ob − xbybzb denoted as Σb attached to the
base joint of the manipulator. We define the camera coordinate
frame oc − xcyczc denoted asΣc, which is attached to the vision
sensor. Note that all coordinate frames are defined with reference
to Σw.
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Fig. 2. Robotic sewing platform and its coordinate frames. The red,
yellow, and blue axes in the figure correspond to the x, y, and z axes of
their respective coordinate frames.

Fig. 3. Sewing process of an industrial sewing machine. The red,
yellow, and blue segments correspond to the feed dog, sewing needle,
and presser foot, respectively, with their corresponding movement di-
rections in each state. In addition, the purple arrow denotes the fabric’s
movement direction in state (d), which is defined as the sewing direction.

Fig. 4. Definition of Σn, Σk, and θ for a given sewing needle point
and desired seam line. xn toward the opposite sewing direction and xk

toward the tangent of the desired seam line at the closest point to the
needle. vs and ωs are defined as the sewing speed in yw and rotation
speed around zn.

Concerned with the sewing process, we define the needle
coordinate frame on − xnynzn denoted as Σn attached to the
needle insertion point. The direction of xn is defined as the
opposite direction of the sewing direction. The direction of zn
is the same as that of the upward normal of the sewing table.

Another coordinate frame ok − xkykzk denoted as Σk is
defined for the time-scaling modeling. Σk is located at the same
location of Σn while rotated about zn by an angle of θ. This
angle is defined as the angle between the sewing direction and
the tangent line to the desired seam line at the point closest to
the needle. The definition of Σn and Σk is shown in Fig. 4.

Furthermore, we define the force sensor coordinate frame
of − xfyfzf , denoted as Σf , which is attached to the endpoint

of the force sensor. We define the end-effector coordinate frame
oe − xeyeze, denoted as Σe, which is attached to the endpoint
of the end-effector.

III. TIME-SCALING MODELING OF SEWING KINEMATICS

In this article, the sewing process of the industrial sewing
machine is emphasized as the motion of the fabric under the
combined action of the feed dog, presser foot, and needle rather
than the process of stitch formation by the thread during sewing.
This process is illustrated in Fig. 3 and is analyzed and modeled
in this section.

The sewing cycle to produce a single stitch can be separated
by four distinct states defined by the positions of the feed dog
and the needle shown in Fig. 3. State (a) is the beginning of each
cycle, in which the positions of the feed dog and the needle are
the highest. The simultaneous descending of the feed dog and
needle follows state (a), and the needle is inserted into the fabric
until it reaches state (b), where the feed dog is in its lowest
position. The feed dog then starts a reverse movement in the
opposite sewing direction while the needle continues its descent
to the lowest point, completing the insertion at state (c). Then,
both the feed dog and sewing needle ascend to reach state (d),
in which the feed dog starts to engage the fabric. Then, a small
section of fabric between the feed dog and the presser foot is
moved forward in the sewing direction until the system returns to
the state (a). By reinserting the needle, a stitch of a predetermined
size is formed.

In a sewing cycle, the sewing angle θ defined in Section II-B
can only be altered between states (b) and (c) when the feed
dog and presser foot are separated, allowing for rotation within
a limited range of the fabric around the needle because of
mechanical constraints. One cycle of state transition forms one
stitch, and the repetitive iteration of state transitions produces
a continuous seam line. Fig. 4 shows the definition of sewing
direction and θ. Considering the general sewing task, when the
length of each stitch is much smaller than the whole sewing
length, the kinematics of the sewing process are modeled as a
continuous nonholonomic process shown as follows:

d

dt

⎡
⎢⎣xy
θ

⎤
⎥⎦ =

⎡
⎢⎣− cos θ

− sin θ

0

⎤
⎥⎦ vs +

⎡
⎢⎣0

0

1

⎤
⎥⎦ωs (1a)

s.t.: ẋ sin θ − ẏ cos θ = 0 (1b)

where x is the current needle position in xk, y is the distance
from the current needle position to the desired seam line in yk,
vs is the sewing speed in the sewing direction, and ωs is the
rotation speed of the fabric around the needle, zn.

Note that the proposed model represented by (1) describes
the motion of the needle insertion points on the fabric under the
following assumptions.

1) The stitch size is predefined and constant during the entire
sewing process.

2) There is no translational motion perpendicular to the
sewing direction during the sewing process.
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Subsequently, the time-scaling approach [15], [16] is intro-
duced to (1) to have a precise and linearized representation of
the sewing process and to facilitate the design of the controller.
Let us consider a nonlinear system with the state transition
f(t, ξ(t), u(t)), then, the time-scaling model is defined as

dξ

dτ
= f(τ, ξ(τ),u(τ))η(ξ)−1 (2a)

dt

dτ
=

1
η(ξ)

(2b)

where ξ∈Rn and u∈Rm are state and input vectors of the
system, respectively, the variable τ ∈R is defined as the time
scale variable, and the function η(ξ) is defined as the continuous
time-scaling function. (2) are satisfied if τ is monotonically
increasing (or decreasing) and 0<η(ξ)<∞ (or −∞<η(ξ)<0).

To derive the time-scaling modeling for (1), a coordinate
transformation, z1=x, z2=tan θ, z3=y, is applied to (1).
Then, we have the following chained form which enables exact
linearization of the state transformation after time-scaling [17].
The corresponding transformed inputs are shown as follows:
v1=−vs cos θ and v2=ωs/ cos

2 θ. Thus, the chained form rep-
resentation of the sewing process kinematics is given by

ż1 = v1 (3a)

ż2 = v2 (3b)

ż3 = z2v1. (3c)

Then, the time-scaling kinematics can be obtained by introduc-
ing the time scale variable τ=z1 and the time-scaling function
η(ξ)=v1(z1), satisfying the relation

dt

dz1
=

1
v1

(4)

subject to the constraint 0<v1(z1)<∞. Note that z1 is the
distance traveled by the needle along the desired seam line.
By multiplying both sides of the chained form (3) by (4), the
kinematics model is transferred from the time domain to z1

domain, and the linear state-space model of sewing process
kinematics is presented as follows:

d

dz1

[
z3

z2

]
=

[
0 1

0 0

][
z3

z2

]
+

[
0

1

]
μ2 (5a)

dz1

dt
= μ1 (5b)

where μ1=v1 and μ2=v2/v1 are defined as new inputs of
the time-scaling model for linearization purposes. Note that z1

defined as a new time scale variable is valid only if μ1>0, and
the coordinate transformation is valid only if −π/2<θ<π/2,
which makes z1 monotonically increase as time t increase.

By the time-scaling, the nonholonomic process is exactly
linearized in the z1 domain which facilitates the design of the
control input μ2 to stabilize the system. In this article, we use
state feedback to stabilize the system as shown later. Other
control strategies can be used to stabilize the system in the z1

domain.

IV. REAL-TIME SEWING CONTROL ARCHITECTURE

Inspired by the manual operation of skilled sewers during the
sewing process, we utilize the full functionality of the sewing
machine and propose the following control scheme of the robotic
sewing platform to emulate the human operation. The human
operation involves tracking the feeding motion of the fabrics
generated by the sewing machine, rotating fabrics around the
needle to control the sewing direction, and controlling the force
applied to the fabrics to remove wrinkles.

In the proposed robotic sewing platform, the sewing is carried
out by controlling the sewing direction, while the stitch size is
predefined and constant during the entire sewing process. During
the sewing process, one side of the aligned fabrics is engaged
between the presser foot and the feed dog. The sewing machine
sews the aligned fabrics with a given sewing speed. At the same
time, the manipulator presses the other side of the fabrics on the
sewing table to create static friction between the end-effector
and the upper fabric, and the upper fabric and the lower fabric.

During the sewing process, the end-effector follows the feed-
ing motion of the aligned fabrics to maintain the relative velocity
between the end-effector and the aligned fabrics zero and con-
trol the fabrics’ internal force to prevent wrinkles, bunching,
and puckering. The feeding direction of the aligned fabrics is
controlled by the end-effector’s rotational motion.

To implement the described sewing process, a real-time con-
trol architecture shown in Fig. 5 is proposed with two control
layers, the upper layer, and the lower layer. The upper layer
operated under the Windows OS controls the sewn seam line
trajectory in the z1 domain by applying model-based feedback
control to the proposed time-scaling model (5). The lower con-
trol layer operated under the INtime OS in the time domain is
implemented for the following two primary objectives.

1) To control the feeding direction of the fabrics and syn-
chronize the end-effector’s motion with the sewing ve-
locity using geometric-based trajectory generation.

2) To dynamically control the internal force of the fabric and
the external force applied to the end-effector by using the
coordinated motion control of the robot and the industrial
sewing machine.

A. Model-Based Feedback Control

The model-based feedback control is designed to stabilize
the time-scaling modeling of the sewing process kinematics, to
obtain the rotation speed ωs of the fabric around the sewing
needle, for a given sewing speed vs, and a given stitch size s̄.
The relation between vs and s̄ is expressed as follows:

vs = s̄Λ (6)

where Λ∈R+ is the number of stitches per second, which is
adjusted based on a trapezoid profile with short warm-up and
cold-down sections and a given constant sewing speed n̄s.

The rotation speed ωs is calculated based on the model-based
feedback control in the z1 domain. We assume that z2(z1) and
z3(z1) are estimated by the vision sensor. Then, based on the
proposed sewing process kinematics (5), a feedback controller
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Fig. 5. Block diagram of the real-time control architecture, with the grey square being the upper layer controlled in the time-scaling domain, while
the lower layer controlled in the time domain. Velocity control mode is employed for the servo controllers of both the industrial sewing machine
and manipulator. The desired sewing speed is denoted by vds , while wṗd

e represents the desired twists of the end-effector in Σw. The desired joint
velocities of the industrial sewing machine and the manipulator are given by θ̇ds and θ̇dM , respectively.

to stabilize the system in the z1 domain is designed as follows:

μ2(z1) = −K[z3(z1), z2(z1)]
� (7)

where K=[k3, k2]∈R2
+ is defined as the state feedback gain.

The system is controllable, and the state feedback gain to stabi-
lize the system can always be obtained using the pole assignment
technique, etc. Therefore, using the relation μ2=v2/v1, v2 is
calculated as follows:

v2 = −k2z2v1 − k3z3v1. (8)

Finally, the rotation speed, ωs = v2 cos
2 θ, is calculated for

rotational motion control in the lower control layer.

B. Geometric-Based Trajectory Generation

The geometric-based trajectory generation calculates the end-
effector’s motion so that the rotational motion of the fabrics
around the sewing needle, and the feeding motion synchro-
nization of the end-effector with the fabrics feeding motion of
the sewing machine are assured. Note that the geometric-based
trajectory generation is calculated in the world coordinate frame
Σw.

Let us define wxe=[wxe,
w ye,

w ze]
�∈R3 and wxn=

[wxn,
w yn,

w zn]
�∈R3 as the position of the origin of the co-

ordinate frame Σe and Σn with reference to Σw. Let us define
wṗe=[wω�

e ,
w v�

e ]
�∈R6 be the end-effector twist, which con-

sists of angular velocity wω�
e ∈R3 and velocity wv�

e ∈R3 with
reference toΣw. The angular velocity of the end-effector around
the sewing needle wω�

e =[0, 0, ωs] is given from the upper layer.
Then, the velocity of the end-effector with reference to Σw can
be calculated as follows:

wve = (wxe − wxn)×w ωe. (9)

The feeding motion synchronization of the end-effector is ap-
plied along the yw axis of the world coordinate frame Σw to
provide a desired velocity of the end-effector. The synchronized
feeding motion is calculated as follows:

wẏe = γ vs (10)

where γ∈(0, 1] is defined as the scaling factor to synchronize
the velocity of the end-effector to the actual sewing velocity of
the industrial sewing machine.

C. Coordinated Motion Control

A force control scheme is designed based on the concept of
the virtual mechanism [18], to control the internal force of the
fabric and the external force applied to the end-effector [19]. Let
us define fF f =[fτ�

f ,
ff�

f ]
� ∈ R6 as the body wrench which

consists of torque fτ f ∈R3, and force fff ∈R3, detected by
the F/T sensor with reference to the force sensor coordinate
frame Σf . Then, the body wrench applied to the end-effector
with reference to the end-effector coordinate frame Σe can be
calculated as follows:

eF e =
[
AdfTe

]� fF f (11)

where [AdfTe
]�∈R6×6 as the adjoint representation of the

force transformation from Σf to Σe is calculated as follows:

[
AdfTe

]�
=

[
eRf −eRf

[
fxe×

]
0 eRf

]
(12)

where eRf ∈R3×3 is the rotation matrix and [fxe×] is the
skew-symmetric matrix representation of the position of Σe

with reference to Σf shown as follows:

[
fxe×

]
=

⎡
⎣ 0 −fze

fye
fze 0 −fxe

−fye
fxe 0

⎤
⎦ . (13)

The internal force of the fabric and the external force of the
end-effector are controlled based on the impedance control
laws for the dynamics of the virtual mechanism such that

MΔep̈e +DΔeṗe +KΔepe = S
(
eF e − eF d

e

)
. (14)

where M ∈R6×6, D∈R6×6, and K∈R6×6 are apparent
inertia, damping, and stiffness matrices, respectively. Note
that the impedance control law in the sewing direction can be
designed to ensure that the tension of the fabric is less than the
maximum value Tmax, which prevents unacceptable stretching
deformation during the entire sewing process. Δepe ∈ R6 is
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TABLE I
PARAMETERS OF COORDINATED MOTION CONTROL

the displacement of the end-effector from the nominal pose
regarding Σe, and the nominal pose is calculated based on the
geometric-based trajectory generation scheme proposed in the
previous section, eF d

e ∈ R6 is the desired external force of the
end-effector with reference to the end-effector coordinate Σe,
and S = diag(λ1, λ2, . . . , λ6) ∈ R6×6 is defined as a selection
matrix with each element defined as follows:

λi =

{
1, if the ith coordinate in impedance mode

0, if the ith coordinate in position mode.
(15)

Then, Δeṗe can be transformed to the world coordinate frame
Σw calculated by the relation: Δwṗe=[AdwTe

]Δeṗe, where
[AdwTe

] is the adjoint representation defined with the same
form as (12). Then, the transformed displacement is combined
with the trajectory generated in Section IV-B for manipulator
real-time control.

V. EXPERIMENTAL RESULTS

This section provides experimental results to demonstrate the
validity of the proposed time-scaling modeling of the sewing
process and to show the performance of the proposed robotic
sewing system with the real-time control architecture.

In the experiments, the desired seam line is defined with a
20 mm margin size from the fabric’s edge. Two pieces of square
woven fabrics, with the size of 140 × 500 mm in solid black
color, are selected for a linear desired seam line, while two pieces
of woven fabrics with an s-shape edge of 420 mm radius are
selected for a curved desired seam line. The procedure of an
experiment is shown as follows.

1) One side of the two aligned fabrics is placed between the
presser foot and feed dog for a given initial state.

2) The end-effector presses down at the end of the aligned
fabrics on the table by external force control.

3) The system sews the fabrics by tracking the desired seam
line based on the proposed control architecture.

4) The sewing process ends after sewing a predefined dis-
tance along the desired seam line.

The stitch size s̄ is set to 2.4 mm. The scaling factor is set to
γ = 0.9 based on preliminary experiments. The upper and lower
threads are selected with a diameter of about 0.3 mm. k3 and k2

are selected equal to 0.0029 and 0.1085 by pole placement based
on the maximum rotation speed of the sewing process, ensuring
the desired trajectory’s convergence without overshoot. The
maximum tension of the fabric Tmax=3 N. The parameters of
coordinated motion control shown in Table I are experimentally
selected and kept constant to ensure wrinkle-free fabric and

Fig. 6. Scan photos of the sewing result of Sc1 (up) and Sc8 (low) and
their corresponding enlarged results.

Fig. 7. Seam line trajectories of Sc1–Sc3 with the initial error around
−5, 0 and +5 mm and the sewing velocity n̄s = 5 stitches/s.

Fig. 8. Observed trajectory of the end-effector of Sc1 in yw (left) and
xw (right) in the time domain. An enlarged subfigure shows the step-
shaped trajectory of the end-effector in yw .

TABLE II
EXPERIMENTAL CONDITION OF EACH SC

stable interaction between the end-effector and environment in
different sewing tasks.

The initial conditions of conducted scenarios (Scs) are pre-
sented in Table II. “L” and “C” in seam shape represent linear and
curved desired seam lines, respectively. “H,” “M,” and “F” rep-
resent hybrid motion and force control, only motion control and
only force control in the sewing direction, respectively. Sc1–Sc3
show the experiments with a linear desired seam line under
different initial errors. The comparison of Sc1, Sc4, and Sc5
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Fig. 9. Time series images of Sc1 with −5 mm initial needle position error and sewing velocity n̄s = 5 stitches/s.

Fig. 10. Trajectories of the theoretical and observed sewn seam lines
given the same initial states but different sewing speeds.

highlights the advantages of time-scaling modeling. Sc1, Sc6,
and Sc7 show the necessity of hybrid motion and force control
in the sewing direction. Finally, Sc8 and Sc9 are conducted to
show the system performance in converging to a curved desired
seam line at different n̄s.

At first, to demonstrate the system performance in converging
to a linear desired seam line with different initial errors, the
scanned photos of Sc1 and seam line trajectories of Sc1–Sc3
are shown in Figs. 6 and 7, respectively. It can be observed that
the seam lines are continuous, smooth, and even, without any
wrinkles and deformations, and all trajectories converge to the
desired seam line without overshoot.

The trajectories of the end-effector in Sc1 in the sewing
direction yw, and the perpendicular sewing direction xw, are
shown in Fig. 8 to demonstrate how the fabric is manipulated. For
yw, the step-shaped trajectory can be observed, with an increase
of about 2.4 mm every 0.2 s, which maintains the relative velocity
zero between the end-effector and the fabrics. For xw, two
relatively large movements can be observed at the beginning
to control the sewn seam line converging to the desired seam
line. Subsequently, some adjustments are observed to ensure the
convergence.

The time series images of Sc1 are shown in Fig. 9 as an
example. It can be observed that, at the beginning of the sewing
task, the end-effector manipulates the fabric feed direction,
thereby converging the sewing trajectory to the desired seam
line. After convergence, the manipulator continues to move
forward without any relative movement to the fabric. The fabric
remained free of large wrinkles or deformations throughout
the process, and the end-effector remained oriented toward the
sewing needle point.

To investigate the property of time-scaling modeling, Fig. 10
shows the desired seam line, a theoretical seam line trajectory,
and the observed seam line trajectories for Sc1, Sc4, and Sc5. It
is shown that all of the seam line trajectories are almost the same
with different sewing speeds. This result shows that the proposed
time-scaling model-based feedback control in the z1 domain can
be applied to different sewing speeds without changing feedback

Fig. 11. Trajectories of the theoretical and observed sewn seam lines
with different control schemes along the sewing direction.

Fig. 12. Sc6 [(a) with only coordinated motion control in yw] and Sc7
[(b) with only feeding motion synchronization in yw ] with 5 mm initial
needle position error and 5 stitches/s sewing speed.

gain. This property is suitable for industrial applications in the
sense that it saves the effort of tuning various control parameters
for different sewing tasks.

To show the necessity of the hybrid motion and force control
in the sewing direction, Fig. 11 shows the desired seam line,
a theoretical seam line trajectory, and the observed seam line
trajectories for Sc1, Sc6, and Sc7. Fig. 12 shows two moments
of Sc6 and Sc7 during the sewing process. The experimental
results show that only the observed seam line trajectory of
Sc1 converges to the desired value in almost the same way
as the theoretical trajectory. In the case of Sc6, the relative
movement between the end-effector and the fabric led to the loss
of controllability of the sewing system. In the case of Sc7, large
deformations and wrinkles appear between the end-effector and
the sewing machine. These results show that coordinated motion
control and feeding motion synchronization play important roles
in the proposed robotic sewing system to ensure the implementa-
tion of time-scaling modeling of the sewing process kinematics
and good sewing performance.

To demonstrate the system performance with a curved desired
seam line in different sewing speeds, Sc8 and Sc9 are conducted
with the scan photo of Sc8 shown in Fig. 6 and both seam
line trajectories shown in Fig. 13. The seam line trajectories
demonstrate that the proposed robotic sewing system achieves
curved seam line sewing with a submillimeter accuracy of less
than 0.2 mm deviation from the curved desired seam line. In
addition, it can be observed that the seam line trajectory of
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TABLE III
SEWING RESULTS IN DIFFERENT SCS

Fig. 13. Seam line trajectories of Sc8 and Sc9 with the sewing velocity
n̄s = 5 and n̄s = 1 stitches/s, respectively.

Sc9 with low-speed sewing, n̄s = 1 stitches/s achieved better
sewing performance than Sc8 with high-speed sewing, n̄s = 5
stitches/s. The primary reason is that high-speed curved sewing
increases the likelihood of inducing slight bending deformations
of the fabrics, which consequently affects the estimation of
the fabric edge position, thereby impacting the overall sewing
accuracy. As a result, it is recommended to reduce the sewing
speed to ensure the sewing accuracy and quality of the robotic
sewing platform during curved sewing tasks.

Finally, Table III presents the sewing results of stitch size
and the observed fabric tension in all Scs. The stitch length is
slightly shorter on average than the desired length due to slight
puckering of the fabric after sewing. The results demonstrate
that the proposed robotic sewing system maintains good sewing
performance in Sc1–Sc5. However, without the feeding motion
synchronization, Sc6 exhibits the largest Tave and Tmax. This
can be attributed to the largest error in μ observed in Sc6.
Furthermore, σ2 in Sc6 and Sc7 are larger than other linear
sewing Scs, resulting in poor sewing performance. Considering
Sc8 and Sc9 for curved sewing, low-speed curved sewing shows
better performance than high-speed curved sewing in terms of
achieving a closer approximation of μ to the desired value and
maintaining a smaller σ2.

VI. CONCLUSION

This article proposed the kinematics modeling of the sewing
process as a nonholonomic process. By applying the time-
scaling technique, the nonlinear model is precisely linearized
in the z1 domain where z1 is the distance traveled by the needle
along the desired seam line. The efficiency and accuracy of the
proposed modeling enable real-time state feedback control of
a sewing task. Based on the original industrial sewing machine
and inspiration from skilled sewers, the real-time control archi-
tecture is proposed, which achieves precise control of the fabric
during the sewing task.

Several experiments have been conducted based on the pro-
posed real-time control architecture. The experimental results

show high performance of the proposed robotic sewing system
with submillimeter accuracy for both linear and curved sewing.
Besides, the same sewing results are obtained with different
sewing speeds, which shows the application potential of the
proposed robotic sewing system for industrial sewing automa-
tion in terms of saving the tuning effort of control parameters
to obtain precise and robust sewing results in different sewing
tasks. In addition, the experimental results show the important
role of hybrid motion and force control in the sewing direc-
tion. Finally, the impact on sewing speed for curved sewing is
discussed.

Future work will focus on the sewing automation of fabrics
with complex curved or multiple desired seam lines exhibiting
large curvature, which requires more sophisticated task planning
and manipulation skills of the robotic sewing platform.
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