
IEEE Communications Magazine • August 2017110

Guest Editorial

The emerging fifth generation (5G) networks are 
expected to support a plethora of different services 
and applications with diverse and often conflicting 

performance requirements. Network slicing enables network 
operators to allocate logical self-contained networks toward 
service providers, virtual operators, and vertical segments, 
with specific service-oriented functionality over a common 
physical network infrastructure providing the means of sup-
porting efficiently diverse services. 

By means of software defined networks (SDNs) and net-
work functions virtualization (NFV), operators can deliver 
automation, flexibility, and programmability, allowing legacy 
functions to be partitioned or migrated in data center envi-
ronments, advancing virtual network architectures. However, 
certain network slicing attributes, including function customi-
zation, performance and security requirements, management 
operations, and control, can be supported in a number of 
different ways by combining different types of cloud and net-
work resources that influence in a distinct way the associated 
capital and operational expenses.   

To ensure that network slicing can deliver the desired ben-
efits, operators need to rely on service and network intelli-
gence, user context awareness, and machine learning, which 
can empower slicing algorithms to perform admission con-
trol, slice selection, policing, and closed-loop performance 
maintenance. Common resource abstraction, service repre-
sentations, and flexible service chaining are also key technol-
ogy attributes related to such slicing algorithms, facilitating 
service exposure and programmability as well as a joint opti-
mization of virtual network functions and service allocation. 
In mobile environments service continuity is also significant, 
and hence network slicing algorithms and operations should 
consider not only user mobility but also service mobility and 
even new mobility mechanisms related to particular types of 
slices. 

Network slicing also has practical attributes and limitations 
with respect to slice instantiation, resource virtualization, and 
certain slice operations. For ensuring scalability and rapid 
slice instantiation, the use of slice templates is a valuable 
asset, which needs to be designed carefully in advance con-
sidering performance requirements and the desired service 

flexibility. Although network slices are self-contained net-
works, certain types of resources cannot be isolated but must 
be shared, for instance, spectrum , due to its highly dynamic 
nature. Network slicing algorithms should take such practi-
calities into account, introducing tactics and mechanisms to 
deal with resource sharing, particularly for highly dynamic 
resources.

This Feature Topic includes five outstanding articles that 
focus on the 5G network slicing algorithms and practice con-
sidering the resource allocation mechanisms, service provi-
sion, and performance assurance in different segments of the 
network, such as the radio, transport, and core. These arti-
cles provide an insight on the service orchestration and slice 
operational aspects, pointing out key enabling technologies 
for ensuring the desired customization and performance.

The first article, “The Algorithmic Aspects of Network 
Slicing,” by S. Vassilaras, L. Gkatzikis, N. Liakopoulos, I. N. 
Stiakogiannakis, M. Qi, L. Shi, L. Liu, M. Debbah, and G.S. 
Paschos, focuses on resource allocation and control algo-
rithms related to real-time management of network slicing 
considering orchestration as an instance of virtual network 
embedding, while taking into account the dynamic nature of 
contemporary networks.

In the second article, “A Cloud Native Approach to 5G 
Network Slicing,” S. Sharma, R. Miller, and A. Francini elab-
orate a service-oriented concept of 5G slicing analyzing the 
paradigm shift from a network of entities to a network of 
capabilities with respect to the entire life cycle of network 
slicing considering the design, instantiation, and orchestra-
tion. The article also presents a proof-of-concept implementa-
tion demonstrating service customization.

The following article in this series, “5G-Crosshaul Net-
work Slicing: Enabling Multi-Tenancy in Mobile Transport 
Networks,” by X. Li, R. Casellas, G. Landi, A. de la Oliva, X. 
Costa-Perez, A. Garcia-Saavedra, T. Deiß, L. Cominardi, and 
R. Vilalta, brings light to the next generation of transport 
networks integrating backhaul and fronthaul segments con-
sidering the coexistence of distributed and cloud RAN archi-
tectures. The article elaborates the design of a control plane 
for enabling multi-tenancy that allows flexible and efficient 
allocation of transport and cloud resources.  
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The next article, “Network Slicing Based 5G Networks: 
Mobility, Resource Management and Challenges,” by H. 
Zhang, N. Liu, X. Chu, K. Long, A.H. Aghvami, and V. C. M. 
Leung, analyzes mechanisms for efficient resource manage-
ment considering joint power and sub-channel allocation 
in spectrum sharing taking into account co-tier and cross-ti-
er interference, while proposing a new mobility scheme to 
enhance 5G network flexibility based on network slicing.  

The last article, “Network Slices toward 5G Communica-
tions: Slicing and LTE Networks,” by K. Katsalis, N. Nikaein, 
E. Schiller, A. Ksentini, and T. Braun, elaborates the notion of 
service-oriented network slicing concentrating on an eMBB 
deployment prototype. The article emphasizes service con-
trol and programmability based on the Open Air Interface 
and the Juju framework.

We hope that these five articles provide an overview to 
the readers with a representative taste of 5G network slicing 
algorithms and practice.
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