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Abstract

Resilience is featured increasingly often in the 
media, usually applied to society when faced, for 
example, with disasters such as flooding and the 
enormous challenges that the Covid-19 pandem-
ic posed. There are now many resilience-related 
discussion groups worldwide, and some standards 
initiatives devoted in particular to city resilience. 
However, there is relatively little explicit interest 
in resilience engineering for communication net-
works and systems, including the Internet. This is 
perhaps surprising, given the reliance that society 
now places on networks and networked systems. 
This article reflects on key issues and develop-
ments that may change this perspective; we sum-
marize recent and current research in resilient 
systems and, consequently, propose a multidisci-
plinary research agenda in resilience engineering 
for networked systems.

Introduction
The importance of resilience in the modern world 
must not be underestimated. This applies not least 
to the communication networks and services that 
support almost every aspect of our life and work. 
It seems to be assumed that these crucial engi-
neered artefacts work — including the Internet 
— whatever challenges they face, but it is dan-
gerous to believe so. During the Covid-19 pan-
demic, remote working and meetings as well as 
family interactions by means of teleconferencing 
became the norm. Most people generally had a 
satisfactory experience: communication networks 
served us well enough, largely due to increased 
(and targeted) investments in provisioning.

However, recent changes in the world around 
us, including new technologies and applications 
such as Industry 4.0, autonomous vehicles, cli-
mate change, and pandemics, are increasingly 
likely to lead to new and unforeseen challenges.

This article discusses these changes and the 
need they create for a holistic study of resilience 
for networks and networked systems, combining 
previous and new activities, and addressing risk 
and inevitable trade-offs. A summary of the key 
aspects that may influence the resilience of net-
worked systems is shown in Fig. 1. These aspects 
are explained and explored in subsequent sec-
tions of the article.

We define resilience as “the ability of an engi-
neered system to continue to provide its designed 

level of service in the face of any challenges.” The 
term “resilience engineering” is used to cover the 
design, implementation, management, and lon-
ger-term sustainability of resilient networked sys-
tems by the organizations and people that own 
and operate them.

There has been growing interest in resilient net-
works and a corresponding amount of internation-
al research activity during the past decade or so. A 
book published just before the Covid-19 pandem-
ic summarized this research effort and reported 
many new results specifically on the resilience of 
communications and networked systems [1]. The 
work was carried out in a European Union (EU) 
COST Action, called RECODIS, involving some 
200 researchers from 31 countries.

Much earlier work on Quality of Service (QoS) 
had led to the publication of an international 
standards framework that identified the impor-
tance of availability and reliability for systems QoS 
alongside the more familiar QoS aspects includ-
ing throughput, delay, and jitter [2]. Two decades 
ago, there was a push toward recognizing the 
impending importance of resilience for computer 
networks by some authors in the community. The 
motivation built on the realization that networks 
were becoming critical infrastructures, supporting 
critical services for society at large.

That research on resilience led to — alongside 
other efforts — the D2R2+DR framework, which 
introduced the fundamentals and principles of 
resilience for designing and building resilient net-
worked systems (see chapter 1 in [1], and Fig. 
2). Subsequent international collaborations led to 
the evaluation and further development of resil-
ience strategies and mechanisms, including the 
EU ResumeNet project. This project and others 
led directly to the multinational RECODIS initia-
tive and consortium.

Meanwhile, there are important new national 
initiatives aimed specifically at communication 
systems resilience, notably the recent US Cyber-
security & Infrastructure Security Agency (CISA)’s 
5G Security and Resilience program [3].

The aims of this article are as follows. Reflect-
ing on the outcomes of recent research, we try to 
capture the state of the art in resilience engineer-
ing for networked systems and characterize the 
main features of the changing environment for 
networked systems. We reiterate the importance 
of resilience ten years on from the introduction 
of the D2R2+DR framework and discuss what has 
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changed or is changing in the world of commu-
nications and networks. We analyze in detail the 
key factors from Fig. 1 that influence resilience 
strategies and debate their utility and validity. 
Next, we highlight selected outcomes from [1] 
aimed at reducing the impact of large-scale failure 
scenarios on the resilience of communications 
and networked systems. Finally, we outline the 
important resilience research topics and activities 
that still need to be tackled in order to build net-
worked systems that are fi t for purpose.

the chAngIng enVIronment
There are many challenges to computer networks 
and networked systems caused by a variety of 
externalities — some of them are familiar, and some 
have more recently emerged. The familiar ones 
are faults/failures and cyber attacks, while newer 
ones include extreme events arising from the cli-
mate crisis and, recently, the Covid-19 pandem-
ic. These challenges can significantly impact the 
operation and resilience of computer networks 
and the services they support, e.g., loss of connec-
tivity, unexpected and unpredictable load profi les, 
and disruptions caused by attack-induced failures. 
Moreover, the challenges introduce uncertainty 
into the environment in which computer networks 
are deployed, thus planning and risk management 
are much more demanding.

There are increasingly signifi cant eff ects of cli-
mate change on the quality of people’s lives. In 
particular, the number, intensity, and scale of nat-
ural disasters such as hurricanes, tornadoes, fl oods, 
and fi res demonstrate their devastating power on 
affected components of communication network 
infrastructure [1]. These challenges often lead to 
simultaneous failures of multiple network compo-
nents (termed massive failures), thereby signifi cantly 
degrading the performance of the communication 
infrastructure or even making communication 
impossible at the times when people need it most. 
The immediate cause of such a scenario might be 
a partial degradation of the effective link capaci-
ty (see Chapters 13 and 21 of [1]), e.g., due to a 
decreased optical signal to noise ratio (OSNR), for 
instance of wireless optical links in adverse weather 
conditions. Requirements on OSNR also typically 
depend on the nominal capacity of optical trans-
mission systems. 

The inability to communicate or to receive res-
cue messages in many cases can even lead to loss 
of life. As communication networks are undoubt-
edly an integral part of contemporary critical infra-
structure, the availability of their services during 
natural disasters should be regarded as a crucial 
concern for network operators, regulators, owner 
and stakeholder organizations, and user commu-
nities.

Indeed, despite utilization of various resilience 
mechanisms, current networked systems continue 
to fail due to new and growing problems. Taking 
weather-related disasters, we note that the 2017 
hurricane Maria in Latin America was responsi-
ble for the lack of Internet access and mobile 
communications in Dominicana. The 2018 Attica 
fires in Greece made communications in affect-
ed areas (including for rescue teams operations) 
barely possible (Chapter 1 of [1]). The same ref-
erence also mentions hardware and software fail-
ures being a frequent cause for the unavailability 

of services at a global scale, e.g., reported failures 
of Amazon services from 2017, and Google and 
Microsoft services from 2019. Considerably more 
attention to the eff ectiveness of resilience mecha-
nisms is, therefore, much needed.

The need for resilience is particularly acute 
in cyber-physical, industrial control environ-
ments that are increasingly interconnected with 
advanced Information and Communications Tech-
nology (ICT) capability for automation and sustain-
ability. Such environments often do not benefit 
from well-understood ICT protection mechanisms, 
and they remain exposed to adversarial events 
manifest through their digital infrastructure. For 
example, Iran’s Khuzestan steel manufacturing 
plant suff ered catastrophic failure within the space 
of only a few minutes in June 2022, as widely 
reported in the media at the time, when its pro-
cess control system was compromised by remote 
adversaries. And as reported in Security maga-
zine, there was a 38 percent increase in cyber 
attacks in 2022, which is surely a major indicator 
of the urgent need for increased protection via 
resilience engineering.

The recent Covid-19 pandemic made the role 
of the Internet as a major critical (inter)national 
infrastructure clearer than ever. Internet commu-
nications now support even more of the services 
economy. From the online delivery of education 
to the remote treatment of health service patients 
and remote business working, it is becoming clear 
that new working modalities have been emerg-
ing that will persist into the future. In this environ-
ment, reliance on the Internet is much increased, 
therefore its ability to detect and react to chal-
lenges is absolutely crucial.

sustAInAbIlItY And conteXtuAl bArrIers
Several largely non-technical inhibitors or obsta-
cles make it challenging to implement networked 
systems resilience.

cost And sustAInAbIlItY
An obvious resilience inhibitor is its fi nancial cost, 
in terms of capital investment and continued oper-
ational costs; it can be difficult to motivate enter-
prise investment in network resilience, especially 
for low-probability, high-impact events. This is prob-
lematic as many stakeholders in the provisioning of 
computer networks are private enterprises whose 
primary responsibility is to their shareholders.

Communication networks must evolve to 

FIGURE 1. Networked systems in context: resilience influences.
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remain resilient but also economically viable 
while meeting new demands and providing new 
services. For instance, during the Covid-19 pan-
demic, it was reported that telecommunications 
companies (operators and service providers) 
were increasing the resources in their networks 
to cope with significantly increased demands 
coming from remote meetings in both work and 
social settings. The increased costs were essen-
tial to prevent any possibility of overloading and 
consequent loss of resilience.

Resilience objectives seem generally in confl ict 
with energy efficiency, as duplicated resources 
consume extra energy. However, among resil-
ience strategies that have been proposed for 
recent communication architectures, some con-
cepts are more energy-efficient than expected. 
Examples include the use of all-optical transport 
solutions to avoid energy-ineffi  cient signal conver-
sions between the optical and electrical domains, 
traffi  c shaping over fewer paths, using renewable 
energy sources, adaptation of the transmission to 
dynamic characteristics of traffi  c, the use of sleep 
mode for backup paths, and reducing energy con-
sumption by providing differentiated protection 
levels for diff erent service classes [4].

Progress in the accuracy and efficiency of 
Artifi cial Intelligence and Machine Learning mod-
els also means that certain operational patterns 
can be predicted with higher confidence and in 
adequately short timescales (although there are 
signifi cant challenges which are discussed in the 
following sections), hence reactive systems do not 
need to rely exclusively on expensive resources 
and hardware redundancy.

Closely related to these issues is a tension 
between building resilience into networked sys-
tems and ensuring their sustainability, which 
requires continued eff ort and resources to main-
tain and develop them over time. However, resil-
ience investment should ultimately pay for itself 
— failures of an unprotected system can be so 
expensive in fi nancial and societal terms that even 
one severe instance could be far more costly than 
the cost required to provide resilience protection. 
Thorough risk assessment at the design stage can 
estimate these respective costs to identify appro-
priate resilience confi gurations.

humAn, orgAnIzAtIonAl And other fActors
An increasingly essential, but little-understood, 
contextual challenge is the role that non-technical 
issues can play in both subverting and supporting 
resilience in complex systems. Real-world com-
puting systems are located within the context of 

an organization, in which there are people who 
play a variety of key roles including policy makers, 
managers, technical staff, and operators. Any or 
all of the organizational or human elements can 
play their part in introducing vulnerabilities into 
the operational system. Operators can, converse-
ly, be sources of support for resilient operation. 
In the design and operation of resilient systems, 
it is essential to consider all three elements in 
combination, the so-called OTI (Organizational, 
Technological, Individual) approach (see Chapter 
32 in [1]). Designers and engineers of complex 
and critical systems must be trained to adopt an 
OTI approach. Sustainable systems resilience also 
needs further multidisciplinary research in sociolo-
gy, psychology, organizational and management 
science as well as in engineering, computer sci-
ence and new and emerging technologies.

potentIAl technIcAl enAblers for 
ImproVIng networKed sYstems resIlIence

The emergence of new communication technolo-
gies and networked system models and approach-
es brings opportunities and also challenges for 
how resilience can be realized. In this section, 
we describe four examples that change the way 
we can and should approach the realization of 
network resilience.

progrAmmAbIlItY And VIrtuAlIzAtIon
Software-Defined Networking (SDN) and Net-
work Function Virtualization (NFV) have enabled 
the decoupling of network services from their 
physical hosting platform. Both technologies 
have had a tremendous impact on accelerating 
research and development for in-network service 
deployment and functional composition, using 
for example Service Function Chaining (SFC). The 
past decade has seen an explosion of research on 
novel network services and applications focusing 
on monitoring and reacting to network events, 
mainly enhancing performance but also assisting 
resilience. Advances in programmable dataplane 
technology have enabled the implementation of 
In-band Network Telemetry (INT) to diagnose net-
work performance through in-band querying and 
capturing of switch-internal state [5], while pro-
tocol-independent programmable switch fabrics 
have demonstrated high-performance Distributed 
Denial of Service (DDoS) detection using infor-
mation-theoretic and statistical analysis for packet 
classifi cation [6].

However, NFV and SDN technologies intro-
duce additional complexity and can give rise to 
failure and attack semantics that may be impos-
sible to prevent at design time. For example, the 
fundamental space/time complexity of the Tuple 
Space Search (TSS) scheme used by popular 
packet classifi cation software in hypervisor switch-
es (e.g., Open vSwitch) is subject to low packet 
rate explosion attacks that have been shown to 
degrade switch performance by 88 percent [7].

ArtIfIcIAl IntellIgence And mAchIne leArnIng
A major technology trend in recent years has been 
the (re-)emergence of Artificial Intelligence (AI) 
and Machine Learning (ML), which introduces 
new opportunities (e.g., to enable self-* proper-
ties, autonomic operation, challenge detection and 

FIGURE 2. A resilience control loop: derived from the real-time component of the D2R2+DR resilience strategy (see 
Chapter 1 in [1]). 
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classification tasks) to realize computer network 
resilience. However, this technology also introduc-
es challenges. For example, ML-based approaches 
have been used for some time to deal with the pre-
vention of previously unseen cyber incidents and 
attacks, a known problem faced by signature-based 
detectors and misuse-based classifiers. But, the 
inherent low tolerance for false positives, high 
cost of errors, lack of extensive training data, and 
non-stationary behavior of Internet traffic, make 
intrusion detection distinct from standard ML tasks 
and thus an extremely challenging domain.

Adversarial ML is a subset of evasion attacks 
and comprises techniques aiming to mislead an 
ML model to produce incorrect output for a label 
[8]. An attacker exploits knowledge of an ML 
model they have direct (read) access to, by subtly 
altering an input to produce a mislabelling. At the 
same time, the alteration remains unnoticeable 
to a human operator. Adversarial ML has been 
recently gaining research traction with defence 
mechanisms being regularly proposed only to be 
then defeated by new ML models [9]. The true 
extent of the operational risk of this adversarial 
behavior is arguably not fully understood — fur-
ther research is required to gain insights into this 
issue. In fact, adversarial ML requires the devel-
opment of new approaches that can strengthen 
models against adversarial attacks. While some 
progress has been made, a well-established 
approach including best practises for computer 
networks protection is still missing.

Reinforcement Learning (RL) brings a different 
perspective to certain classes of resilience chal-
lenges, such as volumetric DDoS attacks, where 
RL agents that are distributed across a network 
follow a traffic shaping policy. Recent work [10] 
leverages an SDN architecture to update RL 
agents from multiple traces per timestep and 
perform fine-grained, per-source throttling. This 
shows a significant increase in goodput of legiti-
mate TCP traffic over highly dense host environ-
ments; it also remains protocol-agnostic to offer 
future-proofing against the rollout of protocols 
such as Quick UDP Internet Connections (QUIC).

Data and Instrumentation
As shown in Fig. 2, resilience management con-
sists of monitoring (the Detect phase) and control 
(the use of Remediation mechanisms). The prima-
ry sources of monitored data are network traffic, 
outputs of key networked services, and contextual 
information such as Cyber-Threat Intelligence (CTI) 
feeds. Instrumentation and data harnessing mecha-
nisms that will operate as a native part of networked 
systems are crucial in essential domains such as tele-
communications and energy, and in major endeav-
ors such as Smart Cities. Big (indeed vast) data 
gathering is already feasible in such instances.

Increased Automation
More network traffic, and a greater variety, means 
operational management should be more high-
ly automated. For example, the increased traffic 
share that is attributed to machine-to-machine 
communications produces communication pat-
terns that are different to the user-initiated packet 
traffic that many networks have been engineered 
to handle. Sustaining multi-gigabit throughput 
while handling long bursts of minimum-sized 

packets is challenging, and resilient network oper-
ation will need to be assured by dynamic and 
adaptive resource provisioning mechanisms [1].

New types of network, including Internet of 
Things (IoT), edge computing, and space commu-
nications, which offer the prospect of improved 
performance in specific application domains, may 
present new challenges to realizing system resil-
ience. Moreover, networks that underpin new 
and highly dynamic applications such as autonom-
ic vehicles in cities and on highways, or mobile 
robots in factory settings, may need predictive 
routing in tandem with machine learning for fail-
ure modes and resilience mechanisms – com-
bined with optimizing other QoS aspects. These 
developments also point to the need for auto-
nomic network and services management [11].

Intent-based networking is being developed 
to allow applications or end-users to request a 
service and a quality level using an abstracted or 
policy-level language. This will be mapped into 
a set of actions in the network, reducing the 
deployment time and allowing the management 
system to adapt dynamically to traffic demands. 
The quality level should be extended to include a 
resilience parameter or metric [12]. 

New Application Areas and New Demands
There are new application areas for computer net-
works that introduce strict service requirements. 
The criticality of these application areas invites 
new regulation and law. Together, these act as 
drivers for network resilience.

Interdependent and Digitalized Critical Infrastructures
Networked systems are becoming increasing-
ly complex and interconnected — and interde-
pendent. Such systems need to be co-designed, 
underpinned by further research, to avoid cas-
cading effects. This is particularly urgent now that 
Smart Grids are being developed alongside the 
introduction of renewable forms of power supply, 
such as wind and solar farms. In Smart Cities, rules 
or at least guidelines address the protection of the 
critical infrastructure in city regions. The resilient 
(and smart) city has been the subject of many 
recent global activities, though relatively little 
effort has been devoted to technological issues, 
including communications resilience.

In cases where there is autonomic operation, 
for example in self-driving vehicles, it is essential to 
develop fast anomaly detection and adequately fast 
self-healing mechanisms — indeed, for any potential-
ly compromised system where human intervention 
would be too slow. There are also more stringent 
QoS requirements — notably latency — on com-
munication networks coming from new application 
domains including autonomous vehicles, but also 
remote surgery and medical services, the fast-devel-
oping IoT and Industry 4.0, and telecontrol of power 
plants such as Small Modular Reactors. These appli-
cations place increasing demands on the resilience 
and safety of computer networks.

It is clear that we need new engineering 
approaches that take into account both the cyber 
and physical aspects of interdependent systems. 
The Smart Grid, for example, would benefit from 
engineering tools and methods using real-time 
simulators and cybersecurity testbeds (e.g., cyber 
ranges) to realize secure and resilient engineering 

The inherent low tolerance 
for false positives, high cost 
of errors, lack of extensive 

training data, and
non-stationary behavior of 
Internet traffic, make intru-
sion detection distinct from 
standard ML tasks and thus 

an extremely challenging 
domain.
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of distributed control systems and energy services.

new lAws And regulAtIons
A consequence of new applications will be the 
emergence of new laws, regulations, and changes 
in social and operational norms. In some cases, 
these can be a catalyst to change the resilience 
properties of computer networks and systems, 
e.g., to make them compliant with new legal 
requirements or best practices. This can be 
achieved with organizational changes and may 
result in the introduction of new services, e.g., 
for resilience monitoring, toward ensuring and 
demonstrating compliance. There have also been 
changes in best practice and legal requirements 
with respect to cybersecurity breaches and fail-
ures, and the need to disclose information to 
data subjects and authorities, with the Network 
and Information Systems (NIS) Directive and the 
General Data Protection Regulation (GDPR) in 
the European Union (EU). Their introduction has 
resulted in significant investment in technology 
and organizational changes to meet legal require-
ments.

A contemporArY VIewpoInt on 
communIcAtIons resIlIence

The RECODIS COST Action developed a taxono-
my of environmental and technology-related chal-
lenges to communications. In the Action, many 
teams of researchers pursued solutions to those 
challenges, and the fi ndings of the project provide 
a substantial and signifi cant viewpoint on the state 
of the art in resilience research for communica-
tions and networked systems [1]. However, there 
are inevitably gaps as well as new challenges that 
have arisen since the project results were pub-
lished in 2020.

Three main types of challenge were formulat-
ed: massive failures driven by natural and environ-
mental disruptions; technology-induced failures; 
and adversary activities. The main resilience engi-
neering approaches that have been adopted to 
tackle diff erent challenges together with original 
research contributions from RECODIS COST are 
summarized in Fig. 3. Even though significant 
progress has been made in each of these areas 
[1], they require more joined-up thinking and an 
integrated approach. These points are further 

taken up below.
In particular, in the aftermath of cyber inci-

dents — as well as after natural disasters — it is 
essential to assure availability of information and 
the accessibility of network resources, either 
through algorithmic modelling or system design. 
Also, the evolution of communication technolo-
gies (5G and beyond) requires still greater atten-
tion into the eff ects of atmospheric disturbances 
at higher frequencies, and further work is needed 
on assuring QoS during short-term weather dis-
ruptions that are becoming more prevalent due to 
global warming eff ects.

Meanwhile, technology-induced failures of 
multiple network elements have been increasing 
in number, intensity, and scale. Examples include 
the interdependence between communication 
and other networks, including power, fi nance, and 
transportation. Even a single, signifi cant, failure in 
one of these networks can cascade, thus result-
ing in the collapse of many interconnected sys-
tems. Another technology challenge tackled within 
RECODIS was assuring the dependability of vir-
tualized and programmable networked systems; 
network virtualization can increase resource man-
agement complexity but, with proper care, NFV 
allied with SFC can off er an excellent basis for resil-
ience-by-design of shared networked infrastructures 
that can be reconfi gured and provisioned on-the-
fl y, in response to adversarial and other events.

The third issue addressed in Fig. 3 refers to 
malicious human activities causing severe losses 
at the network and systems level, for instance by 
disrupting major network links or nodes. It is of 
course vital to implement resilience mechanisms 
that will enable fast and effective recovery from 
cyber attacks at the network or service level while 
also defending against possible attacks against 
the physical (hardware) layer. RECODIS made 
excellent progress in these areas, but much more 
needs to be done. Specifi cally, tailored strategies 
need to be developed for protecting critical infra-
structures and systems, using risk and cost-benefi t 
assessments.

summArY of Issues And A reseArch AgendA
In this section, we discuss open issues and give 
suggestions for a resilient networked systems 
research agenda, based on the drivers, barriers 
and technical enablers (Fig. 4) that have been dis-

FIGURE 3. Major challenges addressed by the RECODIS COST Action [1].

The RECODIS COST Action 
formulated three main 

types of challenge: massive 
failures driven by natural and 

environmental disruptions; 
technology-induced failures; 

and adversary activity.
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cussed in previous sections in this article. Figure 
4 also summarizes the essential activities needed 
to address the open issues in resilience research 
today, as introduced next.

New enabling technologies, such as virtualiza-
tion and ML, bring benefits but potential down-
sides in terms of increased system complexity. 
These must be investigated along with the man-
agement challenges they bring to resilient net-
worked systems [13]. It is important to apply the 
principles of networked systems resilience (see 
for example Chapter 1 in [1]) to an increasingly 
virtualized service space.

Alongside this, further effort is needed to estab-
lish usable service level metrics, i.e., measures of 
how well users are served by the system. Work 
reported by ENISA [12] still forms a good basis 
for this research; in that work, a two-dimensional 
network state space graph shows how a network’s 
operational state will deteriorate in the face of chal-
lenges and can then be moved toward a recovery 
state when appropriate resilience mechanisms are 
applied. However, research needs to be extend-
ed to consider the harder problem of deriving a 
service-space graph (along with the definition of 
suitable service metrics).

Also in the service space, an inter-connect of 
sub-systems could be structured for resilience — 
including the co-design of interdependent net-
works — in which operational resilience would be 
assured via lightweight monitoring and control 
(i.e., management). Also, a formal model needs 
to be derived for assurance purposes; this would 
be an entirely new and important line of research.

Many disciplines and communities have differ-
ent views of resilience, and the 2021 book edited 
by Michael Ungar provides a comprehensive cov-
erage of multisystemic resilience [14]. In nature, 
resilience can occur as a result of evolution, and 
researchers study such systems to gain insights into 
how this resilience is achieved. Perhaps the most 
under-explored research issue is the role of human 
factors in systems resilience. In human studies, 
resilience can be observed as an acquired behav-
ior, often as a result of incidents that shape future 
responses — for example, a child’s development 
will often be shaped in the light of both good and 
bad life events. In social systems such as cities, 
resilience to particular events may be shaped by 
awareness and training such as readiness for evac-
uation following floods or other serious incidents.

By contrast — in the engineering domain — 
when designing and building synthetic systems 
(and specifically networked systems) to offer a 
continuous service, resilience is a quantitative 
property. However, it is not only a technological 
concern; alongside this, designers and implement-
ers must consider the organizational and human 
elements of these systems. The environment in 
which an engineered system operates is a crucial 
part of the design space, where many of the sys-
tem requirements arise. This outlook is covered in 
greater detail in Chapter 34 of the multisystemic 
resilience book [14].

Reinforcing this point, the early pioneering “soft 
systems” work of Peter Checkland [15] has led to 
an understanding of the need to model the com-
plex socio-technical aspects of systems engineering, 
including human and organizational factors. The 
absence of a systems approach to network resil-

ience can result in solutions that are not well-suited 
for their deployment context and, therefore, fail to 
address fully their critical objectives.

Figure 5 summarizes important open issues, 
including some that apply to deployments of 
Internet technologies, which may be of interest 
to the Internet Advisory Board (IAB) and Inter-
net Research Task Force (IRTF). The figure is not 
intended to be complete — rather, this is a starting 
point aimed towards a resilience research and 
future study agenda.

It is timely and important to launch practi-
cal projects (preferably large-scale pilots) that 
implement resilience engineering and manage-
ment using, for example, the D2R2+DR or a sim-
ilar framework at a suitable scale — and in the 
field rather than in a research laboratory. Only 
then can we assess the soundness, cost-effec-
tiveness, and utility of the resilience principles 
and small-scale experiments that have thus far 
been presented in many research papers. It is 
very challenging to understand the many sys-
tems aspects without suitable pilots that deploy 
resilience technologies in context. Such pilot 
projects would be the most effective way of pro-
moting the importance and the value of resil-
ience thinking and practice. 

Conclusion and Reflections
Given society’s increasing dependence on net-
worked systems, it is crucial that they remain resil-
ient in an ever-changing environment — whether 
in response to degraded performance due to 
resource demands or cyber challenges to the 
infrastructure. To maintain adequate levels of ser-
vice at all times, network systems designers need 
to think about resilience and devise strategies for 
seamless self-adaptation of services to changing 
operational conditions.

Applications and traffic instrumentation with 
always-on measurement capability will need to 
be developed to implement adaptive resource 
allocation with support from the network infra-
structure. Metrics that are able to capture com-
plex operational properties of networked systems 

FIGURE 4. An overview of a research agenda for the realization of future resilient networked systems.
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will need to be standardized and subsequently 
incorporated in service level agreements to assure 
deterministic or statistical levels of resilience for 
networked systems and services. The complexity 
of an ever-changing environment also points to 
the need for dynamically verifiable software-de-
fined systems that remain trustworthy despite 
increasingly autonomous operation, and these 
systems must not themselves become easy targets 
for cyber attacks.

Resilient systems engineering is absolutely 
essential in the modern world. Therefore, it makes 
sense for resilience to become an integral part 
of a system design brief. Finally, multidisciplinary 
research is clearly needed in this vital area.
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