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AbstrAct
This article discusses the uberization of telecom-

munication and computing network services. The 
Uber-like platform business model is discussed for 
application in future networks together with inter-
esting analogies of communication and computing 
(2C) resource-sharing models. The economy of this 
sharing is discussed, and some recommendations 
for network uberization are provided.

IntroductIon
Ubiquitous internet access and innovations in 
communication and computing platforms explain 
new democratization trends in running a busi-
ness. These trends are reflected in how different 
types of suppliers provide services and products 
through these platforms to many different types 
of buyers around the world. Uber is a good exam-
ple of a digital platform-based service connecting 
consumers and occasional vendors in real-time. 
The Uber application, matching car owners with 
people who need rides, was launched in 2009 
in the US. It has changed the competition rules 
of the economic game by allowing small players 
who possess means to provide services. Its suc-
cess has inspired the term “uberization,” which is 
seen as an important feature of economic trans-
formation [1]. 

According to the Collins English Dictionary, 
“to uberize” means “to subject (an industry) to a 
business model in which services are offered on 
demand through direct contact between a custom-
er and a supplier, usually via mobile technology.” 
In this model, service providers are freelancers 
with minimal contracts with the organization, flex-
ible work conditions, and possessing and sharing 
the means of the service provision. Uberization is 
a part of sharing economy, a socio-economic sys-
tem built around the sharing of resources [1]. It is 
now the modus operandi of many entrepreneurs 
worldwide in various branches of the economy. 

Uberization has been considered an important 
possible trend in changing the telcos’ business 
models for a few years [2– 6] (e.g., [2] claims that 
a “New revolution has just begun and telecom sec-
tor is about to be uberized with lower tariff plans 
and cost which is bare minimum”). A very illustra-
tive example is provided in a Forbes article [3], 
citing one of the uberized-market players: “think 
AirBnB or Uber for telcos, if I have an empty room, 
power and internet why would I not leverage it to 
use it as a network tower.” We could even go fur-

ther to ask: If I have a computer and internet, why 
would I not let it compute for my financial profit? 
These are bold ideas with the prospect of open 
participation in the 2C business. However, the 
complexity of networks, diverse ownership of 2C 
resources, associated security issues, and adminis-
trative and market regulations (including spectrum 
regulations) may be viewed as limitations for this 
openness. The telecommunication service alone 
consists of
• Networking technology
• Operation support systems
• Methods and procedures
• The content and applications [7]
In principle, all these elements can be uberized 
(as per the definition above), although not nec-
essarily by a single service contractor. The same 
applies to computing services.

The motivation behind considering the uber-
ization of communication and computing (2C) 
services is the following. First, breaking up existing 
oligopolies allows for open competition, transpar-
ency of operation, security scrutiny, and lower 
prices. Secondly, there is an increasing demand 
from the global business and individual custom-
ers for more and more computing power and 
resources providing it, while the existing (private 
or local) resources are underutilized. Sharing of 
2C resources allows for more flexible and efficient 
utilization of these resources. This efficiency can 
be understood in different ways, e.g., energy effi-
ciency, spectral efficiency, efficiency in delivering 
mission-critical services (with latency and bit-error-
rate constraints), etc. For example, centralized 
computing services can be effective in computing 
energy costs, but the cost of communication to 
distanced servers and the associated delay may 
be unacceptable for mission-critical services. 
Thus, flexibility in offering and using appropriate 
resources for appropriate services should allow 
for the cost-effective delivery of services. 

When considering uberization of the 2C ser-
vices, it is important to undertake the challenge 
of proving the concept. Note that the proof of 
economic concept focuses on whether the busi-
ness idea is viable and analyses the potential of 
the idea but does not test the demand it has in 
the market. This is why here, below, we structur-
ally analyze how the platform (Uber-like) business 
model and its components can be adapted to this 
market. We try to answer whether uberization is 
a relevant concept for telecommunication and 

Hanna Bogucka and Bartosz Kopras

Hanna Bogucka is with Poznan University of Technology, Poland and RIMEDO Labs, Poland; Bartosz Kopras is with RIMEDO Labs, Poland.

Uberization of Telecom Networks for 
Cost-Efficient Communication and Computing

THE EVOLUTION OF TELECOM BUSINESS, ECONOMY, POLICIES AND REGULATIONS

The authors discuss the uberization 
of telecommunication and comput-
ing network services. 

Digital Object Identifier: 10.1109/MCOM.001.2200442



IEEE Communications Magazine • July 2023 75This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

computing services and the IT world in general. 
To this end, we consider jointly technical and eco-
nomic perspectives on shared 2C resources.

The article is structured as follows. The next 
section discusses the conceptual framework of a 
platform-business model to analyze whether uber-
ization is a valid model for future 2C networks. 
The considerations of the economy of shared 
commodities and resources follow this. The fi nal 
section suggests directions for further research 
and concludes our considerations.

uber busIness model for
communIcAtIon And computIng

According to the Deloitte report [4], which dis-
cusses the future of the telecommunication land-
scape in 2030, uberization and sharing economy 
will be key drivers for the future of the telecom-
munication industry with a low degree of uncer-
tainty and very high possible impact. Moreover, 
four future business-model scenarios have been 
identifi ed resulting from two axes refl ecting telco 
business uncertainties for 2030: Ownership of the 
technology layer and the Dominance of the tradi-
tional customer relationship. Telco uberization can 
be found on these axes pointing to the direction 
of technology competence remaining with tel-
cos (although this may be gradually changing in 
the opposite direction) and telcos displaced from 
customer relationships (replaced by the custom-
er-producer matching platform).

In its simplest form, a business model for 
a company offering some value can be broken 
down into three parts:
1. Everything it takes to create this value (activi-

ties, resources, partners)
2. Everything it takes to deliver value to cus-

tomers (customer relations, customer seg-
ments, channels)

3. Everything that it takes to capture value (pric-
ing strategy, payment methods, etc.)

A universal definition and a visual framework to 
describe business models is Business Model Canvas 
which specifi es these parts and elements (Fig. 1).

Article [5] discusses the telecos and Uber-like 
business models and their differences. Interest-
ingly, telcos are adhering to a classical business 
model defined by a causal and sequential value 
chain, having a high degree of end-to-end custom-
er experience control (thus, placed on the other 

extreme of the mentioned Deloitte Dominance of 
the traditional customer relationship axis, namely 
customer relationship remaining with telcos). 

plAtform (uber-lIke) busIness model
Unlike contemporary telecommunication com-
panies, Uber, Airbnb, Booking.com, etc., have 
platform-based business models defined by a 
unique value proposition, which is to facilitate 
the connection of providers and consumers. They 
reclaim under-utilized assets owned by individuals 
(e.g., cars). Thus, a platform-based business relies 
on the sharing economy, monetizing networking 
consumers and producers. As such, platform busi-
nesses rarely have complete end-to-end customer 
experience control but focus on the quality and 
experience of networked connectivity. 

Note that the platform-based business model 
is sometimes referred to as the marketplace busi-
ness model. The marketplace is the place where 
customers and service providers meet directly 
without intercessors. The platform business model 
underpins the most successful companies, either 
fully or to a considerable degree. It includes the 
biggest market caps and many startups. The Uber 
business model canvas based on information from 
businessmodelanalyst.com is presented in Fig. 1.

A typical platform business’s technology stack, 
implemented in a cloud is presented in Fig. 2. Its 
functionalities are residing on three layers: the Net-
worked Marketplace that matches consumers with 
producers, using the digital (usually mobile) appli-
cation, the Enabling Layer that includes enabling 
services, software tools, business logic, policies, 
and rules, and the data-driven decision making 
layer, namely (Big) Data Layer supported by Arti-
ficial Intelligence (AI) or Machine Learning (ML) 
algorithms [5]. These layers abstract from lower 
OSI layers: physical, data link control, network, or 
transport layers. Their operation is supported by 
the cloud infrastructure, including servers, databas-
es, and telecommunication networks. Networking, 
however, is usually taken care of by telecommu-
nication services and network providers. That is 
why platform businesses appear undemanding 
in infrastructure and capital/assets compared to 
telco providers, although very complex regard-
ing software. The telco business model requires 
expensive infrastructure and assets such as oper-
ating licenses, public phone numbers, spectrum 
frequencies, etc. [6]. Thus, it seems that a prereq-

FIGURE 1. Uber business model canvas.
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uisite of transformation to a platform business for 
a telco operator is to become a virtual operator 
entering the business with light investments.

Above, we have presented the existing Uber-
ization concept, business model, and the platform 
business’s technology stack. In what follows, we 
analyze the application of this business model 
(infrastructure, off er, customer, and fi nance seg-
ments) for the future 2C networks and services, 
compare Uber and Uber-like 2C networks operat-
ing business models to fi nd analogies, discuss con-
straints related to technologies, Quality of Service 
(QoS) provision, regulations, spectrum policies, 
security and pricing mechanisms, and suggest the 
roadmap to implementation of open 2C market, 
which are our original contributions to the devel-
opment of the networks uberization concept.

uberIzAtIon optIons for telcos And 2c 
Telecommunication network has typically not 
been a part of the platform stack, although cloud 
infrastructure requires networking services, which 
are typically provided by telcos. However, it is 
very important to note that telecommunication 
networks and services are getting more virtual-
ized in 5G and prospective 6G communication. 
Apart from core network functions virtualization, 
which is factual in 5G, open radio-access network 

(O-RAN) architecture has already been recom-
mended [8] with software applications (xApps 
and rApps) for non-real-time and near-real-time 
Radio Intelligent Controller (RIC). Note that 
the O-RAN Alliance has been formed in 2021 
by successful players in the telecom market and 
gathers more than 300 mobile operators, ven-
dors, and research and academic institutions with 
the mission to reshape RANs to be more intelli-
gent, open, virtualized, and fully interoperable. 
Research contributions and fi eld trials allow con-
sidering O-RAN for practical implementations in 
the near future. Moreover, Multi-User Edge Com-
puting (MEC) module is a part of 5G RAN bring-
ing the cloud capabilities closer to the edge of 
the network, which is particularly important for 
mission-critical applications. 

Virtualization of networks, and RAN functions 
together with edge computing and edge AI/ML 
allow considering the Telecommunication Network 
area from Fig. 2 to become another cloud (or edge 
cloud) infrastructure. This, together with operators’ 
virtualization, opens the way for the telco business 
to transform into a platform business. 

Contemporary IT services involve both com-
munication and computing of information across 
the network, and thus, 2C services should be han-
dled jointly. The computing (processing and stor-
age) services are already available commercially as 
platform-based cloud services. Thus, incorporation 
of these services in uberized 2C platform-mod-
el-based business seems to be straightforward. 
The considered platform model should encom-
pass under-utilized 2C resources such as comput-
ing machines (servers or less-powerful personal 
computers) and communication means (virtualized 
networks or private infrastructures).

Apart from sharing the infrastructure, radio 
spectrum resource sharing should be included in 
the considered model. Regarding mobile services, 
the traditional approach of regulatory bodies is the 
long-term spectrum licensing to operators, win-
ning the spectrum auctions. However, spectrum 
sharing is considered an opportunity to open up 
access to a new spectrum for mobile services, and 
regulators need to help incentivize incumbents in 
attractive bands to share [9]. Citizens Broadband 
Radio Service (CBRS)-type approaches: the Pri-
oritised Access Licence and General Authorised 
Access for the 3.5 GHz band in the USA, License-
Shared Access and Authorized Shared Access for 
the 2.3 GHz band in Europe, and Concurrent 
Shared Access allowed in 10 countries are well-es-
tablished concepts that allow spectrum to be used 
by more than one operator. Moreover, spectrum 
sharing in Digital TV (DTV) white spaces (locally 
unused DTV channels) has already been validated 
by many field trials worldwide. Wireless access 
to the Internet is also possible in the shared ISM 
band, assuring high QoS in WiFi 6 standard. Con-
temporary radios can operate in multiple disjoint 
bands, aggregating them for a single link.

Regarding telecommunication and cloud/edge 
services regulations and standards, the service 
providers must adhere to the existing ones unless 
new ones are created due to the development 
of new virtual network functions and O-RAN 
solutions. It is important to stress that virtualized 
networks with service-based architecture are vul-
nerable to hackers’ attacks. Cybersecurity stan-

FIGURE 2. A platform-business’s technology stack, residing in a cloud.
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dards, the zero-trust principle, continuous and 
rigorous security practices and tests for software, 
hardware and user equipment, traffic monitoring, 
threat protection, and data privacy are issues that 
must be handled and included in the platform 
business model.

Finally, let us consider the components of this 
mentioned business model. In Table 1, we pro-
vide some of these components for value creation 
and value delivery (part i) and ii) of the business 
model components mentioned above) together 
with analogies with Uber. There, selected analogies 
between Uber and uberized 2C networks are pro-
vided. (Note that it is not our intention to create 
a ready-to-apply business model for telco uberiza-
tion.) We will address part iii) (value capturing) in 
the next section when we discuss the economy 
and pricing of 2C resources. The last row in Table 
1 refers to legal regulations that are important ele-
ments of the business operating environment.

Having discussed the platform business model, 
the network architecture with distributed 2C 
resources, and Uber analogies for future 2C ser-
vices, we believe an Uber-like business model can 
be potentially viable for owners of 2C resourc-
es. However, let us emphasize that Uber’s exact 
business model is unlikely to be replicated by 
new players in this market. Due to the complexity 
and variety of today’s networks, the diversity of 
engaged resources, the required security proto-
cols, and telecom and spectrum regulations, their 
share of the common market may be narrower 
than that of car owners in Uber’s market. A pro-
spective player may share some of the resourc-
es in possession of this player but pay for other 
resources owned by another player. The uberized 
2C market will most probably include complex 

sharing mechanisms.

uberIzed 2c resources 
Let us consider the scenery of a 2C network with 
various customers and service providers. So far, 
cloud computing has been promoted as the data 
processing and storage technology for various 
applications. Recently, it has become apparent 
that this approach will not be able to withstand 
requirements of mentioned applications due to 
limited radio, network, and energy resources, high 
latency and packet errors in long-distance links, as 
well as additional control traffic on the mixed wire-
less and wired links in the cloud-based networks.

servIce And network scenArIo
Future 2C network design emphasizes edge 
computing as a viable option for many critical 
applications. A fog network has been promot-
ed as a hierarchical, balanced network organi-
zation where 2C tasks can be performed locally 
[10]. Fog is an architecture for communication 
and computing, including information processing, 
storage, control, and networking, that distributes 
services closer to end users along the cloud-to-
things continuum. It is more suited for 2C services 
than centralized (cloud-based) ones. It supports 
a growing variety of applications, including ultra-
high reliability and low-latency communication 
(URLLC) services.

An illustrative example of the fog network is 
presented in Fig. 3. In the end-user/things tier, 
devices are connected, such as vehicles, smart-
phones, etc. In the cloud tier, powerful data 
servers are placed. In the fog tier, connected com-
puting machines (PCs, computing clusters, etc.) 
capable of data processing, communication, and 

TABLE 1. Uber-analogies for uberized communication and computing network services.

Car services — Uber Network uberization

Value proposition Car ride Communication and computing, data processing and 
storage

Shared resources Cars Computing machines, databases, software, hardware

Required infrastructure Roads Telecom infrastructure, spectrum

Customer segment – 
Service providers Car owners Servers/cloud/edge cloud/computer/software owners, 

network infrastructure owners

Customer segment — 
consumers Individual persons IoT devices, companies, individuals

Customer relations — 
quality assurance

Customer review, rating, and feed-
back system

QoS metrics should be guaranteed by the service 
provider and monitored by the customer

Technological platform 
— Matching platform Internet, Uber App Internet, prospective App offering QoS matched, 

cost-optimized services

Authentication/ver-
ification of service 
providers

Driving license, compulsory 
technical inspection of a car

TBD, e.g., “Computing compliance license,” homologa-
tion of equipment, blockchain-based smart contracts 

Authentication/verifi-
cation of consumers

Phone numbers, the customers’ 
location

TBD, e.g., IP addresses, block-chain based smart 
contracts

Security means Verification of drivers at enrolment, 
Real-Time ID check

Continuous verification, firewalls, authentication of ser-
vice providers and consumers, “zero trust” philosophy

Competition basis Service time and quality, the 
reputation of a driver

Service time and quality, the reputation of a server/
service provider

Regulations, related le-
gal operating principles

Traffic law, road/passenger trans-
port legal acts

Legal acts of provision of electronic/telecommunication 
services, spectrum, and spectrum-sharing regulations

A prospective player may 
share some of the resources 
in possession of this player 
but pay for other resources 

owned by another player.
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storage are located. The fog tier can have multiple 
hierarchical layers, and communication between 
them is vertical and horizontal. This architecture 
incorporates multiple types of communication 
links (wireless/wired, fronthaul/backhaul, optical/
coaxial) and multiple types of computing devices.

Depending on the quality requirements 
expressed by Key Performance Indicators (KPIs) 
and the QoS metrics guaranteed for a particular 
2C task, it can be executed locally or delegated to 
a (closer or more distant) fog node or the cloud. 
In Fig. 3, information flow is visualized for some 
example use-cases of data flow and computing 
tasks: vehicular communication (URLLC type), 
task offloading from a device with low comput-
ing power and limited memory, content caching 
(enhanced Mobile Broad Band communication — 
eMBB type), remote control (URLLC for medical 
or industrial applications) or telemetry data flow 

(massive Machine-Type Communication — mMTC). 
Note that QoS metrics should be guaranteed by 
a service provider and monitored by a customer, 
just like in contemporary networks and cloud serv-
ers. Customer experiences in this regard will shape 
the demand-supply structure and will impact the 
choice of a service provider. Note that the end-to-
end quality provisioning should be also support-
ed by regulations, which would impact all tiers of 
the fog, including homologation of the equipment, 
spectrum policy for wireless communication, soft-
ware standards, security protocols, communication 
network and interoperability regulations, etc.

In the considered network, the 2C resources 
can be shared by parties owning (or licensing) them 
based on the platform business model. Moreover, 
the fog network concept can be used as a univer-
sal framework to distribute resources and services, 
and the Uberization platform from Fig. 3 as the Plat-
form stack from Fig. 2 to manage, orchestrate, and 
secure the distributed resources and services.

optImIzAtIon of 2c resources
The considered 2C network architecture allows 
for the optimization of the use of 2C resources. 
Naturally, there is a trade-off  between processed 
data volume, delay, reliability, and energy con-
sumption in such a network, e.g., computing 
machines in the fog nodes may consume more 
energy per operation than optimized cloud serv-
ers but provide lower latency. The high compu-
tational complexity of the processing requests 
favors processing in a cloud. Delay and power 
consumption caused by transmitting data through 
the core network are off set by the high process-
ing speed and computational power efficiency. 
Conversely, requests which require relatively few 
operations per bit to process requests are best 
served by nearby edge devices or fog nodes. Fig. 
4 presents example results of resource optimiza-
tion for various scenarios of the cloud proximity in 
the fog network with parameters defi ned in [11].

There has been much research on computing 
task allocation optimization in fog networks, e.g., 
[11] and [12]. Most of them aim to minimize the 
energy cost of using 2C resources for required 
KPIs, e.g., latency, reliability, bit rate, etc. For the 
reason of computational complexity of the optimi-
zation algorithms themselves, there are simplifying 
assumptions made. This is natural since the inclu-
sion of the wireless and wired transmission costs 
over the diverse network infrastructures, as well 
as the computing cost of using diverse machines, 
complicates the cost-benefi t optimization grossly. 
First of all, usually, there needs to be complete 
information available on the energy consumption 
of all elements of networks, and second, complex 
optimization problems have to be implemented 
centrally and their results distributed to all net-
work users, which may introduce additional delay 
and cost. A survey of multiple optimization algo-
rithms proposed for fog networks is in [13].

The above issues could be bypassed in 
self-learning networks and systems that can auton-
omously manage resources and control functions. 
It is impractical to transmit a massive amount of 
local data to the centralized cloud for training and 
inference. New neural network architectures and 
their associated communication-effi  cient training 
algorithms at the network edge are being devel-

FIGURE 3. Uberized 2C network and its resources. 
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oped. Such architectures also pose challenges: 
limited access to training data, low inference 
accuracy, lack of generalization, and limitations of 
processing power and memory for edge devices.

cooperAtIon And competItIon for 2c resources
In the considered market, it is expected that 
there may be demand for 2C resources exceed-
ing the supply. In such a case, competition for 
2C resources among potential consumers will be 
observed. Conversely, when supply exceeds the 
demand, there may be competition between the 
suppliers of the resources. This is where game 
theory may come into play for analyzing non-co-
operative and cooperative usage of resources in 
the fog (see several chapters on the topic in [10]).

A new approach to resource sharing is based 
on a methodology called coopetition (cooperative 
competition). It creates an added value in cooper-
ation where value distribution is an element of 
competition. It is a business ideology taken from 
insights gained by game theory. The aim of coo-
petition is to move the market from a zero-sum 
winner-takes-all game to an environment where 
the result benefits everyone [14]. In [15], this 
methodology has been used in resource alloca-
tion in wireless networks. The competition phase 
applies the Cournot competition model, and the 
cooperation phase is the coalitional game. Due 
to the flexibility in the definition of each phase, 
the network may operate under different poli-
cies, supporting hierarchical traffic, fairness, and 
resource utilization efficiency. Coopetition fits the 
scenario where service providers or consumers 
may cooperate and compete in getting access or 
offering 2C resources.

fogonomIcs And resource prIcIng
Recently, a new concept has been coined, name-
ly Fogonomics (economics of the fog) [10]. Fogo-
nomics deals with the economic factors that affect 
the design of fog architectures, the economy of 
resource sharing, interactions between consum-
ers and service providers, and resource pricing. 
Heterogeneity inherent in fog architectures with 
uberized 2C resources leads to the following pric-
ing challenges:
1. The coexistence of heterogeneous networks 

that requires choosing between the interfac-
es used and multiple network providers

2. Scaling up and down the computing needs 
and choosing the place of computing by a 
variety of end devices

3. Accordance to performance metrics of het-
erogeneous services offered [10].
Regarding network/communication resource 

pricing, today’s mobile Internet service provid-
ers (IPSs) usually offer capped and usage-based 
data plans that charge a base payment for a lim-
ited amount of data and degrade QoS or charge 
steep overage costs above this amount. A uber-
ized fog network can alleviate growing network 
congestion by dynamically pooling resources and 
conducting calculations on local devices. This will 
decrease the quantity of data that needs to be 
transferred, lowering the cost of Internet access. 
However, finding the appropriate pricing for var-
ious QoS requirements is a challenging research 
problem since the devices have multiple options 
for network connectivity with diverse network 

interfaces. Virtual IPSs with uberized services may 
attract consumers since they ensure access to 
multiple network interfaces.

Regarding computing resources nowadays, the 
cost of CPU, memory or storage access makes 
up most payments. The computational tasks can 
be performed using serverless functions upon 
request or on dedicated instances with predefined 
configurations. Fog applications will incur various 
financial and nonfinancial costs for using resourc-
es on various devices. Thus, cost optimization 
services will be needed to choose the best appli-
cation configuration for cost and performance.

In a heterogeneous 2C scenario, individual 
devices can be selected to play various roles (gate-
ways, computing nodes, etc.). This flexibility and 
the trade-offs between offered pertinent QoS met-
rics (e.g., energy efficiency vs. latency vs. reliability 
and security) should be considered when decid-
ing 2C resource pricing. For the aforementioned 
URLLC applications, for instance, latency and reli-
ability are crucial. The case studies for resource 
pricing in such a scenario can be found in [10].

Pricing schemes for uberized 2C resources 
should attract a higher market share and shape 
user demand. These may require surge pricing 
to ensure the trustworthiness of devices offering 
resources and sharing-incentive mechanisms. They 
may include pay-per-use pricing, optimal taxing 
for using the network, auction-based pricing, or 
volume-discount pricing. Pricing models like these 
can significantly contribute to user satisfaction 
and possibly shape demand structure to reduce 
congestion. When designed properly, they can 
generate higher revenue for service providers. 

conclusIons
Uberization has already become a socio-eco-
nomic phenomenon. We believe that telcos and 
companies offering computing services could be 
at the forefront of deploying those technologies 
across their infrastructure and developing innova-
tive offerings that disrupt their prevailing products. 

Recent progress in fog network architectures, 
optimization, and management of 2C resourc-
es, as well as in the practice and economics of 
their sharing allows considering uberization as a 
promising direction of telco business democrati-
zation. Given the 2C market opening constraints, 
the roadmap for its implementation includes the 
following milestones:
1. Further progress in networks virtualization 

(including RANs), network slicing and sup-
porting mechanisms (including security pro-
cedures)

2. Advancement in spectrum sharing mecha-
nisms and policies

3. Advancement in 2C resource pricing algo-
rithms taking QoS into account

4. Legal regulations and resolutions supporting 
open competition, rights, and obligations of 
the service providers and customers. 
Note that concerns on the quality of service 

offered and the employment terms in platform busi-
nesses are nowadays subject to various resolutions, 
e.g., under EU policies (see “EU rules on platform 
work”), and should be dispelled in a near future. 
However, provisioning of the end-to-end quality 
of 2C services is a complex issue that requires the 
definition of 2C quality metrics, and the study of 

The computational tasks 
can be performed using 

serverless functions upon 
request or on dedicated 

instances with predefined 
configurations.
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methods that guarantee them in diverse market 
scenarios with multiple service providers.

references
[1] N. Daidj, “Uberization (or Uberification) of the Economy” 

[in] M. Khosrow-Pour, Eds., Advanced Methodologies and 
Technologies in Digital Marketing and Entrepreneurship, IGI 
Global, 2019, ISBN: 978-1522577669 

[2] S. Kumar, “Uberization of Telco & Consumer is the Real 
Winner!,” Cognitive Today, Issue 21/09/2016 

[3] C. Towers-Clark, “Decentralized Networks Are The Future 
Of Telecoms, Should Telcos Be Worried? Part One,” Forbes, 
20/11/2020.

[4] Monitor, Deloitte, “The Future of the Telco Business Model 
— To Be or Not to Be,” 07/2017.

[5] K. Larsen, “Is the ‘Uber’ Moment for the Telecom Sector 
Coming?,” LinkedIn, 12/01/ 2020 https://www.linkedin.
com/pulse/uber-moment-telecom-sector-coming-dr-kim-kyl-
lesbech-larsen-/

[6] R. Xia, M. Rost, and L. E. Holmquist, “Business Models in 
the Mobile Ecosystem,” Int’l. Conf. Mobile Business, 2010, 
Athens, Greece.

[7] M. H. Sherif, Managing Projects in Telecommunication Ser-
vices, Wiley, 2006, ISBN: 978-0-471-71343-2.

[8] M. Dryjański and A. Klis, “The O-RAN Whitepaper 2022. RAN 
Intelligent Controller, xApps and rApps,” Rimedo Labs, 2022.

[9] GSMA, “Spectrum Sharing GSMA Public Policy Posi-
tion” June 2021; www.gsma.com/spectrum/wp-content/
uploads/2021/06/Spectrum-Sharing-Positions.pdf.

[10] Y. Yang et al., Eds., Fog and Fogonomics: Challenges and 

Practices of Fog Computing, Wiley, 2020.
[11] B. Kopras, F. Idzikowski, and P. Kryszkiewicz, “Power Con-

sumption and Delay in Wired Parts of Fog Computing Net-
works,” IEEE Sustainability ICT Summit, 2019, Canada.

[12] R. Deng et al., “Optimal Workload Allocation in Fog-Cloud 
Computing Toward Balanced Delay and Power Consumption,” 
IEEE Internet of Things J., vol. 3, no. 6, Dec. 2016, pp. 1171–81.

[13] C. Mouradian et al., “A Comprehensive Survey on Fog 
Computing: State-of-the-Art and Research Challenges,” IEEE 
Comm. Surv. Tut., vol. 20, no. 1, 2018, pp. 416–64.

[14] N. Daidj, Cooperation, Coopetition and Innovation, Wiley-
ISTE, 2017.

[15] M. Parzy, H. Bogucka, “Coopetition Methodology for 
Resource Sharing in Distributed OFDM-Based Cognitive 
Radio Networks,” IEEE Trans. Commun., May 2014, vol. 62, 
issue 5, pp. 1518–29.

bIogrAphIes
Hanna Bogucka (hanna.bogucka@put.poznan.pl) is a full pro-
fessor and the Director of the Institute of Radiocommunica-
tions at Poznan University of Technology (PUT). She is also a 
co-founder of RIMEDO Labs. Her research focus on cognitive 
and green radio. She is a member of the Polish Academy of 
Sciences. She serves the IEEE ComSoc Fog/Edge Industry Com-
munity as European Chair and the IEEE ComSoc Board of Gov-
ernors as EMEA region representative.

Bartosz kopras is a Ph.D. student at the Institute of Radiocom-
munications at PUT. His area of interest is communication and 
computing and in particular, energy-efficient communication 
and computing in heterogeneous fog networks.


