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COMMUNICATIONS HISTORY

The institution where I spent my entire career was called, 
at its creation in 1977, École Nationale Supérieure des 
Télécommunications de Bretagne. Today the name is IMT 

Atlantique. I was recruited as a lecturer as soon as this institution 
was founded and for about 10 years, I devoted myself entirely 
to teaching semiconductor physics, digital and analog integrated 
circuits, and microwaves. It was exciting, and research did not 
seem necessary to me, even if of course constant technology 
survey was indispensable.

In 1988, a colleague I did not know very well asked me for 
a meeting. He was Alain Glavieux, a recognized expert in digital 
communications who was working at that time on the improve-
ment of an underwater acoustic video transmission system. This 
system had already been used to observe the wreck of the Titan-
ic, but its quality needed to be improved.

Alain explained to me in detail what he was proposing to 
study. The surface receiver contained an equalizer followed by 
an error correcting decoder, both functions based on the Viterbi 
algorithm. But the equalizer could only provide the decoder 
with binary decisions. I was therefore asked to imagine an equal-
ization circuit, as simple as possible, able to provide the decoder 
with weighted decisions. These probabilistic data would increase 
the correction power of the decoder, and a gain of about 2 dB 
could be expected in the link budget.

At that time, the subject was topical, and two publications, 
one by Gérard Battail [1] and the other by Joachim Hagenauer 
and Peter Hoeher [2], were precious starting points for me. I 
knew the Viterbi algorithm because I had supervised students in 
the design of a gate-array integrated circuit on this subject. How-
ever, my expertise was still limited.

So here I was, spending days in convolutional code lattices, 
in the company of probability logarithms and under the double 
injunction of good performance and simplicity. This work was 
certainly the most intense of all that I undertook. A convincing 
result was finally obtained, with the help of my colleague Patrick 
Adde, and was presented at ICC 1993 [3].

This was also the period when some experts were question-
ing the validity of the limits established by Claude Shannon or, at 
least, the reasons why they were inaccessible. The best performing 
code that had been imagined until then was a concatenated code: 
a Reed-Solomon encoder followed by a convolutional encoder. 
About 3 dB kept it away from the theoretical limit.

Others [4] before me had observed that the corresponding 
decoder was suffering from a strong asymmetry. The outer decod-
er (according to the Berlekamp-Massey algorithm, for example) 
can benefit not only from the redundancy produced by the 
Reed-Solomon code but also from the work of the inner decoder, 
and thus indirectly from the redundancy produced by the convo-
lutional code. The reverse is not true: the inner decoder does not 
benefit from the outer decoder’s power of correction.

It seemed to me that this asymmetry could be easily correct-
ed if the Reed-Solomon code was replaced by a second convo-
lutional code. The weighted output Viterbi decoder was now 
available to implement near-optimal feedback.

A few days were enough to validate this idea, and the rest 
went very quickly: introduction of extrinsic information (the con-
cept had already been introduced in [5], a publication I did not 
know), invention of recursive systematic convolutional (RSC) 
codes, and replacement of serial concatenation by parallel con-
catenation. On this last point, the motivation was linked to my 
intention to concretize this new coding/decoding scheme by an 
integrated circuit that would be designed in part by my students. 
Parallel concatenation simplifies considerably the specifications 
in that only one clock is needed to drive all the elements of the 
circuit, as opposed to two decoders that work with distinct rates.

Meanwhile, Alain Glavieux and I had become very friend-
ly. One of his doctoral students, Punya Thitimajshima, a Thai 
national, started to study recursive systematic convolutional 
codes and made it his main thesis topic. He was also interested 
in an algorithm that I did not know: the maximum a posteriori 
(MAP) algorithm [6]. Alain and his Ph.D. student pointed out 
to me that what separated the performance of my new coding/
decoding scheme from Shannon’s limits could be reduced by 
replacing the output-weighted Viterbi algorithm with this MAP 
algorithm. I therefore got interested in it, without being really 
convinced by the possibility of making a version that could be 
implemented on silicon. Thus, the patent filed in 1991 on the 
parallel concatenation of RSC codes and its iterative decoding 
mentioned the Viterbi decoding with weighted output, while the 
publication, two years later and under the name of turbo code, 
was based on the MAP algorithm. I salute the memory of Alain 
and Punya, who were taken from us too soon.

Then came the time of invited conferences and awards. This 
gave me the opportunity to meet a lot of colleagues, most of 
whom I was discovering as I was taking my first steps in this vast 
international coding and communications community.

Scientific research is not practiced in a world without relief, 
fortunately. The diversity of approaches and actors is to be 
respected and promoted, whether they are experimenters like 
Marconi or Tesla, or theorists like Poincaré or Einstein. Let us 
keep in mind what the latter of these great scientists observed 
and of which I became convinced: “We can’t solve problems 
by using the same kind of thinking we used when we created 
them.” In this state of mind, interdisciplinarity is a valuable path, 
albeit a somewhat perilous one, because it is not always fully 
appreciated by expert committees.
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CAPACITY APPROACHING CODES,
ITERATIVE DECODING ALGORITHMS, AND

THEIR APPLICATIONS

INTRODUCTION

What is clear today is that Claude Shannon did
not make the slightest mistake when he calculat-
ed the potential of channel coding and his
famous capacity limits. We are now able to attain
these limits, by some hundredths of a decibel [1,
2], thanks to turbo codes or turbo-like codes, but
in no case, apparently, to go beyond them. A
real barrier! And how laborious it was to come
close to this asymptote! Hamming, Elias, Reed
and Solomon, Bose, Chaudhuri and Hoc-
quenghem, Gallager, Berlekamp, Forney, Viter-
bi, and so many others made important
contributions to the 50-year-old edifice. But
there seemed to be a latent prejudice in the field
of information theory: because the foundation of
digital communications relied on potent mathe-
matical considerations [3], error correcting codes
were believed to belong solely to the world of
mathematics. If it is true that good codes (BCH,
Reed-Solomon, etc.) were defined thanks to
algebraic tools, physics also had its say in this
story, in particular regarding decoding tech-
niques. Turbo decoding was devised in this spir-
it, with the permanent intuition that the feedback
concept, so precious in electronics, for instance,
could also contribute to the decoding of com-
pound (concatenated) codes, and this was indeed
the doorway to iterative decoding. The issue of
stability, which is crucial in feedback systems and
thus in turbo decoders, was easily solved by
introducing the notion of extrinsic information,
which prevents the cascade decoder from being

a positive feedback amplifier. Another concern
was the search for symmetry, a basic rule in
many physical structures, and this concern led to
the so-called parallel concatenation concept,
which offers a perfect balance between the com-
ponent codes, unlike classical serial concatena-
tion.

Turbo codes were presented to the scientific
community just 10 years ago [4]. Their invention
was the result of a pragmatic construction con-
ducted by C. Berrou and A. Glavieux [5], based
on the intuitions of G. Battail, J. Hagenauer,
and P. Hoeher, who, in the late ’80s, highlighted
the interest of probabilistic processing in digital
communication receivers [6,7]. Previously, other
researchers, mainly P. Elias [8], R. Gallager [9],
and M. Tanner [10], had already imagined cod-
ing and decoding techniques whose general prin-
ciples are closely related to those of turbo codes.
Since 1993, turbo codes have been widely stud-
ied and adopted in several communication sys-
tems, and the inherent concepts of the “turbo”
principle have been applied to topics other than
error correction coding, such as single-user and
multi-user detection.

BRIEFLY, HOW DOES IT WORK?
First, let us go back 30 years in the history of
coding. In a well-known paper [11], D. Forney
made an in-depth presentation of convolutional
codes, which can take the two forms described in
Fig. 1, with the example of ν = 3 memory units:
nonrecursive nonsystematic (a), and recursive
systematic (b). For reasons that are not so obvi-
ous today, with the passing of time, D. Forney
advocated the use of the first structure, which
has indeed been widely used with success in
many digital transmission systems. Turbo codes
use the other structure, which offers several
advantages in comparison with the former. The
first is conceptual: a recursive systematic convo-
lutional (RSC) code is based on a pseudo-ran-
dom scrambler, and actually, random codes were
used by Shannon to calculate the theoretical
potential of channel coding. The second advan-
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ABSTRACT

In the matter of channel coding and spectral
efficiency, up to the invention of turbo codes, 3
dB or more stood between what the theory
promised and what real systems were able to
offer. This gap has now been removed, allowing
communication systems to be designed with
quasi-optimum performance. Ten years after the
first publication on this new technique, turbo
codes have commenced their practical service.

The Ten-Year-Old Turbo Codes are
Entering into Service
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tage is decisive for high coding rates and/or high
levels of noise: it just works better. The final
advantage, related to the previous one and also
fundamental for turbo coding, concerns what are
called return to zero sequences. This is developed
in the next paragraph.

RTZ SEQUENCES AND CIRCULAR ENCODING
Suppose that both registers of nonrecursive and
recursive encoders, each having ν memory units,
are initialized in state 0, and that any random
sequence, followed by some (at least ν) addition-
al 0s, feeds the two encoders. After the full
sequence has passed, the nonrecursive encoder
systematically returns to state 0, whereas the
recursive encoder does so with probability 1/2ν.
This is because the latter is based on a pseudo-
random scrambler. When the register goes back
to state 0 after the encoding of a given sequence
followed by some 0s, this sequence is called a
return to zero (RTZ) sequence. So all random
sequences continued by at least ν 0s are RTZ
for a nonrecursive encoder, and only a fraction
(1/2ν) of them are RTZ for a recursive encoder.

Now, let us adapt the convolutional code in
order to transform it into a block code. The best
way to do this is to allow any state as initial state
and to encode the sequence, containing k infor-
mation bits so that the final state of the encoder
register will be equal to the initial state. The
trellis of the code (the temporal representation
of the possible states of the encoder, from time i
= 1 to i = k) can then be regarded as a circle,
and this technique is called circular (or tail-bit-
ing) termination. In the sequel we call the circu-
lar version of RSC codes circular RSC (CRSC).
Thus, without having to pay for any additional
information, and therefore without impairing
spectral efficiency, the convolutional code has
become a real block code, in which, for each

time i, the past is also the future, and vice versa.
This means that a non-RTZ sequence produces
effects on the whole set of redundant symbols
stemming from the CRSC encoder, around the
whole circle; and thanks to this very informative
redundancy, the decoder has very little probabil-
ity of failing to recover this non-RTZ sequence.
This property explains the superiority, in most
situations, of CRSC codes over classical nonre-
cursive convolutional codes, for which all
sequences are RTZ. It is also the key for con-
structing compound CRSC codes, because a cir-
cular trellis does not display any side effect that
could be detrimental when aiming at low error
rates.

PARALLEL CONCATENATED
CRSC CODES AND TURBO CODES

We have seen that the probability that any
given sequence is an RTZ sequence for a CRSC
encoder is 1/2ν. Now, if we encode this sequence
N times (Fig. 2a), each time in a different order,

� Figure 1. a) Classical nonrecursive nonsystematic convolutional code with ν
= 3 memory units (8-state); b) the equivalent recursive systematic version of
the previous one, which is the building block for turbo encoding.
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drawn at random (the first order may be the nat-
ural order), the probability that the sequence
remains RTZ for all encoders is lowered to
1/2Nν. For instance, with ν = 3 and N = 7, this
probability is less than 10–6. In other cases, at
least one encoder will deliver sufficient redun-
dant information for the decoder to retrieve the
proper sequence. This technique is known as a
multiple parallel concatenation of CRSC codes.
Fortunately, it is possible to obtain quasi-opti-
mum performance with only two encodings (Fig.
2b), and this is a classical turbo code. For bit
error rates (BER) higher than around 10–5, the
permutation may still be drawn at random, but
for lower BERs a particular effort has to be
made in its design. The way the permutation is
devised fixes the minimum Hamming distance
dmin of the turbo code, and therefore the achiev-
able asymptotic signal-to-noise ratio gain Ga,
according to the well-known approximation, for
a coding rate equal to R, under soft decision
decoding:

Ga(dB) ≈ 10log10(Rdmin).

TURBO DECODING

Turbo decoding relies on the following funda-
mental criterion, which is applicable to all mes-
sage passing or belief propagation [12]
algorithms:

When several probabilistic machines work
together on the estimation of a common set of
symbols, all the machines have to give the same
decision, with the same probability, about each
symbol, as a single (global) decoder would.

To achieve this, turbo decoding, or any turbo
process in general, relies on the exchange of
probabilistic messages between all the processors
dealing with the same data. For instance, the
decoding of the classical turbo code illustrated in
Fig. 2b involves using two processors, namely
two soft-in/soft-out (SISO) decoders, that one
could also call probabilistic decoders. Each
decoder processes its own data, and passes the

so-called extrinsic information to the other
decoder. Usually, but not necessarily, computa-
tions are done in the logarithmic domain. Denot-
ing Pr{d = 1} the probability that, at a given
level of an evaluation processus, a particular
binary datum is equal to logical “1,” we write

L is called the logarithm of the likelihood ratio.
Then extrinsic information related to d is very
simple to express as

Lextrinsic(d) = Loutput(d) – Linput(d),

that is, what is passed by one decoder to the
other is the result of its work about the estima-
tion of d,  but not taking its own input into
account. The reason for this is that the input
related to d is a piece of information shared by
both decoders, and does not have to be a matter
of additional information transfer.

When implemented in a digital circuit, turbo
decoding is an iterative process, one iteration
corresponding to one passing through each of all
processors concerned.

THE ASSETS OF TURBO CODES
In light of the most recent results, how can we
compare turbo codes to the ideal? In the follow-
ing, we propose some answers regarding the
main features that can be considered as charac-
terizing a coding/decoding (codec) scheme: per-
formance, decoding complexity, latency, and
versatility.

ABOUT PERFORMANCE
The performance of a codec depends on the
type of perturbation (Gaussian, fading, impul-
sive, etc.), the coding rate, and the length of the
block containing the data. It is generally accept-
ed that the comparison that can be made
between different codecs on an additive white
Gaussian noise (AWGN) channel gives a hierar-
chy that is respected for other kinds of channels.
So we will limit our discussion to this former
case, which is also important in practice.

Figure 3 represents, as well as performance
without coding, three possible behaviors for an
error correcting coding scheme on an AWGN
channel with binary phase shift keying (BPSK)
or quaternary PSK (QPSK) modulation and
coding rate 1/2. To be concrete, the informa-
tion block is assumed to be around 188 bytes
(MPEG application). The error probability Pe
of the no coding performance is given by the
complementary error function, as a function of
Eb/N0, where Eb is the energy per information
bit and N0 is the one-sided noise power spec-
trum density.

Case 1 corresponds to the ideal Shannon sys-
tem, with the theoretical limit around 1.2 dB for
a BER of 10–8. Case 2 has good convergence
and low dmin. This is, for instance, what is
obtained with turbo coding when the permuta-
tion function is not properly designed. Good
convergence means that the BER decreases
noticeably, close to the theoretical limit, and low
dmin brings a severe change in the slope of the
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� Figure 3. Possible behaviors for a coding/decoding scheme on a Gaussian
channel.
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error performance curve due to a too small
asymptotic gain. This gain is around 7.5 dB in
the example given, and is reached at medium
BER (≈10–7). Below that, the curve remains par-
allel to the no coding one.

Case 3 has poor convergence and large
dmin. This is representative of a decoding pro-
cedure that does not take advantage of all the
information available at the receiver side. A
typical example is the classical concatenation
of a Reed-Solomon code and a simple convo-
lutional code. Whereas the minimum distance
may be very large, the decoder is clearly sub-
optimal because the convolutional  inner
decoder does not take advantage of the RS
redundant symbols.

The search for the perfect coding/decoding
scheme has always faced the convergence vs.
dmin dilemma. Usually, improving either aspect
in some more or less relevant way weakens the
other.

Turbo codes have constituted a real break-
through with regard to the convergence prob-
lem. The ability of turbo codes to achieve
near-optimum performance has revived the
interest of system designers in the theoretical
limits, which had flagged because of the difficul-
ty of finding optimal coding. Some of these lim-
its are represented in Fig. 4 for infinite and
finite block sizes. One can particularly observe
the non-negligible effect of the block size on
these limits, especially for blocks having less
than 103 information bits, and also for high cod-
ing rates. Furthermore, it is worth noticing that
these limits are also dependent on the target
frame error rate (FER) when the block has

finite length. These limitations, which were not
topical 10 years ago, are now of prime impor-
tance in the design of channel coding.

In conclusion, we grant that turbo coding
and decoding are quasi-optimal in terms of
convergence. But this is not the case regarding
dmin, which does not increase linearly with the
block size as it would with virtual Shannon
codes. The minimum distances of turbo codes
are far from comparable to those of random
codes. This is why it is not straightforward, but
not impossible, to design turbo codes whose
behavior is closer to situation 1 rather than sit-
uation 2 in Fig. 3.

ABOUT DECODING COMPLEXITY
Turbo decoding bypasses the exponential com-
plexity of maximum likelihood decoding by
means of an iterative procedure. To give an idea
of the complexity requirement, let us make two
concrete comparisons:

•Code A is a single RSC code with ν ≈ 30,
providing a minimum distance around 30 too,
for a coding rate of 1/2. Decoding this code by
the now well-known maximum a posteriori
(MAP) algorithm [13] would offer an asymptotic
gain of about 12 dB. The number of states to
consider in the trellis for each information bit is
2.109. The factor 2 is added because the MAP
algorithm requires backward and forward pro-
cesses. Code B is a turbo code combining two
16-state RSC component codes. The conver-
gence and minimum distance, and therefore the
asymptotic gain, would be comparable to those
of code A. The equivalent number of states to
consider in total for each information bit would

� Figure 4. The left curve represents the theoretical limit, in Eb/N0, as a function of the coding rate or the equivalent bandwidth extension
for infinite information blocks, a Gaussian channel, and binary modulations (BPSK, QPSK, etc.). The right curves provide the correc-
tion to add to the previous values to take the block size and target frame error rate (FER) into account. This is given for the two extreme
coding rates of the left curve: R = 1/4 and R = 10/11.
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be 2.2.16.P. The first coefficient 2 represents the
number of component codes, and the second
one is justified by the double, backward and for-
ward, recursion. The number of states of each
code accounts for coefficient 16, and finally, P is
the number of iterations. Choosing P = 6 gives
an equivalent number of states equal to 384.
Assuming that computational complexity is pro-
portional to the number of states, when using
the same basic algorithm (MAP), the ratio would
be around 5.106 for comparable performance!
However, turbo decoding requires further opera-
tions like the calculation of extrinsic information
and additional memory, and the gain would be
slightly lower than this value, which still remains
fairly impressive.

•Codes C and D are the two normalized
channel codes for third-generation (3G) mobile
telephony [14]. Code C, for voice transmission, is
a simple 256-state convolutional code, decoded
by the Viterbi algorithm. Code D, for data trans-
mission, is a 2 × 8-state turbo code decoded by a
simplified version of the MAP algorithm, called
Max-Log-MAP. Assuming that the computation-
al complexity of the latter is about twice that of
the Viterbi decoder (again because of the dou-
ble recursion), the equivalent number of states
to be swept for the turbo code, with six itera-
tions, is 192, that is, less than the number of
states processed by the voice decoder! Of course,
again, iterative decoding needs a certain amount

of memory; moreover, the aimed for data rates
are much higher. This explains why the imple-
mentation of the turbo decoder in 3G receivers
is finally more complex than that of the Viterbi
decoder.

To summarize these briefly presented exam-
ples, let us say that:
• If the aim is to approach closely the ideal

performance, iterative decoding offers con-
siderable savings, by several orders of mag-
nitude, compared to a single code.

• The additional complexity turbo decoding
demands, compared to the simple Viterbi
decoder, abundantly used with 16 or 64
states over the last two decades, seems to
be quite compatible with, and even below,
what the progress of microelectronics has
offered and continues to offer.

ABOUT LATENCY
The latency issue is a weak point for turbo codes,
which need several repeated calculations at the
receiver side. That is, in fact, the reason why a
simple convolutional code was preferred in 3G
voice transmission. For the time being, we just
have to be patient and expect Moore’s law to
still be valid for some years to come. If so, high-
er circuit frequencies and larger possibilities of
parallelism will reduce the latency effects to a
negligible level for most applications. However,
as for all block-oriented codes, the decoder has

� Figure 5. The four turbo codes used in practice: a) 8-state binary;, b) 8-state duobinary, both with polyno-
mials 15, 13 (or their symmetric form 13, 15); c) 16-state binary; d) 16-state duobinary, both with polyno-
mials 23, 35 (or their symmetric form 31, 27). Binary codes are suitable for rates lower than 1/2, duobinary
codes for rates higher than 1/2.
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to wait for the entire encoded sequence to begin
its process, and this is an unavoidable limitation.

ABOUT VERSATILITY
A more and more sought-for quality in channel
coding is versatility, that is, the possibility for the
same coding principle and the same decoder to
satisfy various needs in terms of coding rates and
block sizes. There is probably no coding princi-
ple more versatile than convolutional coding,
with respect to redundancy rate. By means of so-
called puncturing and with the same encoder, the
amount of redundancy can be adjusted with
accuracy. Furthermore, for convolutional codes,
there is also no termination principle more ver-
satile than circular termination. For any size, a
convolutional code can be considered as a circle
(a perfect block code!), without any side effects
or need for additional information. Thanks to
these two very advantageous properties, turbo
codes based on CRSC codes are, in our opinion
and for the time being, the most flexible way to
encode.

THE APPLICATIONS OF
TURBO CODES

Depending on the subject dealt with, error cor-
recting codes can be divided into many families.
From the point of view of the applications, we
will consider here three domains:
• Medium error rates (corresponding roughly

to 1 > FER > 10–4)
This is typically the domain of automatic

repeat request (ARQ) systems and is also the
more favorable level of error rates for turbo
codes. To achieve near optimum performance,
8-state component codes are sufficient. Figure
5a depicts the practical binary turbo code used
for these applications and coding rates equal to
or lower than 1/2. For higher rates, the duobi-
nary turbo code of Fig. 5b is preferable,
because, for a given rate, less puncturing is
required. For each of them, one example of
performance, in FER as a function of Eb/N0, is
given in Fig. 6 (UMTS: R = 1/3, k = 640 and
DVB-RCS: R = 2/3, k = 1504). Referring to
the curves of Fig. 4, one can observe that a
FER of 10–4 is obtained at about 0.9 and 0.6
dB, respectively, above the theoretical limits.
This quasi-optimum performance is actually
achieved with existing silicon decoders and can
be reproduced for most coding rates and block
sizes, even the shortest.

• Low error rates (10–4 > FER > 10–9)
16-state turbo codecs perform better than 8-

state ones, by about 1 dB for an FER of 10–7

(Fig. 6). Depending on the sought-for compro-
mise between performance and decoding com-
plexity, one can choose either one or the other.
Figures 5c and 5d depict the 16-state turbo
codes that can be used, binary for low rates,
duobinary for high rates. In order to obtain good
results at low error rates, the permutation func-
tion must be very carefully devised.

An example of performance, provided by the
association of 8-PSK modulation and the turbo
code of Fig. 5d, is also plotted in Fig. 6, for k =
1504 and a spectral efficiency of 2 b/s/Hz. This
association is made according to the pragmatic
approach (i.e., the codec is the same as that used
for binary modulation). It just requires binary to
octary conversion, at the transmitter side, and
the converse at the receiver side. Again, the

� Table 1. Current known applications of convolutional turbo codes.

Application Turbo code Termination Polynomials Rates

CCSDS (deep space) Binary, 16-state Tail bits 23, 33, 25, 37 1/6, 1/4, 1/3, 1/2

UMTS, cdma2000 (3G mobile) Binary, 8-state Tail bits 13, 15, 17 1/4, 1/3, 1/2

DVB-RCS (return channel over satellite) Duobinary, 8-state Circular 15, 13 1/3 up to 6/7

DVB-RCT (return channel over terrestrial) Duobinary, 8-state Circular 15, 13 1/2, 3/4

Inmarsat (M4) Binary, 16-state No 23, 35 1/2

Eutelsat (Skyplex) Duobinary, 8-state Circular 15, 13 4/5, 6/7

� Figure 6. Some examples of performance, expressed in FER, achievable with
turbo codes on Gaussian channels. In all cases: decoding using the Max-Log-
MAP algorithm with eight iterations and 4-bit(QPSK) or 5-bit (8-PSK) input
quantization.
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result obtained with the actual constraints of the
implementation is close (within 1 dB) to ideal
performance.
• Very low error rates (10–9 > FER)

The largest minimum distances that can be
obtained from turbo codes, for the time being,
are not sufficient to prevent a slope change in
the BER (Eb/N0) or FER (Eb/N0) curves at very
low error rates. Compared to what is possible
today, an increase of minimum distances by
roughly 25 percent would be necessary to make
turbo codes attractive for this type of applica-
tion, such as optical transmission or mass stor-
age error protection.

Table 1 summarizes the normalized applica-
tions of convolutional turbo codes known to
date. The first three codes of Fig. 5 have been
chosen for these various systems. The fourth one
is under consideration for new satellite transmis-
sion systems. It is also likely that existing appli-
cations such as asynchronous digital subscriber
line (ADSL) and LANs will choose one of the
four codes of Fig. 5, or perhaps another not yet
known turbo-like code, for their evolution.

CONCLUSION
The new challenges that have been faced in
recent years, as well as those presently being
addressed, for ever more powerful communica-
tions, require continuous innovation and, from
time to time, some unconventional concepts.
Among these, turbo codes have come at just the
right time, benefiting from Moore’s law and
from the worldwide research effort to achieve
Shannon’s promises. Because turbo codes are in
their adolescence, they are not yet able to answer
all requests in terms of throughput, latency, and
simplicity, and this still leaves some amount of
work to be undertaken by the numerous
researchers in the field. Also, beyond the simple
introduction of a new error-correcting technique,
the turbo principle (i.e., the way to process data
in receivers so that no information is wasted) has
opened up a new way of thinking in the con-
struction of communication algorithms.
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