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Abstract—Models of shape variations have become a central component for the automated analysis of images. An important class of

shape models are point distribution models (PDMs). These models represent a class of shapes as a normal distribution of point

variations, whose parameters are estimated from example shapes. Principal component analysis (PCA) is applied to obtain a

low-dimensional representation of the shape variation in terms of the leading principal components. In this paper, we propose a

generalization of PDMs, which we refer to as Gaussian Process Morphable Models (GPMMs). We model the shape variations with a

Gaussian process, which we represent using the leading components of its Karhunen-Lo�eve expansion. To compute the expansion,

we make use of an approximation scheme based on the Nystr€om method. The resulting model can be seen as a continuous analog of a

standard PDM. However, while for PDMs the shape variation is restricted to the linear span of the example data, with GPMMs we can

define the shape variation using any Gaussian process. For example, we can build shape models that correspond to classical spline

models and thus do not require any example data. Furthermore, Gaussian processes make it possible to combine different models. For

example, a PDM can be extended with a spline model, to obtain a model that incorporates learned shape characteristics but is flexible

enough to explain shapes that cannot be represented by the PDM. We introduce a simple algorithm for fitting a GPMM to a surface or

image. This results in a non-rigid registration approach whose regularization properties are defined by a GPMM. We show how we can

obtain different registration schemes, including methods for multi-scale or hybrid registration, by constructing an appropriate GPMM.

As our approach strictly separates modeling from the fitting process, this is all achieved without changes to the fitting algorithm. To

demonstrate the applicability and versatility of GPMMs, we perform a set of experiments in typical usage scenarios in medical image

analysis and computer vision: The model-based segmentation of 3D forearm images and the building of a statistical model of the face.

To complement the paper, we have made all our methods available as open source.

Index Terms—Statistical shape modeling, Gaussian processes, image analysis, non-rigid registration

Ç

1 INTRODUCTION

THE automatic interpretation and analysis of objects in an
image is at the core of computer vision and medical

image analysis. A popular approach is analysis by synthesis
[1], which asserts that in order to explain an image, we need
to be able to synthesize its content. This is achieved by fit-
ting a probabilistic model to an image such that one-to-one
correspondence between the model and the image is estab-
lished. The image can then be explained using the model
information. The better the model represents the structure
of the objects to be analyzed, the easier it becomes to fit the
model. For this reason statistical shape models have become
very popular. An important class of statistical shape models
are point distribution models (PDMs). PDMs represent
object boundaries by their point positions. These are statisti-
cally analyzed using principal component analysis (PCA).
Well known types of PDMs include the Active Shape Model
[2] and the Morphable Model [3]. In its original formulation,
the Active Shape Model represents the object boundary

using a few manually defined landmark points. In the
Morphable Model, the boundary is represented by a dense
set of points, for which the correspondence is automatically
determined by a registration algorithm. A variety of other
statistical shape models focus on higher-order geometric
features and/or analysis by statistical techniques that recog-
nize the benefit of understanding shape relations in popula-
tions as being nonlinear [4]. We refer the reader to the
survey paper of Heimann et al. [5] for a detailed overview
of statistical shape models.

The focus of this work are point distribution models.
PDMs are linear, parametric models and hence are mathe-
matically convenient and easy to incorporate in image-
analysis algorithms. Since they can represent only shapes
that are in the linear span of the given training examples,
they lead to algorithms that are robust towards artifacts and
noise. The downside of this specificity is that to learn a
model that can express all possible target shapes, a lot of
training data is needed.

The main contribution of this work is that we introduce a
generalization of PDMs, which we refer to as Gaussian Pro-
cess Morphable Models (GPMM). We model a shape as a
deformation u from a reference shape GR � R3; i.e., a shape
s can be represented as

s ¼ fxþ uðxÞjx 2 GRg;

for some deformation u : V ! R3, with V � GR. We model
the deformations as a Gaussian process u � GP ðm; kÞ where
m : V ! R3 is a mean deformation and k : V�V ! R3�3 a
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covariance function or kernel. Note that in contrast to classi-
cal PDMs, our definition allows for the possibility to define
the boundary GR continuously. The core idea behind our
approach is that we obtain a parametric, low-dimensional
model by representing the Gaussian process using the r
leading basis function fi : V ! R3 of its Karhunen-Lo�eve
expansion

u ¼ mþ
Xr
i¼1

ai

ffiffiffiffiffi
�i

p
fi; ai 2 N ð0; 1Þ; (1)

(here, �i is the variance associated with each basis function
fi). As we usually assume strong smoothness of the def-
ormations when modeling shapes, it is often possible to
achieve good approximations using only a few leading basis
functions, which makes the representation practical. The
main difficulty of this approach is to efficiently compute
the leading eigenfunction/eigenvalue pairs. To this end, we
propose to use a Nystr€om approximation and make use of
a recently introduced computational approach which is
able to use a large number of input points for computing
the approximation [6].

The biggest advantage of GPMMs compared to PDMs is
that we have much more freedom in defining the covariance
function. As a second main contribution we will show in
Section 3 how expressive prior models for registration can be
derived by leveraging the modeling power of Gaussian pro-
cesses. By estimating the covariances from example data our
method becomes a continuous version of a PDM. When we
have no or only little training data available, arbitrary kernel
functions can be used to define the covariances. In particular,
we can define models of smooth deformations using spline
models or radial basis functions, which are frequently used
in registration approaches. We show how a simple registra-
tion approach, whose regularization properties are defined
in terms of a GPMM, allows us to use these models for actual
surface and image registration. Besides these simple models,
GPMMs also make it possible to combine different covari-
ance functions (or kernels) to mimic more sophisticated reg-
istration schemes. We show how to construct priors that
have multi-scale properties or can incorporate landmark
constraints. We will also show how to combine models
learned from training data with analytically defined covari-
ance functions in order to increase the flexibility of PDMs
in cases where not sufficient training data is available.
Although in contrast to PDMs, GPMMsmodel deformations
defined on a continuous domain, we can always discretize it
to obtain a model that is mathematically equivalent to a
PDM. This makes it possible to leverage the modeling flexi-
bility of GPMMs also in classical shapemodeling algorithms,
such as for example the Active Shape Model fitting [2] algo-
rithm or the coherent point drift method [7].

To show the versatility and effectiveness of GPMMs we
performed experiments in two typical application scenarios
of GPMMs in medical image analysis and computer vision.
The first application scenario considers the model-based
segmentation and registration of CT images of the forearm.
We discuss how to build a model which is specifically tai-
lored to the task of forearm registration. In a second experi-
ment we performed Active Shape Model fitting and show
how combining the learned model with an analytically

defined prior can improve the segmentation accuracy. Fur-
ther, we present an application of GPMMs for 3D image-to-
image registration and compare the result to the popular B-
spline registration method implemented in Elastix [8]. In
the second application scenario, we discuss how GPMMs
give rise to a new strategy for building face models, which
can make better use of the available data and can reduce the
need for tedious manual annotations. Finally, we show on a
qualitative example how GPMMs can improve an existing
face models to better fit faces that are not represented in the
original model.

As supplementary material, which can be found on the
Computer Soc ie ty Dig i ta l L ibrary a t ht tp ://doi .
ieeecomputersociety.org/10.1109/TPAMI.2017.2739743, to
this article we provide a study of the approximation proper-
ties of our numerical methods and discussion how the
approximation quality is influenced by different choices of
covariance functions. Furthermore, we discuss how to
choose the parameters of our method in order to reach a
given approximation quality. All our methods are imple-
mented as part of the open source software Statismo [9] and
Scalismo [10].

1.1 Related Work

Our work can be seen as the unification of two different con-
cepts: On one hand, we extend PDMs such that they become
more expressive. On the other handwemodel prior distribu-
tions for surface and image registration. There are works
from both the shape modeling and the registration commu-
nity which are conceptually similar or have the same goals
as we pursuit with our approach. Most notably, the work of
Wang and Staib [11], which aims for extending the flexibility
of shape models, and the work by Grenander et al. [12], who
use Gaussian processes as priors for registration are very
close in spirit to our model. The idea of Wang and Staib is to
extend the flexibility of a PDM by combining a learned
covariance matrix used in a point distribution model with
covariance matrices that represent other, synthetic deforma-
tions. This corresponds exactly to our idea for combining
covariance functions in the GP setting. However, their
method requires that the full covariance matrix can be repre-
sented, which is only feasible for very coarsely discretized
shapes. In contrast, our method yields a continuous repre-
sentation and allows for an arbitrarily fine discretization
once the prior is evaluated in the final registration procedure.
On the registration side, the use of Gaussian processes for
image registration has been extensively studied in the 90s by
Grenander et al. (see the overview article [12] and references
therein). Similar to our approach, they propose to use a basis
function representation to span the model space. However,
in all these works the basis functions have to be known ana-
lytically [13], or the initial model needs to be of finite rank
[14]. In our method we use the Nystr€om approximation to
numerically approximate the leading eigenfunctions, which
makes it possible to approximate any Gaussian process and
thus to allow us to use arbitrary combinations of kernels in
our models. We believe that this modeling flexibility is what
makes this approach so powerful.

Besides the above mentioned works that aim at unifying
the concepts of priors for registration and shape modeling,
there is a huge body of literature on non-rigid registration,
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to which our method is directly relevant. Non-rigid registra-
tion is a fundamental problem in computer graphics, com-
puter vision and medical image analysis [15], [16], [17]. A
comprehensive overview of recent approaches for non-rigid
registration used in medical image analysis is given by Soti-
ras et al. [16]. In computer vision, very similar registration
methods to those used in medical image analysis are used
in optical flow computation [15]. Registration approaches
are also of importance in other areas of computer vision,
such as for example in stereo matching [18] or finding corre-
sponding matching points in images [19]. An important
part of all these methods is to formulate appropriate prior
assumption over the possible deformation fields, and hence
the ideas proposed in this paper are directly applicable.

The space of admissible deformations represented by
GPMMs is defined using a covariance function (or kernel).
Mathematically this space corresponds to a Reproducing
Kernel Hilbert Space (RKHS). There are many other works
that propose to model the admissible deformations for non-
rigid registration by means of a kernel and RKHS. Especially
for landmark based registration, spline based models and
radial basis functions have been widely used [20]. The algo-
rithm for solving a standard spline-based landmark registra-
tion problem corresponds to the MAP solution in Gaussian
process regression [21]. Using Gaussian process regression
for image registration has been proposed by Zhu et al. [22]. A
similar framework for surface registration, where kernels are
used for specifying the admissible deformationwas proposed
by Steinke et al. [23].While they do not provide a probabilistic
interpretation of the problem, their approach results in the
same final registration formulation as our approach. The use
of Reproducing Kernel Hilbert Spaces for modeling admissi-
ble deformation also plays an important role for diffeomor-
phic image registration (see, e.g., [24], Chapter 9). In this
context, it has also been proposed to combine basic kernels for
multi-scale [25], [26] and spatially-varying models [27] for
registration. However, the work focuses more on the mathe-
matical and algorithmic aspects of enforcing diffeomorphic
mappings rather than themodeling aspect.

Besides the work of Wang and Staib [11] there have been
many other works for extending the flexibility of PDMs.
This is typically achieved by adding artificial training data
[28] or by segmenting the model either spatially [3], [29] or
in the frequency domain [30], [31]. The use of Gaussian pro-
cesses to model the covariance structure is much more gen-
eral and subsumes all these methods. Another set of work
gives shape model based algorithms more flexibility for
explaining a target solution [32], [33], [34]. Compared to our
model, these approaches have the disadvantage that the
model is not generative anymore and does not admit a clear
probabilistic interpretation.

This paper is a summary and extension of our previous
conference publications [35], [36], [37]. It extends our previ-
ous work in several ways: 1) It provides an improved pre-
sentation of the basic method and in particular its numeric
implementation. 2) It provides an analysis of the approxi-
mation properties of this scheme. 3) It proposes new combi-
nations of kernels to combine point distribution models
with GPMMs based on analytically defined kernels. 4) It fea-
tures a more detailed validation including surface and
image registration, as well as Active Shape Model fitting.

2 GAUSSIAN PROCESS MORPHABLE MODELS

Before describing GPMMs, we summarize the main con-
cepts behind point distribution models, on which we will
build up our work.

2.1 Point Distribution Models

The main assumption behind point distribution models is
that the space of all possible shape deformations can be
learned from a set of typical example shapes fG1; . . . ;Gng.
Each shape Gi is represented as a discrete set of landmark
points; i.e.,

Gi ¼ fxi
k jxk 2 R3; k ¼ 1; . . . ; Ng;

where N denotes the number of landmark points. In early
approaches, the points typically denoted anatomical land-
marks, and N was consequently small (in the tens). Most
modern approaches use a dense set of points to represent
the shapes. In this case, the number of points is typically in
the thousands. The crucial assumption is that the points are
in correspondence among the examples. This means that
the kth landmark point xi

k and xj
k of two shapes Gi and Gj

represent the same anatomical point of the shape. These cor-
responding points are either defined manually, or automati-
cally determined using a registration algorithm. To build
the model a shape Gi is represented as a vector si 2 R3N ,
where the x; y; z� components of each point are stacked
onto each other:

~si ¼ ðxi1x; xi
1y; x

i
1z; . . . ; x

i
Nx; x

i
Ny; x

i
NzÞ:

This vectorial representation makes it possible to apply the
standard multivariate statistics to model a probability distri-
bution over shapes. The usual assumption is that the shape
variations can be modeled using a normal distribution

s � Nðm;SÞ;

where the mean m and covariance matrix S are estimated
from the example data

m ¼ s :¼ 1

n

Xn
i¼1

~si (2)

S ¼ S :¼ 1

n� 1

Xn
i¼1

ð~si � sÞð~si � sÞT : (3)

As the number of points N is usually large, the covariance
matrix S cannot be represented explicitly. Fortunately, as it
is determined completely by the n example data-sets, it has
at most rank n and can therefore be represented using n
basis vectors. This is achieved by performing a Principal
Component Analysis [38]. In its probabilistic interpretation,
PCA leads to a model of the form

s ¼ sþ
Xn
i¼1

ai

ffiffiffiffi
di

p
~ui; (4)

where ðui; diÞ; i ¼ 1; . . . ; n, are the eigenvectors and eigenval-
ues of the covariance matrix S. Assuming that ai � Nð0; 1Þ in
(4), it is easy to check that s � Nðs; SÞ. Thus, we have a effi-
cient, parametric representation of the distribution.
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2.2 Gaussian Process Morphable Models

The literature on PDMs usually emphasizes the shapes that
are modeled. Equation (4) however, gives rise to a different
interpretation: A point distribution model is a model of
deformations ~f ¼

Pn
i¼1 ai

ffiffiffiffi
di

p
~ui � Nð0; SÞ which are added

to a mean shape s. The probability distribution is on the
deformations. This is the interpretation we use when we
generalize these models to define Gaussian Process Morph-
able Models. We define a probabilistic model directly on the
deformations. To stress that we are modeling deformations
(i.e., vector fields defined on the reference domain GR), and
to become independent of the discretization, we model the
deformations as a Gaussian process.

Let GR � R3 be a reference shape and denote by V � R3 a
domain, such that GR � V. We define a Gaussian process
u 2 GPðm; kÞwith mean function m : V ! R3 and covariance
function k : V�V ! R3�3. Note that any deformation û
sampled from GPðm; kÞ gives rise to a new shape by warp-
ing the reference shape GR

G ¼ fxþ ûðxÞ jx 2 GRg:

Similar to the PCA representation of the PDM used in
(Equation (4)), a Gaussian process GPðm; kÞ can be repre-
sented in terms of an orthogonal set of basis functions
ffig1i¼1

uðxÞ � mðxÞ þ
X1
i¼1

ai

ffiffiffi
�

p
ifiðxÞ; ai 2 Nð0; 1Þ; (5)

where ð�i;fiÞ are the eigenvalue/eigenfunction pairs of the
integral operator

T kfð	Þ :¼
Z
V

kðx; 	ÞfðxÞ drðxÞ;

and rðxÞ denotes a measure. The representation (5) is
known as the Karhunen-Lo�eve expansion of the Gaussian
process [39]. Since the random coefficients ai are uncorre-
lated, the variance of u is given by the sum of the variances
of the individual components. Consequently, the eigenvalue
�i corresponds to the variance explained by the ith compo-
nent. This suggests that if the �i decay sufficiently quickly,
we can use the low-rank approximation

~uðxÞ � mðxÞ þ
Xr
i¼1

ai

ffiffiffi
�

p
ifiðxÞ; (6)

to represent the process. The expected error of this approxi-
mation is given by the tail sum

X1
i¼rþ1

�i:

The resulting model is a finite dimensional, parametric
model, similar to a standard statistical model. Note how-
ever, that there is no restriction that the covariance func-
tion k needs to be learned from examples, as is required
for the sample covariance matrix in (2). Any valid posi-
tive definite covariance function can be used. As we will
show in Section 3 this makes it possible to define power-
ful prior models, even when there is little or no example
data available.

2.3 Computing the Eigenfunctions

The low-rank approximation (6) can only be performed if
we are able to compute the eigenfunction/eigenvalue pairs
ðfi; �iÞri¼1. Although for some kernel functions analytic solu-
tions are available (see, e.g., [12], [13]), for most interesting
models we need to resort to numeric approximations. A
classical method, which has recently received renewed
attention from the machine learning community, is the
Nystr€om method [21]. The goal of the Nystr€om method is to
obtain a numerical estimate for the eigenfunctions/eigen-
values of the integral operator

T kfð	Þ :¼
Z
V

kðx; 	ÞfðxÞdrðxÞ; (7)

i.e., the pairs ðfi; �iÞ, satisfying the equation

�ifiðx0Þ ¼
Z
V

kðx; x0ÞfiðxÞ drðxÞ; 8x0 2 V; (8)

are sought. The Nystr€om method is intended to approxi-
mate the integral in (8). This can, for example, be achieved
by letting drðxÞ ¼ pðxÞ dx where pðxÞ is a density function
defined on the domain V, and to randomly sample points
X ¼ fx1; . . . ; xng; xl according to p. The samples ðxlÞl¼1;...;n

for x0 in (8) lead to the matrix eigenvalue problem

Kui ¼ �mat
i ui; (9)

where Kil ¼ kðxi; xlÞ is the kernel matrix, ui denotes the ith
eigenvector and �mat

i the corresponding eigenvalue. The
eigenvalue �mat

i approximates �i, while the eigenfunction fi

in turn is approximated with

~fiðxÞ ¼
ffiffiffi
n

p

�mat
i

kXðxÞui 
 fiðxÞ; (10)

where kXðxÞ ¼ ðkðx1; xÞ; . . . ; kðxn; xÞÞ. Note that since the
kernel is matrix valued (k : V�V ! Rd�d), the matrices K
and kX are block matrices:K 2 Rnd�nd and kX 2 Rnd�d.

Clearly, the quality of this approximation improves with
the number of points n that are sampled (see the supple-
mentary material, available online, for a detailed discus-
sion). As n becomes larger (i.e., exceeds a few thousand
points), deriving the eigenvalue problem (9) might still be
computationally infeasible. Following Li et al. [6], we there-
fore apply a random SVD [40] for efficiently approximating
the first eigenvalues/eigenvectors without having to com-
pute the eigenvalues of the full N �N matrix. Theoretical
bounds of the method [40], as well as its application for the
Nystr€om approximation [6], show that it leads to accurate
approximation for kernels with a fast decaying spectrum.
For our application, the error induced by the random SVD
is negligible compared to the approximation error caused
by the low-rank approximation and the Nystr€ommethod.

2.3.1 Accuracy of the Low-Rank Approximation

It is clear that our method depends crucially on the quality of
the low-rank approximation. Ideally, we would like to see
the low-rank model as a convenient reparametrization of the
original process, which would not affect the shape variations
that are spanned by our model. This is indeed the case when
there are strong correlations in the deformations, which is
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for example the case when the modeled deformations are
smoothly varying over the domain. Fortunately, in shape
modeling it is usually justified to make strong smoothness
assumptions, and thus the approximation works well in
practice. However, if we want to model very small, local var-
iations, the quality of the low-rank approximation starts to
deteriorate. In order not to digress from the main theme of
the paper, we have put a detailed discussion of these issues
into the supplementarymaterial, available online.

2.3.2 Computational Complexity and Practical

Implementation

From Equation (6) we see that for evaluating a deformation u
at a point x, the sum over the r eigenfunctions evaluated at x
needs to be computed. This in turn requires n evaluations of
the kernel function to compute the nd�vector kXðxÞ in (10).
For a fixed covariance function the complexity is clearly
linear in r and n. In shape modeling applications, we often
need to compute the deformations for all the points of a
densely represented surface, which might have hundred-
thousands of points. Depending on the kernel and the num-
ber of eigenfunctions to be computed, the computation
might take several minutes. An effective strategy in such
cases is to discretize the mean function m and eigenfunctions
fi; i ¼ 1; . . . ; r in an offline step for all the points of interest.
We note that for a fixed discretization ~V ¼ fx1; . . . ; xNg we
can define the vectors

s :¼
ðmðx1Þx;mðx1Þy;mðx1Þz; . . . ;mðxNÞx;mðxNÞy;mðxNÞzÞ

T ;

and

ui :¼
ðfiðx1Þx;fiðx1Þy;fiðx1Þz; . . . ;fiðxNÞx;fiðxNÞy;fiðxNÞzÞ

T ;

and arrive at a model of the same mathematical form as the
classical point distribution model defined in (4). Conse-
quently, it can be used as a replacement in any algorithm
that uses classical point distribution models, and it has
exactly the same runtime complexity.

3 MODELING WITH KERNELS

The formalism of Gaussian processes provides us with a
rich language to model shape variations. In this section we
explore some of these modeling possibilities, with a focus
on models that we find most useful in our work on model-
based image analysis and in particular surface and image
registration. Many more possibilities for modeling with
Gaussian processes have been explored in the machine
learning community (see, e.g., Duvenaud, Chapter 2 [41]).

To visualize the shape variations represented by a model,
we define a GPMM on the face surface (see Fig. 1) and show
the effect that randomly sampled deformation from this
model have on the face surface.1 Using the face for visualiz-
ing shape variations has the advantage that we can judge
how anatomically valid a given shape deformation is.

3.1 Models of Smooth Deformations

A simple Gaussian process model is a zero mean Gaussian
process that enforces smooth deformations. The assumption
of a zero mean is typically made in registration tasks. It
implies that the reference surface is a representative shape
for the class of shapes which are modeled or, in other
words, that the shape is close to a (hypothetical) mean
shape. A particularly simple kernel that enforces smooth-
ness is the Gaussian kernel defined by

kgðx; yÞ ¼ expð�kx� yk2=s2Þ;

where s2 defines the range over which deformations are
correlated. Hence the larger the values of s, the more
smoothly varying the resulting deformations fields will be.
In order to use this scalar-valued kernel for registration, we
can define a matrix valued kernel as

kðx; yÞ ¼ s 	 I3�3kgðx; yÞ;

where the identity matrix I3�3 signifies that the x; y; z com-
ponent of the modeled vector field are independent. The
parameter s 2 R determines the variance (i.e., scale) of a
deformation vector. Fig. 2 shows random samples from the
model for two different values of s. This construction can
be generalized by defining the matrix valued kernel as

kðx; yÞ ¼ Akgðx; yÞAT ; A 2 R3�3; (11)

which allows us to introduce anisotropic scaling and corre-
lations between the components.

Besides Gaussian kernels, there are many different ker-
nels that are known to lead to smooth functions. For regis-
tration purposes, spline models, Elastic-Body Splines [43] B-
Splines [44] or Thin Plate Splines [45] are maybe the most
commonly used ones.

3.2 Point Distribution Models

An ideal prior for the registration of faces would only allow
valid face shapes. This is the motivation behind PDMs [2], [3].
The characteristic deformations are learned from a set of typi-
cal examples surfacesG1; . . . ;Gn. More precisely, by establish-
ing correspondence, between a reference GR and each of the

Fig. 1. The 3D face surface used to illustrate the effect of different models. Fig. 2. Samples using a Gaussian kernel with scale factor s ¼ 10 and
bandwidth s ¼ 100 mm.

1. This face is the average face of the publicly available Basel Face
Model [42].
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training surfaces, we obtain a set of deformation fields
fu1; . . . ; ung; ui : V ! Rd, where uiðxÞ denotes a deformation
field that maps a point on the reference x 2 GR to its corre-
sponding point uiðxÞ on the ith training surface. A Gaussian
process GPðmPDM; kPDMÞ that models these characteristic
deformations is obtained by estimating the empiricalmean

mPDMðxÞ ¼
1

n

Xn
i¼1

uiðxÞ;

and covariance function

kPDMðx; yÞ ¼
1

n� 1

Xn
i¼1

ðuiðxÞ � mPDMðxÞÞðuiðyÞ � mPDMðyÞÞT :

(12)

We refer to the kernel kPDM as the sample covariance kernel or
empirical kernel. Samples from such a model are depicted
in Fig. 3, where the variation was estimated from 200 face
surfaces from the Basel Face Model [42]. In contrast to the
smoothness priors, all the sampled face surfaces represent
anatomically plausible faces. The model that we obtain
using this sample covariance kernel is a continuous analog
to a PCA based shape model.

3.3 Combining Kernels

The real power of modeling with Gaussian processes comes
to bear if the “simple” kernels are combined to define new
kernels, making use of a rich algebra that kernels admit. In
the following, we present basic combinations of kernels to
give the reader a taste of what can be achieved. For a more
thorough discussion of how positive definite kernels can be
combined, we refer the reader to Shawe-Taylor et al. [46]
(Chapter 3, Proposition 3.22).

3.3.1 Multiscale Models

If k1; . . . ; kn : V�V ! Rd�d are positive definite kernels,
then the linear combination

kSðx; x0Þ ¼
Xl
i¼1

aikiðx; x0Þ; ai 2 R;

is positive definite as well. This provides a simple means of
modeling deformations on multiple scale levels by sum-
ming kernels that model smooth deformations with kernels
for more local, detailed deformation. A particularly simple
implementation of such a strategy is to sum up Gaussian
kernels, with decreasing scale and bandwidth

kMSðx; x0Þ ¼
Xl
i¼1

s

i
I3�3exp �kx� x0k2

ðs=iÞ2

 !
;

where s determines the base scale and s the smoothness and
l the number of levels. As shown in Fig. 4, this simple
approach already leads to a multiscale structure that models
both large scale deformations as well as local details.

3.3.2 Reducing the Bias in Point Distribution Models

Due to the limited availability of training examples, point dis-
tribution models are often not able to represent the full shape
space accurately and thus introduce a bias towards the train-
ing shapes into model-based methods [34]. One possibility
to avoid this problem is to provide an explicit bias model,
which is added to the point distribution model. Denote by
kPDM : V�V ! Rd�d the sample covariance kernel and let
kg : V�V ! R be a Gaussian kernel with bandwidth param-
eter s. A simple model to reduce the bias would be to use a
Gaussian kernelwith a large bandwidth; i.e., we define

kbðx;x0Þ ¼ kPDMðx;x0Þ þ sI3�3kgðx;x0Þ;

where the parameter s defines the scale of the average error.
This parameter could, for example, be estimated using
crossvalidation. This simple model assumes that the error is
spatially correlated; i.e., if a model cannot explain the struc-
ture at a certain point, its neighboring points are likely to
also show the same error.

3.3.3 Localizing Point Distribution Models

Another possibility to obtain more flexible models is to make
models more local by breaking the global correlations. Recall-
ing that the kernel function kðx;x0Þ models the correlation
between the points x and x0. Setting the correlation kðx; x0Þ to
0 for x 6¼ x0 decouples the points and hence increases the flexi-
bility of a model. Such an effect can be achieved by amultipli-
cation of two kernel functions, which again results in a
positive definite kernel. A simple example of a local model is
obtained bymultiplying a kernel with a Gaussian kernel with
small bandwith s. For example, by defining

klðx; x0Þ ¼ kPDMðx; x0Þ � I3�3kgðx; x0Þ;

(where � defines element-wise multiplication), we obtain a
localized version of a point distribution model. Samples
from such a model are shown in Fig. 5. We observe that the
samples locally look like valid faces, but globally, the kernel
still allows for more flexible variations, which could not be
described by the model, and which may not constitute an
anatomically valid face.

3.4 Posterior Models

In many applications we have not only information about
the correlations but know for certain points exactly how

Fig. 3. Samples using a sample covariance kernel, which is learned from
200 training faces. All the random samples look like valid faces. Fig. 4. Samples using a kernel defined on multiple scales. The random

sample show large deformations which change the overall face shape,
as well as local, detailed shape variations.
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they should be mapped. Assume for instance, that a user
has clicked a number of landmark points on a reference
shape LR ¼ fl1R; . . . ; lnRÞg together with the matching points
on a target surface LT ¼ fl1T ; . . . ; lnT Þg. From the landmarks
we can compute the deformation ûi for each point liR of the
reference shape

L ¼ fðl1R; l1T � l1RÞ; . . . ; ðlnR; lnT � lnRÞg
¼: fðl1R; û1Þ; . . . ; ðlnR; ûnÞg:

Let u � GP ðm; kÞ be a Gaussian process model and assume
further that the observations ûi are subject to Gaussian noise
� � Nð0; sI3�3Þ. It turns out that the distribution ujl1R; . . . ; lnR;
û1; . . . ; ûn is again a Gaussian process GP ðmp; kpÞ whose
mean mp and covariance kp are known in closed form. This
construction is known as Gaussian process regression. We
refer to [21], Chapter 2, and [35] for the mathematical
details. Fig. 6 shows random samples from such prior,
where the points shown in red were fixed by setting ðûi ¼
ð0; 0; 0ÞT Þ; i ¼ 1; . . . ; nÞ.

4 REGISTRATION USING GAUSSIAN PROCESS

MORPHABLE MODELS

In this section we show how we can use GPMMs as prior
models for surface and image registration. The idea is that
we define a model for the variability of a given object
OR � Rd and fit this model to a target object OT � Rd, which
is either represented as a surface or an image. Our main
assumption is that we can identify for each point xR 2 OR, a
corresponding point xT 2 OT of the target object OT . More
formally, it is assumed that there exists a deformation
u : V ! Rd such that

OT ¼ fxþ uðxÞjx 2 ORg:

The goal of the registration problem is to recover the defor-
mation field u, which relates the two objects. To this end,
we formulate the problem as a MAP estimate

arg max
u

pðuÞpðOT jOR; uÞ; (13)

where pðuÞ � GPðm; kÞ is a Gaussian process prior over the
admissible deformation fields and the likelihood function
pðOT jOR; uÞ is defined as

pðOT jOR; uÞ ¼
1

Z
expð�h�1D½OR;OT ; u�Þ:

Here D is a metric that measures the similarity of the objects
OT andOR, h 2 R is a weighting parameter and Z a normali-
zation constant. In order to find the MAP solution, we refor-
mulate the registration problem as an energy minimization

problem. Taking logs in (13) we arrive at the equivalentmini-
mization problem

arg min
u

D½OR;OT ; u� � h ln pðuÞ: (14)

Using the low-rank approximation (Equation (6)) we can
restate the problem in the parametric form

arg min
a1;...;ar

D OR;OT ;mþ
Xr
i¼1

ai

ffiffiffi
�

p
ifi

" #
þ h0

Xr
i¼1

a2
i ; (15)

where we used that the coefficients a in (6) are independent
and hence pðuÞ / expð�

Pr
i¼1 a

2
i Þ.

The final registration formulation (15) is highly appeal-
ing. All the assumptions are represented by the eigenfunc-
tions fi; i ¼ 1 . . . ; r, which in turn are determined by the
Gaussian process model. Thus, we have split the registra-
tion problem into three separate problems:

(1) Modeling: Specify a model for the deformations by
defining a Gaussian process model for the deforma-
tions u � GPðm; kÞ

(2) Approximation: Approximate the model by replacing
in parametric form ~u ¼ mþ

Pr
i¼1 ai

ffiffiffiffiffi
�i

p
fi � GPðm; ~kÞ,

in terms of its eigendecomposition.
(3) Fitting: Fit the model to the data by minimizing the

optimization problem (15).
The separation of the modeling and the fitting step is

most important, as it allows us to treat the conceptual work
of modeling our prior assumptions independently from the
search of a good algorithm to actually perform the registra-
tion. Indeed, in this paper we will use the same, simple fit-
ting approach for both surface and image fitting, which we
detail in the following.

4.1 Model Fitting for Surface and Image
Registration

To turn the conceptual problem (15) into a practical one, we
need to specify the representations of the reference and target
objectOR;OT and define a distancemeasureD between them.

We start with the case where the object OR;OT corre-
spond to surfaces GR;GT � R3. A simple measure D is the
mean squared distance from the reference to the closest tar-
get point, i.e.,

D½GR;GT ; u� ¼
Z
GR

ðCPGT ðxþ uðxÞÞÞ2 dx;

where CPGT is the distance function defined by

CPGT ðxÞ ¼ kx� arg min
x02GT

kx� x0kk:

Fig. 5. Random samples form a localized point distribution model.
Whereas the variations look anatomically valid locally, there are no
global correlations anymore, which makes the model more flexible.

Fig. 6. Random samples from a posterior model, which has been obtained
by taking the Gaussian process model shown in Fig. 2, and applying
Gaussian process regression to keep the points shown in red fixed.
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Hence, for the case of surface registration, the registration
problem (15) becomes

arg min
a

Z
Gr

CPGT xþ
Xr
i¼1

ai

ffiffiffi
�

p
ifiðxÞ

 !
dxþ h

Xr
i¼1

a2
i : (16)

Note that for surface registration, we are only interested in
deformations defined on GR. It is therefore sufficient to com-
pute the Nystr€om approximation using only points sampled
from the reference GR.

The second important case is image registration. Let
IR; IT : V ! R be two images defined on the image domain
V. In this case, we usually choose D such that it integrates
some function of the image intensities over the two images
(see, e.g., [16] for an overview of different similarity meas-
ures). In the simplest case, we can use the squared distance
of the intensities. The image registration problem becomes

arg min
a

Z
V

IRðxÞ � IT xþ
Xr
i¼1

ai

ffiffiffi
�

p
ifiðxÞ

 !" #2
dxþ h

Xr
i¼1

a2
i :

(17)

Note that to be well defined, the Gaussian process needs
to be defined on the full image domain V. Therefore, we
sample points from the full image domain V to compute the
Nystr€om approximation.

Independently of whether we do surface or image regis-
tration, we can easily obtain a hybrid registration scheme
by including landmarks directly into the model using a pos-
terior model (cf. Section 3.4). Furthermore, besides these
straight-forward algorithms for surface and image registra-
tion, we can also directly make use of any algorithm that is
designed to work with classical PDMs, such as for example
the Active Shape Model fitting method [2]. This is possible
because the model (6) is of the same form as a PDM, with
the only difference that we have continuously defined basis
function. As discussed in Section 2.3.2 we can obtain the
same representation as a classical PDM by discretizing the
basis functions for a given set of points.

5 RESULTS

In this section we illustrate the use of GPMMs in typical
application scenarios frommedical image analysis and com-
puter vision.

5.1 Model-Based Segmentation of Forearm CT
Images

We start with a discussion on how to build an application-
specific prior model of the ulna bone using analytically
definedkernels.Weuse thismodel to perform surface registra-
tion in order to establish correspondence between a set of ulna-
surfaces, and thus to be able to build a point distribution
model. In a second experiment we use this model to perform
Active ShapeModel fitting and showhow increasing themod-
el’s flexibility using a GPMM improves the results. Finally, we
also show an application of GPMMs for image registration.

5.1.1 Experimental Setup

Our data consists of 36 segmented images of the right fore-
arm bones (ulna and radius). For 27 of these bones we have

the original CT image. Using the 36 given segmentations,
we extracted the ulna surface using the marching cubes
algorithm [47]. We chose an arbitrary data-set as a refer-
ence and defined on each ulna surface 4 landmark points
(two on the proximal, two on the distal part of the ulna),
which we used to rigidly aligned the original images,
the segmentation as well as the extracted surfaces to the
reference image [48]. Fig. 7 shows a typical CT image
and the forearm bones.

We integrated GPMMs in the open source shape model-
ing software libraries Scalismo [10] and Statismo [9]. We
used Scalismo for model-building, surface registration and
Active shape model fitting. For performing the image regis-
tration experiments, we used Statismo, together with the
Elastix toolbox for non-rigid image registration [8].

5.1.2 Building Prior Models

The first step in any application of GPMMs is building a
suitable model. In the first two examples, we concentrate on
the ulna. We know from prior experience that the deforma-
tions are smooth. We capture this by building our models
using a Gaussian kernel

kðs;sÞg ðx; x0Þ ¼ sI 3�3expð�kx� x0k2=s2Þ;

where s determines the scale of the deformations and s the
smoothness. The simplest model we build is an isotropic
Gaussian model defined using only a single kernel kð100;100Þg

ðx; x0Þ. The next, more complex model is an (isotropic) multi-
scalemodel thatmodels deformations on different scale levels

kmsðx; x0Þ ¼
X3
i¼1

kð100=i;100=iÞg ðx; x0Þ:

In the third model, we include the prior knowledge that for
the long bones, the dominant shape variation corresponds to
the length of the bone. Using the construction given in Equa-
tion (11)we can define the anisotropic covariance function

kamsðx;x0Þ ¼ RSkð150;100Þg ðx; x0ÞSTRT

þ kð50;50Þg ðx; x0Þ þ kð30;30Þg ðx; x0Þ;

where R 2 R3�3 is the matrix of the main principal axis of
the reference and S ¼ diagð1; 0:1; 0:1Þ 2 R3�3 is a scaling
matrix. Multiplying with the matrix SR has the effect that
the scale of the deformations in the direction of the main
principal axis (i.e., the length axis) is amplified 10 times
compared to the deformations in the other space directions.
We compute for each model the low-rank approximation,
where we choose the number of basis functions such that 99
percent of the total variance of the model is approximated.

Fig. 7. A slice through a CT image of the forearm (left) and the extracted
bone surface from a ground-truth segmentation.
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Fig. 8 shows the first mode of variation of the three models.
We observe that for the anisotropic model, the main varia-
tion is almost a pure scale variation in the length axis, while
in the other models it goes along with a bending of the bone.

Following Styner et al. we evaluate these three models
using the standard criteria generalization, specificity and
compactness [49]. Generalization refers to the model’s abil-
ity to accurately represent all valid instances of the modeled
class. We will discuss it in the next section. Specificity refers
to the model’s ability to only represent valid instances of
the modeled bone. It is evaluated by randomly sampling
instances of the model and then determining their distance
to the closest example of a set of anatomically normal train-
ing examples. Compactness is the accumulated variance for
a fixed number of components. This reflects the fact that if
two models have the same generalization ability, we would
prefer the one with less variance. Table 1 summarizes the
specificity and compactness for these models. We evaluated
both measures once consider only the first component, and
once with the full model. We see the anisotropic model is
more specific and more compact than the other models,
which means that it should lead to more robust results in
practical applications.

5.1.3 Surface Registration

To evaluate the generalization ability, we need to determine
how well the model can represent valid target shapes, by fit-
ting the model to typical shape surfaces. To fit the model,
we use the surface registration algorithm presented in
Section 4.1. Fig. 9 shows a boxplot with the generalization
results. We also see that the multi-scale and the anisotropic
model lead to similar results, but both outperform model
where only a simple Gaussian kernel was used. That the
anisotropic model can fit the models with the same accuracy
as the multi-scale model, despite being much more com-
pact, means that it is clearly better targeted to the given
application. We we will see in the last experiment, this is a
big advantage in more complicated registration tasks, such
as image to image registration.

5.1.4 Generalized Active Shape Model Fitting

The well known Active Shape Modeling approach [2] can be
interpreted as a special case of Gaussian process registration
as introduced in Section 4, where the model is a classical
PDM (i.e., the sample mean and covariance kernel (12) are
used) and an iterative algorithm is used to fit the model to
the image. Active Shape Model fitting is a very successful
technique for model-based segmentation. Its main draw-
back is that the solution is restricted to lie in the span of the
underlying point distribution model, which might not be
flexible enough to accurately represent the shape. In our
case, where we have only 36 datasets of the ulna available,
we expect this to be a major problem.

To build an Active Shape Model, we use the fitting
results obtained in the previous section together with the
original CT images as training data. Besides a standard
ASM, we use the techniques for enlarging the flexibility of
shape models discussed in Section 3, to build an extended
model with additive smooth deformations (cf. Section
3.3.2), and a “localized” model (cf. Section 3.3.3). In the first
case, we use a Gaussian kernel kð3;100Þg to model the unex-
plained part. Also for localization we choose a Gaussian
kernel kð1;100Þg , but this time with scale 1, in order not to
change the variance of the original model. In both cases, we
approximate the first 100 eigenfunctions. Fig. 10 shows the
corresponding fitting result from a leave-one-out experi-
ment. We see that both the extended and the localized
model improve the results compared to the standard Active

Fig. 8. The effect of varying the first two modes of variation for each
model.

TABLE 1
The Specificity and Compactness Values Computed

for Each of the Three Models

Model Specificity Compactness

1st PC Full model 1st PC Full model

Gauss 2.6 5.8 50.6 299.1
Isotropic Multi-Scale 2.3 6.1 51.1 317.0
Anisotropic Multi-Scale 1.9 2.9 51.1 137.1

The lower the specificity and compactness the better.

Fig. 9. Generalization ability measured by fitting the different models to
all ulna surfaces.

Fig. 10. Accuracy of the active shape model fitting algorithm for three
different models.
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Shape Model. We can also observe that by adding flexibility,
the model becomes less robust and the number of outliers
(i.e., bad fitting results) increases.

We can remedy that effect by incorporating landmark
constraints on the proximal and distal ends, by computing a
posterior model (see Section 3.4). This has the effect of fixing
the proximal and distal ends and prevents the model from
moving away too far from the correct solution. Fig. 11
shows that this has the desired effect and the combination
of including landmarks and increasing the model flexibility
leads to clearly improved results.

5.1.5 Image to Image Registration

In the next experiment we show that our model can also be
used to perform 3D image to image registration, using the
full forearm CT images. We choose one image as a reference
and build a GPMM on the full image domain. In the appli-
cation of GPMMs to image registration, we have to be care-
ful about the image borders, as the basis functions are
global, and hence values at the boundary might strongly
influence values in the interior. We therefore mask the
images and optimize only on the bounding box of the bones.
We use a simple mean squares metric and a stochastic gra-
dient descent algorithm to optimize the registration func-
tional (17). To evaluate the method, we warp the ground-
truth segmentation of the forearm bones with the resulting
deformation field and determine the distance between the
corresponding surfaces. Fig. 12 shows the results for the
same three models as used in the first experiment. In this
example, where the optimization task is much more diffi-
cult, we see that the anisotropic model, which is much more
targeted to the application, has clear advantages.

We also compared our method to a standard B-Spline reg-
istration method [50], which is the standard registration
method used in Elastix. First, we use a B-spline that is only
defined on a single scale level. As expected, since B-Splines
are not application-specific, the registrations are less robust
and the accuracy is worse on average (see Fig. 12). In its stan-
dard setting, Elastix uses a multi-resolution approach, where
it refines the B-Spline grid, in every resolution level. This
corresponds roughly to our multi-scale approach, but with
the important difference that new scale levels are added
for each resolution level. This strategy makes the approach
much more stable and, thanks to the convenient numerical

properties of B-Splines, allows for arbitrarily fine deforma-
tions. As shown in Fig. 13 in this multi-resolution setting,
the B-Spline registration yields more accurate results on
average than our method, but, as expected, is less robust. It
is interesting to compare the two strategies in more detail.
While our model has 500 parameters, the final result of the
B-Spline registration has 37,926 parameters. Thanks to the
convenient numerical properties of B-Splines, more could
be added if to increase the model’s flexibility even further.
This explains why the B-Spline approach can yield more
accurate solutions than GPMMs. With GPMMs, the number
of parameters is limited by the number of eigenfunctions
we can accurately approximate. If the image domain is large
compared to the scale of the features we need to match, this
quickly becomes a limitation. We refer to the supplemen-
tary material, available online, for a more detailed discus-
sion of the approximation quality.

5.2 Face Modeling Using GPMMs

Point distribution models of the face, such as the Basel Face
Model [51] or the Large Scale Facial Model [52], are of great
importance in computer vision. As humans perceive even
tiny errors in the registration as unnatural, these models are
usually learned from manually cleaned face scans, where
all the salient points are annotated with landmarks. In this
experiment we show a strategy for model building using

Fig. 11. Accuracy of the active shape model fitting algorithm for three
different models, when 4 landmarks at the proximal and distal ends were
used to make the models more robust.

Fig. 12. Accuracy of image to image registration results performed with
differentmodels, compared on a ground-truth segmentation of the bones.

Fig. 13. Accuracy of image to image registration results performed with
our best model, compared to a single-level and multi-level b-spline
registration method implemented in Elastix.
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GPMMs, which can make better use of the available data
and requires less annotation. The idea is to build a point dis-
tribution model already once a few scans are registered.
This core model is extended with an analytically defined
prior and used in subsequent registration. Since this new
prior already contains scans where the right correspond-
ences has been enforced, we expect that it leads to better
correspondence.

To test this hypothesis, we use 100 face scans from the
publicly available Bu3D database [53]. The reference face
and two example scans are shown in Fig. 14. The scans are
manually annotated with landmarks. The number of land-
marks differs, depending on the quality of the scan, but all of
them have at least the lips, nose tip and eye corners anno-
tated. We compare three different strategies for registration.
In the first, we perform a basic registration using no land-
marks. In the second, we use all the annotations. In the third,
we use 10 of the registration results that were obtained using
the landmarks, to build the coremodel. The basis for all three
registrations is the following prior model, which is a sum of
Gaussian kernels defined on different scale levels

kmsðx; x0Þ ¼
X3
i¼0

30

2i
exp �kx� x0k2

ð80=2i Þ2
 !

I3�3: (18)

To include the landmarks in the second strategy, a poste-
rior model is built (Cf. Section 3.4). The extended model
is built by adding to the sample covariance kernel kPDM,
computed from the registered surface scans, a scaled ver-
sion of the multi-scale kernel skms. The scaling factor s
was determined by computing the maximal reconstruction
error � over all the scans and then choosing s such that
3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
skmsðx; xÞ

p
¼ �. The reference shape (Fig. 14a) is regis-

tered onto the target scans using the surface registration
algorithm described in Section 4.1.2

Fig. 15 shows the average error of the registration for the
three different strategies. All three strategies lead to an accu-
rate fit with an average surface distance to the ground-truth
scan of less than 0.3 mm. The quality of the correspondence
however, greatly differs. Fig. 15b shows that the distance at

the annotated landmarks points. As expected, the registration
that explicitly includes all the landmark constraints is clearly
best. The average error in this case corresponds to the mod-
eled uncertainty for the landmarks. More interestingly, we
see that including the registered example scans into the prior
clearly leads to improved correspondences.

As a final experiment, we show how increasing the flexi-
bility of the model can be used to work around limitations
of already existing high quality face models, such as for
example the Basel Face model (BFM) [51]. The BFM was
built using mainly young people, and hence does not gener-
alize well when registering older faces. To work around this
limitation, we extend the shape variations modeled by the
BFM with smooth deformations given by a Gaussian kernel
with a very small scale:

kðx; x0Þ ¼ kBFMðx; x0Þ þ 1:0exp �kx� x0k2

302

 !
;

Since we choose the scale of the added deformation small,
the model variation is dominated by the variation in the
Basel face model and hence samples of the new model still
look realistic (Fig. 16). Yet, the model is much more expres-
sive and better generalizes to unseen faces. This is illus-
trated in Fig. 17 where the best reconstruction obtain with
the BFM is compared to the best reconstruction obtained
using the extended model.

6 CONCLUSION

We have presented Gaussian Process Morphable Models,
a generalization of classical point distribution models.
GPMMs extend standard PDMs based on object boundary

Fig. 14. (a) A reference face with annotated landmarks and a masked
out region (in red). The mask region determines an area where the data
quality is particularly bad, and special treatment in the registration algo-
rithm is required. (b) and (c) Two example scans of the BU3D with anno-
tated landmarks. Note that the number of annotated landmarks in the
scans varies depending on the data quality.

Fig. 15. (a) shows that all three models accurately fit the target surface.
(b) The correspondence, however, is improved if we use a core model.

Fig. 16. Three sample from the Basel Face Model, extended with addi-
tional variability using a Gaussian kernel with small variance. Even
though synthetic variation was added, the samples still correspond to
anatomically valid face shapes.

2. To make the optimization robust to the missing data in the scans
(Figs. 14b and 14c), we exclude points in the ear region (marked in red)
and those whose closest point in a target shape is a boundary point of
the target mesh.
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positions in two ways: First GPMMs are defined by a Gauss-
ian process, which makes them inherently continuous and
do not force an early discretization. More importantly,
rather than only estimating the covariances from example
datasets, GPMMs can be specified using arbitrary positive
definite kernels. This makes it possible to build complex
shape priors, even in the case where we do not have many
example dataset to learn a point distribution model. Similar
to a PDM, a GPMM is a low-dimensional, parametric
model. It can be brought into the exact same mathematical
form as a PDM by discretizing the domain on which the
model is defined. Hence our generalized shape models can
be used in any algorithm that uses a standard shape model.
To make our method easily accessible, we have made the
full implementation available as part of the open source
framework Statismo [9] and Scalismo [10].

Our experiments have confirmed that GPMMs are well
suited for modeling prior shape knowledge in registration
problems. As all prior assumptions about shape deforma-
tions are encoded as part of the GPMM, our approach
achieves a clear separation between the modeling and opti-
mization. This separation makes it possible to use the same
numerical methods with many different priors. Further-
more, as a GPMM is generative, we can assess the validity
of our prior assumptions by sampling from the model. We
have shown how the same registration method can be
adapted to a wide variety of different applications by sim-
ply changing the prior model. Indeed, Gaussian processes
give us a very rich modeling language to define this prior,
leading to registration methods that can include many types
of different prior knowledge, including models learned
from examples. From a practitioner’s point of view, the
straight-forward integration of landmarks may also be a
valuable contribution, since it enables to develop efficient
interactive registration schemes.

The most important assumption behind our models is
that the shape variations can be well approximated using
only a moderate number of leading basis functions. As
shape deformations between objects of the same class are
usually smooth and hence the deformations between neigh-
boring points highly correlated, this assumption is usually
satisfied. Furthermore for most anatomical shapes, fine
detailed deformations only occur in parts of the shape.
GPMMs give us the modeling power to model these fine
deformations only where they are needed. Our method
reaches its limitations when very fine deformations need to
be modeled over a large domain, as it is sometimes required
in image registration. In this case the approximation scheme
becomes inefficient and the approximations inaccurate. An
interesting extension for future work would be to devise a

hierarchical, multi-resolution approach, which would parti-
tion the domain in order and perform separate approxima-
tion on smaller sub-domain. In this way, the modeling
power of GPMMs could be exploited to model good priors
for image registration, while still offering all the flexibility
of classical image registration approaches.

We hope with this work to bridge the gap between the so
far distinct world of classical shape modeling, where all the
modeled shape variations are a linear combination of the
training shapes, and the word of registration, where usually
overly simple smoothness priors are used. We believe that
it is the middle ground between these two extremes, where
shape modeling can do most for helping to devise robust
and practical applications.

ACKNOWLEDGMENTS

This work has been funded as part of the Swiss National Sci-
ence foundation project in the context of the project
SNF153297. We thank Sandro Sch€onborn and Volker Roth
for interesting and enlightening discussion. A special
thanks goes to Ghazi Bouabene and Christoph Langguth,
for their work on the Scalismo software, in which all the
methods are implemented.

REFERENCES

[1] U. Grenander and M. I. Miller, Pattern Theory: From Representation
to Inference, vol. 1. Oxford, U.K.: Oxford Univ. Press, 2007.

[2] T. F. Cootes, C. J. Taylor, D. H. Cooper, and J. Graham, “Active
shape models-their training and application,” Comput. Vis. Image
Understanding, vol. 61, no. 1, pp. 38–59, 1995.

[3] V. Blanz and T. Vetter, “A morphable model for the synthesis of
3D faces,” in Proc. 26th Annu. Conf. Comput. Graph. Interactive
Techn., 1999, pp. 187–194.

[4] S. M. Pizer and J. Marron, “Chapter 6 - object statistics on curved
manifolds,” in Statistical Shape and Deformation Analysis, G. Zheng,
S. Li, and G. Sz�ekely, Eds. New York, NY, USA: Academic, 2017,
pp. 137–164. [Online]. Available: http://www.sciencedirect.com/
science/article/pii/B9780128104934000079

[5] T. Heimann and H.-P. Meinzer, “Statistical shape models for 3D
medical image segmentation: A review,”Med. Image Anal., vol. 13,
no. 4, pp. 543–563, 2009.

[6] M. Li and J. T.-Y. Kwok, “Making large-scale Nystrom approxima-
tion possible,” in Proc. 27th Int. Conf. Mach. Learning, 2010, p. 631.

[7] A. Myronenko and X. Song, “Point set registration: Coherent point
drift,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 32, no. 12,
pp. 2262–2275, Dec. 2010.

[8] S. Klein, M. Staring, K. Murphy, M. Viergever, and J. Pluim,
“Elastix: A toolbox for intensity-based medical image regis-
tration,” IEEE Trans. Med. Imag., vol. 29, no. 1, pp. 196–205, Jan.
2010.

[9] M. L€uthi, et al., “Statismo-a framework for PCA based statistical
models,” Insight J., 2012.

[10] Scalismo - scalable image analysis and shape modelling. (2013).
[Online]. Available: http://github.com/unibas-gravis/scalismo

[11] Y. Wang and L. H. Staib, “Boundary finding with prior shape and
smoothness models,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 22, no. 7, pp. 738–743, Jul. 2000.

[12] U. Grenander and M. I. Miller, “Computational anatomy: An
emerging discipline,” Quart. Appl. Mathematics, vol. 56, no. 4,
pp. 617–694, 1998.

[13] Y. Amit, U. Grenander, and M. Piccioni, “Structural image resto-
ration through deformable templates,” J. Amer. Statist. Assoc.,
vol. 86, no. 414, pp. 376–387, 1991.

[14] S. C. Joshi, et al., “Gaussian random fields on sub-manifolds for
characterizing brain surfaces,” in Information Processing in Medical
Imaging. Berlin, Germany: Springer, 1997, pp. 381–386.

[15] D. Fortun, P. Bouthemy, and C. Kervrann, “Optical flow modeling
and computation: A survey,” Comput. Vis. Image Understanding,
vol. 134, pp. 1–21, 2015.

Fig. 17. Best reconstruction of a target face (a) with the Basel face model
(b) and the extended model (c).

L€UTHI ET AL.: GAUSSIAN PROCESS MORPHABLE MODELS 1871

http://www.sciencedirect.com/science/article/pii/B9780128104934000079
http://www.sciencedirect.com/science/article/pii/B9780128104934000079
http://github.com/unibas-gravis/scalismo


[16] A. Sotiras, C. Davatzikos, and N. Paragios, “Deformable medical
image registration: A survey,” IEEE Trans. Med. Imag., vol. 32,
no. 7, pp. 1153–1190, Jul. 2013.

[17] A. Tagliasacchi, S. Bouaziz, M. Pauly, and H. Li, “Modern techni-
ques and applications for real-time non-rigid registration,” in
Proc. SIGGRAPH Asia Courses, 2016, Art. no. 11.

[18] M. Galun, T. Amir, T. Hassner, R. Basri, and Y. Lipman, “Wide
baseline stereo matching with convex bounded distortion con-
straints,” in Proc. IEEE Int. Conf. Comput. Vis., 2015, pp. 2228–2236.

[19] Y. Lipman, S. Yagev, R. Poranne, D. W. Jacobs, and R. Basri,
“Feature matching with bounded distortion,” ACM Trans. Graph.,
vol. 33, no. 3, 2014, Art. no. 26.

[20] M. Holden, “A review of geometric transformations for nonrigid
body registration,” IEEE Trans. Med. Imag., vol. 27, no. 1, pp. 111–
128, Jan. 2008.

[21] C. E. Rasmussen and C. K. Williams, Gaussian Processes for Machine
Learning. Berlin, Germany: Springer, 2006.

[22] J. Zhu, S. C. Hoi, and M. R. Lyu, “Nonrigid shape recovery by
gaussian process regression,” in Proc. IEEE Conf. Comput. Vis. Pat-
tern Recognit., 2009, pp. 1319–1326.

[23] B. Sch€olkopf, F. Steinke, and V. Blanz, “Object correspondence as
a machine learning problem,” in Proc. 22nd Int. Conf. Mach. Learn.,
2005, pp. 776–783.

[24] L. Younes, Shapes and Diffeomorphisms, vol. 171. Berlin, Germany:
Springer, 2010.

[25] M. Bruveris, L. Risser, and F.-X. Vialard, “Mixture of kernels and
iterated semidirect product of diffeomorphisms groups,” Multi-
scale Model. Simul., vol. 10, no. 4, pp. 1344–1368, 2012.

[26] S. Sommer, F. Lauze, M. Nielsen, and X. Pennec, “Sparse multi-
scale diffeomorphic registration: The kernel bundle framework,”
J. Math. Imag. Vis., vol. 46, no. 3, pp. 292–308, 2013.

[27] T. Schmah, L. Risser, and F.-X. Vialard, “Left-invariant metrics for
diffeomorphic image registration with spatially-varying regu-
larisation,” in Medical Image Computing and Computer-Assisted
Intervention. Berlin, Germany: Springer, 2013, pp. 203–210.

[28] T. F. Cootes and C. J. Taylor, “Combining point distribution mod-
els with shape models based on finite element analysis,” Image
Vis. Comput., vol. 13, no. 5, pp. 403–409, 1995.

[29] Z. Zhao, S. R. Aylward, and E. K. Teoh, “A novel 3D partitioned
active shape model for segmentation of brain MR images,” in
Medical Image Computing and Computer-Assisted Intervention. Berlin,
Germany: Springer, 2005, pp. 221–228.

[30] C. Davatzikos, X. Tao, and D. Shen, “Hierarchical active shape
models, using the wavelet transform,” IEEE Trans. Med. Imag.,
vol. 22, no. 3, pp. 414–423, Mar. 2003.

[31] D. Nain, S. Haker, A. Bobick, and A. Tannenbaum, “Multiscale 3-D
shape representation and segmentation using spherical wavelets,”
IEEE Trans. Med. Imag., vol. 26, no. 4, pp. 598–618, Apr. 2007.

[32] T. Albrecht, M. L€uthi, and T. Vetter, “A statistical deformation
prior for non-rigid image and shape registration,” in Proc. IEEE
Conf. Comput. Vis. Pattern Recognit., 2008, pp. 1–8.

[33] D. Kainmueller, H. Lamecker, M. O. Heller, B. Weber, H.-C. Hege,
and S. Zachow, “Omnidirectional displacements for deformable
surfaces,”Med. Image Anal., vol. 17, no. 4, pp. 429–441, 2013.

[34] Y. Le, U. Kurkure, and I. Kakadiaris, “PDM-ENLOR: Learning
ensemble of local PDM-based regressions,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., Jun. 2013, pp. 1878–1885.

[35] M. L€uthi, C. Jud, and T. Vetter, “Using landmarks as a deforma-
tion prior for hybrid image registration,” in Proc. Joint Pattern Rec-
ognit. Symp., 2011, pp. 196–205.

[36] T. Gerig, K. Shahim, M. Reyes, T. Vetter, and M. L€uthi, “Spatially
varying registration using Gaussian processes,” in Medical Image
Computing and Computer-Assisted Intervention. Berlin, Germany:
Springer, 2014, pp. 413–420.

[37] M. L€uthi, C. Jud, and T. Vetter, “A unified approach to shape
model fitting and non-rigid registration,” in Machine Learning in
Medical Imaging. Berlin, Germany: Springer, 2013, pp. 66–73.

[38] I. Jolliffe, Principal Component Analysis. Hoboken, NJ, USA: Wiley,
2002.

[39] A. Berlinet and C. Thomas-Agnan, Reproducing Kernel Hilbert
Spaces in Probability and Statistics, vol. 3. Berlin, Germany:
Springer, 2004.

[40] N. Halko, P.-G. Martinsson, and J. A. Tropp, “Finding structure
with randomness: Probabilistic algorithms for constructing
approximate matrix decompositions,” SIAM Rev., vol. 53, no. 2,
pp. 217–288, 2011. [Online]. Available: http://epubs.siam.org/
doi/abs/10.1137/090771806

[41] D. Duvenaud, “Automatic model construction with Gaussian
processes,” Ph.D. dissertation, Pembroke College, Univ.
Cambridge, Cambridge, U.K., 2014.

[42] P. Paysan, R. Knothe, B. Amberg, S. Romdhani, and T. Vetter, “A
3D face model for pose and illumination invariant face recog-
nition,” in Proc. 6th IEEE Int. Conf. Adv. Video Signal Based Surveil-
lance, 2009, pp. 296–301.

[43] M. H. Davis, A. Khotanzad, D. P. Flamig, and S. E. Harms, “Elastic
body splines: A physics based approach to coordinate transforma-
tion in medical image matching,” in Proc. 8th IEEE Symp. Comput.-
Based Med. Syst., 1995, pp. 81–88.

[44] J. Kybic and M. Unser, “Fast parametric elastic image regis-
tration,” IEEE Trans. Image Process., vol. 12, no. 11, pp. 1427–1442,
Nov. 2003.

[45] K. Rohr, H. S. Stiehl, R. Sprengel, T. M. Buzug, J. Weese, and
M. Kuhn, “Landmark-based elastic registration using approximat-
ing thin-plate splines,” IEEE Trans. Med. Imag., vol. 20, no. 6,
pp. 526–534, Jun. 2001.

[46] J. Shawe-Taylor and N. Cristianini, Kernel Methods for Pattern Anal-
ysis. Cambridge, U.K.: Cambridge Univ. Press, 2004.

[47] W. E. Lorensen and H. E. Cline, “Marching cubes: A high resolu-
tion 3D surface construction algorithm,” ACM SIGGRAPH Com-
put. Graph., vol. 21, no. 4, pp. 163–169, 1987.

[48] S. Umeyama, “Least-squares estimation of transformation param-
eters between two point patterns,” IEEE Trans. Pattern Anal. Mach.
Intell., vol. 13, no. 4, pp. 376–380, Apr. 1991.

[49] M. A. Styner, et al., “Evaluation of 3D correspondence methods
for model building,” in Information Processing in Medical Imaging.
Berlin, Germany: Springer, 2003, pp. 63–75.

[50] D. Rueckert, A. F. Frangi, and J. A. Schnabel, “Automatic con-
struction of 3D statistical deformation models using non-rigid
registration,” in Proc. Int. Conf. Med. Image Comput. Comput.-
Assisted Intervention, 2001, pp. 77–84.

[51] P. Paysan, R. Knothe, B. Amberg, S. Romdhani, and T. Vetter, “A
3D face model for pose and illumination invariant face recog-
nition,” in Proc. 6th IEEE Int. Conf. Adv. Video Signal Based Surveil-
lance, 2009, pp. 296–301.

[52] J. Booth, A. Roussos, S. Zafeiriou, A. Ponniah, and D. Dunaway,
“A 3D morphable model learnt from 10,000 faces,” in Proc. IEEE
Conf. Comput. Vis. Pattern Recognit., 2016, pp. 5543–5552.

[53] L. Yin, X. Wei, Y. Sun, J. Wang, and M. J. Rosato, “A 3D facial
expression database for facial behavior research,” in Proc. 7th Int.
Conf. Autom. Face Gesture Recognit., 2006, pp. 211–216.

Marcel L€uthi received the bachelor’s degree in
computer science from the University of Applied
Science Bern, Switzerland, the master’s degree in
engineering mathematics from the Chalmers Uni-
versity of Technology, Sweden, and the PhD
degree from the University of Basel, in 2010. He is
a researcher with the University of Basel. His
research interests include statistical shapemodel-
ing and its application tomedical image analysis.

Thomas Gerig received the master’s degree in
computer science from the Department of Mathe-
matics and Computer Science, University of
Basel, Switzerland, in 2013. He is working toward
the PhD degree in the Department of Mathemat-
ics and Computer Science, University of Basel,
Switzerland. He is interested in shape modeling,
image analysis, algorithmic implementations, and
numerical methods.

1872 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 40, NO. 8, AUGUST 2018

http://epubs.siam.org/doi/abs/10.1137/090771806
http://epubs.siam.org/doi/abs/10.1137/090771806


Christoph Jud received the BE degree in infor-
mation technology from the Zurich University of
Applied Sciences, in 2007, and the master’s and
PhD degrees from the Department of Mathemat-
ics and Computer Science, University of Basel,
Switzerland. He is a postdoctoral researcher in
the Medical Image Analysis Group, University
Hospital Basel. His research interests include
medical image analysis, statistical shape models,
and continuous optimization.

Thomas Vetter studied mathematics and physics
and received the PhD degree in biophysics from
the University of Ulm, Germany. As a postdoctoral
researcher at the Center for Biological and Compu-
tational Learning, Massachusetts Institute of
Technology, Cambridge, he started his research
on computer vision. In 1993, he moved to the
Max-Planck-Institute, T€ubingen, Germany, and, in
1999, he became a professor for computer
graphics with the University of Freiburg, Germany.
Since 2002, he has been a professor of applied

computer science with the University of Basel, Switzerland. His current
research is on image understanding. He combines methods frommachine
learning, computer graphics and computer vision to implement analysis-
by-synthesis systems for an automated image perception.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.

L€UTHI ET AL.: GAUSSIAN PROCESS MORPHABLE MODELS 1873



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


