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Development of Few-Shot Learning Capabilities in
Artificial Neural Networks When Learning

Through Self-Supervised Interaction
Viviane Clay , Gordon Pipa , Kai-Uwe Kühnberger , and Peter König

Abstract—Most artificial neural networks used for object recog-
nition are trained in a fully supervised setup. This is not only re-
source consuming as it requires large data sets of labeled examples
but also quite different from how humans learn. We use a setup in
which an artificial agent first learns in a simulated world through
self-supervised, curiosity-driven exploration. Following this initial
learning phase, the learned representations can be used to quickly
associate semantic concepts such as different types of doors using
one or more labeled examples. To do this, we use a method we call
fast concept mapping which uses correlated firing patterns of neu-
rons to define and detect semantic concepts. This association works
instantaneously with very few labeled examples, similar to what we
observe in humans in a phenomenon called fast mapping. Strikingly,
we can already identify objects with as little as one labeled example
which highlights the quality of the encoding learned self-supervised
through interaction with the world. It therefore presents a feasible
strategy for learning concepts without much supervision and shows
that through pure interaction meaningful representations of an
environment can be learned that work better for few-short learning
than non-interactive methods.

Index Terms—Embodied AI, enactivism, reinforcement
learning, representation learning, fast mapping, few-shot learning.

I. INTRODUCTION

ARTIFICIAL neural networks (ANNs) by now excel at
many complex tasks in fields such as visual, auditory,

and natural language processing and often even outperform
humans [1]. However, the types of mistakes that are observed in
ANNs are often quite different from the mistakes humans would
make. For instance, many image processing networks have been
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shown to be vulnerable to adversarial attacks [2], [3], [4] which
means, small perturbations in the pixel values, often not even
visible to the human eye, can lead to a misclassification. Also,
certain natural images with easily interpretable image content
to the human eye have been shown to trick most state-of-the
art image classification networks [5] and a general over-reliance
of ANNs on texture instead of object shape has been demon-
strated [6], [7]. This shows that many networks do not have
a true understanding of objects like humans do but over-fit on
overall color, texture, and background cues.

There are big differences between the learning process in
humans and learning in ANNs which leads to differences in
behavior and the tasks that they excel at [8]. By focusing on
the differences in the computational task that needs to be solved
(interactive learning with weak supervision), we postulate that
making these factors in the learning of ANNs more similar
to human learning will lead to performance and errors more
similar to what we observe in humans. All living beings interact
in some way with the world. This makes it possible to learn
more stable concepts about the world, relations between objects,
and sensory-motor contingencies [9]. ANNs are often trained
with no interaction with the world as well as fully supervised,
beginning with the final task and with no gradual acquisition of
knowledge. This is in stark contrast to what we believe to be the
case in humans. Piaget proposes the development of a child to
be split into several stages [10] and especially during the first
stages knowledge is largely acquired through weakly-supervised
interaction with the environment [11]. Although this model is
not without criticism [12] the general idea that humans develop
skills gradually over their lifespan through interaction with the
world is widely accepted.

Humans have the ability to perform fast mapping, which is a
phenomenon first detailed in children by Susan Carey and Elsa
Bartlett in 1978 [13]. Fast mapping describes the observation that
children can learn new concepts, words, or facts after minimal
exposure to them. It has been demonstrated that a single exposure
to a new word can be sufficient to lead to the child remembering
the word a week later [13]. This means the child can make an
instant association between word and meaning. This ability has
also been found in other species such as dogs [14]. Some later
studies found that for fast mapping to be successful, additional
memory aids and specific learning conditions are needed [15],
[16]. For fast concept learning of more abstract concepts in older
children and adults even more cognitive mechanisms seem to
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Fig. 1. Performance of recognizing a specific door (level door) in a 168 × 168
RGB image with 1-50 labeled examples. A comparison is shown between differ-
ent learning setups used to learn the image embedding. The embedding learned
self-supervised through interaction with a virtual world is shown in green. This
is compared to a self-supervised representation learned without interaction using
an autoencoder (dark blue) or contrastive learning (light blue). Grey boxes show
the baseline performance of using a random network. The purple line indicates
an upper bound performance, obtained from a fully supervised classifier trained
on six million labeled examples. The grey line indicates chance performance
(50%). The box plots show median performance as well as first and third quartile
performance over 100 random sets of examples.

be used ranging from analogical comparisons [17], Bayesian
reasoning [18] to abstraction by varying prior knowledge [19].
In general the amount of labeled examples needed for a human
to learn a new word-meaning-association is several orders of
magnitudes smaller than what is needed for classical ANNs [20].
Several one-shot and few-shot learning approaches have been
developed for ANNs in an attempt to classify new observations
based on only one or few labeled examples [21], [22], [23],
[24]. However, the few-shot task is usually only a generalization
to new classes of a task that has previously been trained for,
using a large data set of other classes. This means that these
approaches still require large labeled or weakly labeled data
sets of objects other than the tested ones to learn a meaningful
embedding space.

When learning through interaction, the agent creates its own
data set by adjusting its action policy to maximize future re-
wards. Previous work shows that allowing an ANN to actively
sample the data it uses to improve a pre-trained object recog-
nition network can improve performance beyond that of ANNs
learning from only static data sets [25]. The agent does not only
create its own data set but can actively select the data distribution
in a way that it improves its performance on the task at hand.

Here we investigate whether training an ANN more similar to
how infants may learn leads to phenomena similar to those found
in humans. We focus on self-supervised, interactive learning and
look at the phenomenon of fast mapping. We propose to learn
a meaningful embedding of visual observations purely through
self-supervised interaction within a simulated world. This inter-
active learning period can then be followed by a supervised, fast
mapping like, association between representations and concepts
using very few labeled examples. Overall, this learning setup
(shown in Fig. 2) seems more similar to how we appear to learn
and does not require large amounts of labeled training data.

Fig. 2. Learning procedure. First, the agent learns an embedding of high-
dimensional visual space through self-supervised interaction with an environ-
ment (top). Then, this embedding can be used to perform few-shot learning
(bottom). To show the advantage of interactive learning, we replace step one
with other, non-interactive representation learning methods in our experiments.
We also show that step 2 can be performed using different few-shot probing
methods.

II. METHODS

A. Network Structure and Training

To demonstrate the advantages of interactive, self-supervised
learning we contrast four deep neural networks with each other.
All four networks have the same network architecture between
input and encoded state. They differ in their output and the
objective that they are trying to optimize as well as the way in
which they are optimized. We take a look at three networks which
are trained without any human supervision and one network
trained fully supervised. The three self-supervised conditions
comprise one agent, trained using deep reinforcement learning,
one autoencoder, and one contrastive learning method called
BYOL [27]. There are of course many other self-supervised
learning methods out there [28], [29], [30] but we chose these
as they produced state-of-the-art results (at the time of writing)
without requiring negative examples or a network structure and
learning parameters that do not match the interactive agent.

The agent learns through interaction with the world, out-
putting actions and optimizing a curiosity objective [31]. The
autoencoder learns to compress the input into an encoded state
and decode this representation again into an image, optimizing
a reconstruction error between input and output. The contrastive
learning network is optimized to represent two augmentations
(such as random crop, horizontal flip, color distortion, and
Gaussian blur) of the same image with a similar encoding.
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Fig. 3. Network structure of the four learning conditions compared in this paper. For simplicity the individual layers are omitted. The conditions compared are
interactive, self-supervised learning (left); passive, self-supervised learning through reconstruction error (top right) or using contrastive learning (middle right);
and passive, fully-supervised learning (bottom right). Yellow elements have the same architecture in all conditions. The encoded state marked in yellow is used for
analysis and fast concept mapping. All conditions learn on 168 × 168 × 3 images from the obstacle tower environment, using the Adam optimizer and a batch size
of 256. For the code used for network training and analysis and more details on network parameters, see the links in A.2, available online. The interacting agent
uses PPO [26] to optimize the action policy with respect to the curiosity reward (a combination of forward and inverse loss). For simplicity the details of PPO are
not shown in this figure.

This is done by using the encoding of the first augmentation
to predict the encoding of the second augmentation which is
produced by a copy of the first network with a rolling average
of its weights [27]. The fully-supervised network is trained on
an object classification task in which the task is to output the
presence of 8 different concepts in the input image which are
the same concepts as above with additional option to classify
the image as containing ’no door’ and ’puzzle piece’.1

All four networks receive a visual input of size 168 × 168
× 3, encode it to an encoded state of size 256 and then use this
encoded state to solve their respective task. All networks have the
exact same layers and structure between the input and encoding
layer (for details see A.2), available online. In the following
experiments we will look at the four encoded states (activations
in the last dense layer before task specific output), how they
differ, and how well we can extract semantic concepts from
them.

The four networks are trained with observations collected
in the obstacle tower environment [32]. We did not modify
this environment in any way for the experiments here. The
environment is a simulated 3D maze with a time limit and several
obstacles. It consists of randomly generated levels which are
made up out of several rooms connected by doors. Doors have

visually marked properties such as leading to a next room, a
next level, or only opening with a key or after solving a spatial
puzzle. The time limit can be extended by entering new levels
and by picking up blue time orbs. The visual theme can vary
across levels and the illumination of different rooms is selected
randomly. An agent in this environment receives a visual camera
input, taken at its current position, as well as a vector of size
8 with auxiliary information such as time left, current floor
number, and number of keys holding. In this paper, we only look
at the encoding created of the visual input. Note that the 8 values
of auxiliary information were part of the original benchmark
environment but do not contain any reward information, are
not used as a supervisory signal, and do not contribute to the
embedding of the visual input. The autoencoder, BYOL learner,
and the classifier receive camera images collected by a trained
agent in the obstacle tower environment as their input in random
order. Therefore all four networks are trained on 168 × 168 × 3
RGB images from the obstacle tower environment (examples in

1No door is excluded from the analysis above as it is a negation of the other
door concepts and is implicitly expressed in the door concepts not exceeding
the detection threshold. Puzzle piece is also excluded because the curious agent
does not perform well enough to reach the higher levels at which the puzzles
appear.
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Fig. 4. Fast concept mapping. Demonstrated on the concept ’level door’, using
five example images of the concept and the encodings of the trained agent
network. First, the encodings corresponding to the input images are extracted
and rewritten as a connectivity graph (top rows). Next, the sum of the five
connectivity graphs is calculated (bottom left). Color represents the connection
strength which is the number of examples in which the connection is present.
The concept is then defined be the P strongest connections, here ten,2 and their
weights (bottom right).

Figs. 4 and 10 (in the supplementary material, available online))
and we are taking a closer look at their respective encodings of
these images after training.

The agent network shown in Fig. 3 represents the interactive
learning condition. In our interactive learning condition, interac-
tion happens through a physically simulated body with a closed
loop between action and perception. The input observation
determines which action the network produces and this action
in turn influences the next observation. The network learns to
produce actions that lead to rewards. Rewards are conventionally
received from the environment for achieving certain goals such
as walking through a door, entering a new level or picking up
an object. Here, we want to look at learning without any exter-
nal supervision, so we omit all rewards from the environment
and instead replace them with internal rewards. These internal
rewards are produced by a curiosity module introduced in [31]
and visualized in matte green in Fig. 3.

The curiosity module comprises another neural network
which optimizes two objectives. The first one is to predict the
next encoded state based on the current encoded state and the
current action. The difference between the predicted next state
and the actual next state is called the forward loss. The second
objective of this network is to determine the action that was
performed between the current state and the next state. The
difference between the inferred action and the actual action
performed is called the inverse loss. As both tasks are performed
using the same encoded state, optimizing the inverse loss makes
sure, that this encoded state of the curiosity network contains
action relevant information. The curiosity network tries to min-
imize the inverse loss and the forward loss by making accurate
predictions about the next state and the performed action [31].

The action network (shown in bright green) in contrast re-
ceives the inverse loss and the forward loss as a reward weighted
with 0.8 and 0.2 respectively [31]. This enforces the action
network to learn a policy which produces actions that lead to
new, unpredicted observations. It implicitly rewards the network
for navigating through the world, entering new rooms and new
floors as these behaviors lead to new observations. An agent
with a policy that stays in only one room would have a small
forward and inverse loss as the curiosity network can make good
predictions in this known environment. However, the action
network would not receive many rewards from the curiosity
network as it does not receive any unpredicted observations.
Therefore the action networks’ policy is adapted to enter through
doors and explore new floors to receive the curiosity networks’
rewards. Using only intrinsic curiosity the agent can learn a
policy that navigates through the 3D tower environment without
any external supervision.

The agent network is optimized using proximal policy op-
timization [26]. Therefore, the action network does not only
produce action probabilities but also a value estimate for each
time step. This value estimate is used to update the network
weights in a way that the cumulative reward is maximized.

To keep conditions as comparable as possible and only vary
the type of learning, the three networks not only have the same
structure from input to encoding but also use the same optimizer
(Adam optimizer [33]) and the same batch size (256) to update
their network weights. This allows us to compare between inter-
active, self-supervised, and fully supervised training conditions.

B. Fast Concept Mapping

We propose fast concept mapping (FCM) as a simple probing
method to directly read out the encoding of a concept from
a representation using a few examples of the concept. This
readout only works if the concept is encoded uniquely in the
representation, but if it is, it can be read out with very few
labeled examples. This is only one possible probing method
and we show later that other existing methods also produce
similar results. However, FCM has the advantage that it only
requires positive examples and only looks at a small subset of
the encoding neurons during inference.

To read out a concept using FCM, a small number of labeled
examples of the concept are needed. Fig. 4 shows FCM on the
example of the concept ’level door’ which is a door with a
yellow arrow that leads to the next level of the environment.
The example images should be different from each other and
representative of the concept. It is no problem if also other
concepts are present in some of the examples. In the example
shown here, five instances of the concept ’level door’ are used to
extract the concept definition. To do this, the five examples are
given to the encoding network and the encoded representations
X of the images are extracted. Next, for each pair of neurons that
is active together in each of the five representations we assume
a connection between them. If we only have one encoding,
then this means that all active neurons in the encoding have
connections to each other. In the following step, the sum of all
connections from the example input encodings is calculated.
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This means, that neurons that are active together in multiple of
the example inputs now have a stronger connection to each other.
To define the concept ’level door’ the P strongest connections
are taken from the summed-up connectivity graph. In this ex-
ample, we take the ten strongest connections. These ten pairs of
neurons as well as the normalized strength of their connection
now define the concept for ’level door’. The same procedure
can be repeated for any other concept one would like to extract
from the encoding, resulting in a connectivity definition for each
concept.

In other words, if E are the list of neurons in an encoding and
X are a list of activations x = fE(inputc) of neurons in E in
response toN examples of concept C, then concept C is defined
as (combinationsc,weightsc) where

combinationsc =
P

argmax
(i,j)∈(E2)

∑
x∈X

α(xi) ∗ α(xj), (1)

and

weightsc =

{∑
x∈X

α(xi) ∗ α(xj) : (i, j) ∈ combinationsc

}
,

(2)(
E
2

)
is a list of all possible neuron combinations in encoding E.

P denotes the pattern complexity, which is how many pairs are
used to define the concept. argmaxP

(i,j)∈(E2)
are therefore the P

strongest connections between neurons for the X examples. α
is a binary activation function which denotes whether neuron i
is active or not such that α(xi) ∗ α(xj) is one if both neurons
are active and zero otherwise. If x is already a binary activation
pattern, then α is not necessary. In this paper we use weightsc =
{ w∑

weightsc
: w ∈ weightsc} to normalize the weights for more

intuitive threshold selection.
To detect the extracted concepts in a new, unlabeled input, one

first needs the connectivity graph for this new input. This graph
can be obtained in the same way as during concept extraction,
by getting the encoding of the input from the trained network
and making a connection between every pair of neurons that
is active together in response to the input. To compare the new
inputs’ graph with the concept definition one looks for how much
evidence for the concept is found in the new graph. This is done
by adding up the normalized weights of every connection in
the concept definition that can also be found in the new graph.
If every connection from the concept definition would also be
present in the new graph, meaning that all pairs of neurons in
the definition are active in response to the new input, then the
evidence for this concept would be one. If no connection from the
concept definition is present, then the evidence for this concept is
zero. A threshold θ is set, which determines how much evidence
for a concept needs to be found in a new input encoding for this
concept to be classified as present in the input. An investigation
into the effect of the threshold on concept detection is provided
in the next section.

2It may be difficult to see all ten connection in the figure due to their
overlaps. In Fig. 5 (bottom right) all ten connections are listed together with
their connection strengths.

Fig. 5. Fast concept mapping inference. To detect concepts in an unlabeled
input the connectivity graph is extracted from the encoding corresponding to
the input (left). Each learned concept can then be compared to this graph and
every connection from the concept definition present in the new input adds more
evidence for the concept. How much evidence is added is determined by the
weight of the connection in the concept definition. If the evidence is above a
threshold, the concept is classified as present in the new input (right).

This means, in a new example with neuron activations x, the
concept C is present if

∑
(i,j),w∈C

α(xi) ∗ α(xj) ∗ w ≥ θ, (3)

where θ is the threshold of how much evidence needs to be
present for the concept and C is the concept definition extracted
in (1) and (2).

In the example shown in Fig. 5, we find that six of the ten
connections in the concept definition for ’level door’ are also
active in the test image encoding shown on the left side. If we
now add up the weights for these six connections, we get an
evidence of 0.66 for this concept in the image. As this is above
our threshold, we classify the level door as present in the image.
We now repeat the same procedure on all the other concepts
that were extracted and detect additionally to the level door the
concept ’blue time orb’. For the other concepts we do not find
enough evidence in the encoding and therefore classify them as
not present.

III. RESULTS

A. Structure in Representations Learned Through Interaction

All results are obtained from artificial neural networks trained
on 168 × 168 × 3 dimensional visual observations from a 3D
maze environment shown in the supplementary material, avail-
able online, (Fig. 10) and described in the methods Section II-A.
The investigated encodings are the activations of 256 neurons in
the last hidden layer before action selection for the agent, decon-
volution and reconstruction for the autoencoder, projecting and
predicting the projection of the second augmentation for BYOL,
and classification in the classifier. The network structure leading
up to this representation is the same for all three conditions and
described in detail in the methods Section II-A and the appendix
A.2, available online.

As shown in a previous study [34] conducted in the same
environment, the agent learns a sparse and meaningful encoding
of its high dimensional visual input. As opposed to the previous
study, this is achieved without any external rewards from the
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Fig. 6. Meaningful structure in the image encodings of the interactive, curious
agent. t-SNE projection of latent representations colored by action (top) and
colored by type of door (bottom). Each dot represents the encoding of one
input image (168 × 168 × 3) in the hidden layer of the trained agent (256
neurons). The grey colored dots in the action-colored projection summarize 34
action combinations. The other five colors show the five most common action
combinations.

environment, using only intrinsic curiosity as a learning sig-
nal [31]. In a set of 8400 frames collected in the 3D environment
there are an average of 8 neurons active in each frame3 (min= 0,
max= 29, var= 13.12) which is 3.15% of the 256 neurons in the
visual encoding. 91.02% of the neurons in the visual encoding
are active in at least one frame of the test run. The most active
neuron is active in 54.71% of the frames. This is a very sparse
encoding of the 84,672-dimensional visual input with a wide
variety of selective activations in the hidden layer.

With an unsupervised dimensionality reduction method such
as t-SNE [36] one can investigate whether meaningful structure
can be found in the encodings. In Fig. 6 the 8,400 test encodings
of dimensionality 256 are projected into two-dimensional space
using t-SNE. In such a strong reduction of dimensionality not
all information can be preserved but nevertheless one can see
some structure regarding actions (top) and objects (bottom) in
the encodings. Especially the most common action combinations
as well as the level entry door are encoded distinctly even in the
two-dimensional projection. In our FCM approach we make use
of the full dimensionality of the encodings to extract even more

3Active is defined as an absolute activation bigger than the average activation
of this neuron. This definition of activationα compared to the original activation
strengths and a universal threshold can be seen in Fig. 11 in the supplementary
material, available online. The adaptive threshold is biologically and theoret-
ically motivated [35] and helps with the much more dense encoding of the
autoencoder, BYOL, and classifier.

Fig. 7. Accuracy for six different concepts comparing representations learned
by the interactive, curious agent, an autoencoder, BYOL, a classifier, and a
random network. Five random example images are used to extract each concept
with a pattern complexity P of 10. As threshold θ we use the optimal threshold
for each condition (see threshold comparison in Fig. 8). 95% confidence intervals
for 100 random sets of five examples are indicated for each bar. The dotted line
shows the average performance of the classifier using its fully supervised trained
read-out layer instead of the few-shot probing method. Horizontal lines indicate
average performance over all concepts for the five conditions.

structure and to be able to disentangle overlap between object
and action encodings.

B. Few-Shot Learning on the Different Representations

After demonstrating that the learned representation shows
some meaningful structure in action and object space (Fig. 6),
we want to see whether concepts can be extracted automatically
from the encodings with few labeled examples. To do this we
design a procedure called fast concept mapping (FCM) which
is described in detail in the methods section. The general idea
is to take some example images of a concept (for example five
images of a door) and look at consistent activation patterns in the
learned encodings of these examples. These consistent patterns
then define the concept and can be detected in the activations
corresponding to novel observations. Here we use five random
example images for each of the six different concepts. Then we
test the extracted concepts on 250 test images of the concept
and 250 randomly sampled from the other concepts such that
chance performance is at 50%. We compare the performance in
detecting the extracted concepts between the interactive agent
and the four control conditions. The autoencoder, BYOL, and
the classifier representations are trained as described in methods.
The random condition uses the randomly initialized weights and
network structure as used at the start of training of all other con-
ditions. Performance shown in this section refers to the ability
to extract concepts from the different learned representations of
the visual input. It has nothing to do with the performance on the
task that the networks were originally trained on. Therefore we
compare here whether different training objectives (interactive
and self-supervised, self-supervised, fully supervised, none)
lead to a difference in the ability to extract concepts.

Fig. 7 shows the performance of FCM on the six concepts
for the four representations learned under different conditions.
FCM on the agent representation outperforms FCM on the
autoencoder, BYOL, and the random representation. The agent’s
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performance differences between concepts can be explained by
its learning progress. Concepts that cannot be extracted well,
such as the key and the key door, are not as well learned in the
policy as the other four concepts. While the agent can already
pick up time orbs and navigate through level doors and green
doors to reach level five, it has trouble when needing to pick up a
key to go through the key door, which is a task introduced at this
point. The key and key door concepts do not seem to be encoded
well yet (and have been observed less often at this point) and are
therefore also harder to extract. Overall, FCM works best on the
agent representation and the classifier representation with some
performance differences between concepts.

The comparison to the performance of the classifier read
out layer, indicated by the dotted line, shows that the learned
representations most likely contain more object information
which could be read out with a more sophisticated method. The
classifier uses a fully supervised trained read-out layer for this,
which is fitted to extract the object information using over 7.9
million labeled examples. As the output of the classifier is based
on the embedding of the classifier we can see directly from the
comparison between the red line and the dotted line how much
improvement in performance a better probing method gives and
how much depends on the encoding.

To investigate how few examples are needed to extract the
concepts from the learned representations we measure the per-
formance when using 1, 2, 3, 4, 5, 10, 15, 20, and 50 examples.
The effect of the number of labeled examples on the performance
is shown in Fig. 1 for the concept ’level door’. One can see
that already with only one labeled example the agent achieves a
performance significantly above chance. Showing more labeled
examples leads to an increase in performance for the agent. Also
the autoencoder and BYOL performance increases with more
labeled examples but even with 50 labeled examples they are still
outperformed by the agent. The fully supervised classifier read-
out layer outperforms the agent but has been trained with several
orders of magnitude more labeled examples. Impressively, the
agent can even reach the performance of the fully supervised
classifier when given the right examples, as indicated by the
whiskers on the box plots. A more targeted concept extraction
using representative instances of a new concept to learn it could
therefore lead to even better performance.

1) Parameter Selection: To perform FCM two parameters
need to be selected. The first parameter is the pattern complexity
P which is the number of neuron pairs that is used to define
the concept during concept extraction. The second one is the
threshold θ which determines how much evidence for a concept
is needed to classify it as present during inference. Finding the
best values for these parameters requires more than the five
examples used for the previous results. However, once the ideal
parameters are found for one concept they can be used for all
other concepts as we can observe the same trend in all concepts
(see Fig. 8(b) and (d)).

FCM is surprisingly robust regarding the pattern complexity
parameter. As shown in Fig. 8(a), using a higher pattern com-
plexity does not have a strong effect on the performance. FCM
makes the implicit assumption that a concept is encoded with
a small pattern of consistent neuron activations and not with

a large set of neurons in the encoding. If only a few neurons
encode a concept, then using a higher pattern complexity to
define the concept does not add further information. Especially
in the sparse agent representations where on average only 8
neurons are active in each frame, it does not help much to add
more neuron pairs to define a concept.

The performance of FCM can be more sensitive to the selec-
tion of the threshold parameter. As shown in Fig. 8(c), the choice
of the threshold determines the quality of concept extraction.
Depending on how many neurons an encoding used to encode
a concept, the ideal threshold is closer to zero or 100 percent.
When comparing the ideal threshold on the agent representations
for the different concepts (Fig. 8(d)) a similar trend for all con-
cepts can be observed. However, there are some concepts where
the threshold has little effect on performance (for example key
door and key). These concepts therefore could not be extracted
effectively from the representation.

2) FCM Compared to Other Methods: The method intro-
duced in Section II-B is just one of many ways one could extract
the encoded patterns for different concepts. Here we look at a
few alternative methods that can be applied using only a few
labeled examples. While FCM can also be used to see whether a
concept is generally encoded in a representation, there are better
methods out there for this analysis if number of examples is not
an issue [37]. Here we are interested in how suitable the learned
representations are for few-shot learning.

Overall, FCM is comparable in performance to support vector
machines and linear regression (Fig. 9). However, those two
methods also require negative examples to learn a decision
boundary which is not necessary in the approach used here.
FCM is outperformed by using the cosine similarity of new
observations to the mean encoding of the example images used
to learn the concept. However, cosine similarity as well as SVM,
decision trees and linear regression all use the entire encoding
to make a classification. FCM is more efficient in this regard,
only looking at the P neuron pairs that define the concept. This
seems more biologically realistic as it only requires a hand-full
of read-out connections to the most consistently active pairs
of neurons to detect a concept. Additionally, this should be
more robust to concept overlap (such as multiple concepts being
present in one image) and noise in the example activations as it
discards all activations that are not consistently active while the
other methods still take them into account. Unfortunately, the
relatively low complexity of the environment used here did not
allow for testing this.

Whether one uses the N most consistently active pairs or single
neurons does not seem to make a large difference in performance
here. The ranking of the different conditions remain the same
when using single activations (see bottom row of Fig. 9). We use
pairs of neurons here as this may lend a larger representational
capacity of the embedding to encode more distinct concepts in
a more complex world. However, this was not tested here as
learning in an environment with such a large number of objects
was not feasible. Triplets performed slightly worse than single
or pair activations. This is possibly due to it being rarer that
three neurons consistently fire together in the example images,
especially in the agents’ sparse representation where only an



216 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 46, NO. 1, JANUARY 2024

Fig. 8. Effect of pattern complexityP and threshold θ on concept mapping performance. The box plots show median performance as well as first and third quartile
performance over 100 random sets of examples. The point plots show the point estimate mean and its 95% confidence interval. For all experiments five examples
are used for concept extraction. In the pattern complexity comparison (a and b) the optimal threshold for each condition is used. In the threshold comparison (c and
d) a pattern complexity of 10 is used. (a) Comparison between different representations dependent on the pattern complexity used to define the concept ’level door’.
(b) Comparison of pattern complexity for each concept on the agent representation. (c) Threshold (amount of evidence needed for concept detection) comparison
on the concept level door for all conditions. (d) Threshold comparison for all concepts in the agent.

average of eight neurons are active in each frame and each frame
can contain several concepts.

Overall, the main results of the differences between represen-
tation learning methods and the strength of interactive learning
can be replicated irrespective of the method used for concept
extraction (see Fig. 9). FCM is a simple and easy to implement
method that does not rely on negative examples or taking all
neuron activations into account during inference and therefor
could also be implemented in biological systems which is why
we choose it here.

IV. DISCUSSION

The most obvious advantage of the method introduced here
is the small number of labeled examples that is required to
learn a concept, with an above chance performance with as
little as one labeled example. As opposed to other few-shot
learning methods [21], [22], [23], [24], one does not only
require very few examples of the test classes but also the
representation learning works without any labeled examples.
This makes the learning comparable to what we observe in
humans. An interactive, curiosity driven learning period leads

to a meaningful representation of the world, which can then be
used to perform new tasks such as object classification with few
supervised learning examples.

The fast concept mapping method introduced here is a fast
association between consistent neuron firing patterns and se-
mantic concepts. It works instantaneously without the need
for weight optimization and gradient descent. The method of
looking for correlated firing patterns that persist over different
instances of the same concept is simple enough that it could be
implemented with biological neurons [35], [38]. The success of
this method assumes that the representation that it is applied to
uses a unique and consistent encoding of the concept. We showed
that an agent who learns through self-supervised interaction
with the world can learn such an encoding of action relevant
concepts. Extracting a new concept does not require any retrain-
ing and does not influence the concepts that have already been
extracted.

Even though in theory, arbitrarily many concepts can be
extracted if they are encoded, this is not so easy in practice. The
interactive learning phase can require long training times and
due to the absence of supervision it cannot be explicitly chosen
which and how many concepts will be encoded. Learning in
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Fig. 9. Comparison of few-shot probing methods on the classifier representations (top left) and the agents’ representations (top right). In the single condition,
a concept is defined by the P most consistent single neuron activations. Pairs refers to the FCM implementation used in the main manuscript. Triplet defines
concepts by consistent triples of activations instead of pairs. Bars show results from 100 random sets of 6 examples for each concept and condition. For support
vector machines (SVM), decision trees and linear regression 3 positive and 3 negative examples are used. Horizontal lines indicate the average performance over
all concepts for a specific few-shot probing method. Dashed lines indicate conditions where negative examples were used. Solid lines indicate conditions where
during inference only a small subset of neurons is taken into account. The dotted line indicates the upper-bound performance, measured by the performance of a
fully supervised classifier. The bottom row shows the same as Fig. 7 but looking at the top two performing alternatives to pairwise FCM. Both using single neuron
activations instead of pairs to define concepts (bottom left) or cosine similarity (bottom right) result in the same overall ranking between the different representations
and support the main message of the paper.

this interactive, self-supervised setup is incredibly difficult and
sample efficient learning in more complex environments is still
an area of active research [39]. However, human learning also
takes place over a long time frame, which may lead to more
stable and robust representations that avoid current pitfalls of
artificial neural networks.

It would be nice to evaluate this method in an environment
with a wider range of interactable objects. Interesting environ-
ments for such experiments have been introduced recently [40],
[41]. However, since reinforcement learning using only curiosity
is incredibly slow and in the environment presented here already
takes place over the course of multiple weeks, a more complex
environment is not included here. The difficulty of interactive,
unsupervised learning is the main practical limitation of the
methods used in this paper.

A natural next step would be to use the extracted concepts
and introduce them back into the interactive learning setup as
an additional aid in the decision-making process. This can on
the one hand, help with learning a more efficient policy due
to the compressed information of concepts in the observations.
Additionally, it could lead to more refined encodings of the

concepts themselves and a higher accuracy in detecting them.
Ultimately, it could achieve language grounding without ex-
plicit enforcement through the constant presence of a language
grounding task, as it is currently done [42], [43], [44].

Another extension could be to perform reasoning on the levels
of the concepts. Some concepts, such as the different types
of doors, are sub concepts of a higher-level concept. Other
concepts can be combined with each other, such as ‘left’ and
‘right’ or ‘far away‘ and ‘close’ can be combined with the
different objects. Some concepts can be applied to certain types
of objects, for example doors can be ‘opened’ or ‘closed’. Due
to the independent populations of active neurons in response
to different concepts in a good encoding, all these concepts
could be extracted independently using the FCM method and put
into logical relations, either automatically deduced from activity
overlap or by hand.

V. CONCLUSION

Overall, we have shown that representations learned through
embodiment with no external supervision encode meaningful
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information about the content of high dimensional visual input.
These representations can be associated with semantic labels
almost as well as representations that were optimized fully su-
pervised for object classification. This association works fast and
robustly with few randomly chosen labeled examples, similar to
the ability of children to perform fast mapping. We find that
concepts such as different types of doors and other action-
relevant objects are encoded even though no semantic concepts
were ever explicitly taught during training. Our results show the
viability of a new approach to train ANNs, inspired by the way
humans seem to learn. This approach focuses on self-supervised
learning through interaction and only transitioning later on to
supervised concept learning with few labeled examples.
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