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Optimizing Highly-Parallel Simulation-Based
Verification of Cyber-Physical Systems

Toni Mancini , Igor Melatti , and Enrico Tronci

Abstract—Cyber-Physical Systems (CPSs), comprising both
software and physical components, arise in many industry-
relevant domains and are often mission- or safety-critical.
System-Level Verification (SLV) of CPSs aims at certifying that
given (e.g., safety or liveness) specifications are met, or at
estimating the value of some Key Performance Indicators, when
the system runs in its operational environment, that is in presence
of inputs and/or of additional, uncontrolled disturbances. To
enable SLV of complex systems from the early design phases,
the currently most adopted approach envisions the simulation of
a system model under the (time bounded) operational scenarios
deemed of interest. Unfortunately, simulation-based SLV can be
computationally prohibitive (years of sequential simulation), since
system model simulation is computationally intensive and the set
of scenarios of interest can be extremely large. In this article, we
present a technique that, given a collection of scenarios of interest
(extracted from databases or from symbolic structures), computes
parallel shortest simulation campaigns, which drive a possibly
large number of system model simulators running in parallel in
a HPC infrastructure through all (and only) those scenarios in the
user-defined (possibly random) order, by wisely avoiding multiple
simulations of repeated trajectories, thus minimising completion
time. Our experiments on SLV of Modelica/FMU and Simulink
models with up to almost 200 million scenarios show that our
optimisation yields speedups as high as 8×. This, together with
the enabled massive parallelisation, makes practically viable (a
few weeks in a HPC infrastructure) verification tasks (both sta-
tistical and exhaustive) which would otherwise take inconceivably
long time.

Index Terms—System-level verification, simulation, cyber-
physical systems, systems engineering

I. INTRODUCTION

CYBER-PHYSICAL Systems (CPSs) consist of intercon-
nected hardware (the physical part) and software (the

cyber part). CPSs are ubiquitous in many industry-relevant ap-
plication domains, e.g., aerospace, automotive, energy, biology,
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healthcare, among many others. In many CPSs (e.g., in embed-
ded systems), the software part consists of a (typically micro-
programmed) controller which continuously senses the state of
the system and sends commands to the hardware actuators in
order to achieve an envisioned goal condition while satisfying
some requirements.

System-Level Verification (SLV) of a CPS aims at verifying
that the whole system (i.e., the software and the hardware
working together) meets the given specifications when running
in its operational environment, i.e., in presence of inputs and/or
additional limited uncontrolled (but possible) events (such as
faults, noise signals, or changes in system parameters, collec-
tively referred to as disturbances).

Since industry-relevant CPSs are often mission- or safety-
critical, their SLV is of paramount importance to build con-
fidence on their robustness and, ultimately, to perform their
qualification. To this end, SLV of CPSs is supported from the
early design stages by well-known model-based design soft-
ware tools, e.g., among the others, Simulink, VisSim, Dymola,
ESA Satellite Simulation Infrastructure SIMULUS. Such tools
allow the user to mathematically model the physical parts of
a CPS (the hardware model), by means of, e.g., differential
equations and/or algorithmic snippets to manage, e.g., the oc-
currence of events, and enable their numerical simulation, both
open-loop and closed-loop. In particular, during closed-loop
simulation, the actual software for the controller continuously
reads values from the connected hardware model and decides
control actions. During simulation of CPS models, the above
model-based design tools also allow the user to inject a time
series of inputs and other disturbances stemming from the en-
vironment, representing an actual operational scenario.

By designing a proper set of scenarios deemed plausible
(given the operational environment), SLV of the system is per-
formed either by verifying that the CPS model satisfies the
given specifications under all of them (aka exhaustive model
checking, where exhaustiveness is intended with respect to such
set of scenarios), or, when they are too many to be simulated ex-
haustively, the residual probability of errors or expected values
of suitable Key Performance Indicators (KPIs) are estimated by
simulating the system on a randomly chosen subset of scenarios
(statistical model checking [3]).

A. Background and Motivations

Unfortunately, models of industry-relevant CPSs are often
defined as systems of highly non-linear and possibly stiff differ-
ential equations, and their complexity hinders the possibility of
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any symbolic reasoning (via, e.g., model checkers for hybrid
systems). As a result, the main workhorse for SLV of such
system models is their black-box simulation on each single
scenario, in order to check whether the required system-level
specifications are satisfied on all of them or to estimate the
values for the KPIs of interest.

Simulating a CPS model on a single scenario can take from
seconds to minutes, depending on the requested simulation
time horizon and on the complexity of the system model. For
example, simulating our case study models on a single sce-
nario takes around 60 (Apollo Lunar Model Autopilot, ALMA,
by Simulink), 80 (Buck DC–DC Converter, BDC, by JMod-
elica/FMU) and 40 seconds (Fuel Control System, FCS, by
Simulink) on average. This is due to the frequent injections
of disturbances and/or changes of parameters, as prescribed by
the scenario being simulated. All this makes simulation-based
SLV campaigns of such CPSs a complex and extremely time-
consuming activity.

There are two major sources of complexity to deal with when
carrying out simulation-based SLV of CPSs.

The first source of complexity stems right from the definition
of the set of scenarios deemed plausible or worth of interest,
against which the system model must be verified. Traditionally,
such scenarios (which collectively define the CPS operational
environment) are manually defined by system verification teams
together with domain experts, and stored in large databases.
When a new version of the CPS model has to be verified,
such scenarios are injected during simulation and the resulting
model trajectories are evaluated. Beyond being extremely time-
consuming (possibly requiring months of work from expert de-
signers), this naïve operational environment definition activity
is extremely fragile, as it is hard to assure that the successful ver-
ification of the CPS model against such scenarios is sufficient to
certify absence of errors. This is because it would be impossible
to state whether the defined set of scenarios is representative of
all the possible situations of interest.

To overcome this obstruction, previous work [28], [38] pro-
posed to lift the hand-crafted definition of operational scenarios
into the definition of a declarative constraint-based specifica-
tion of the system operational environment via an automaton
encoded in a high-level language. The set of possible scenarios
against which to verify the CPS model is then defined as the set
of time series of inputs and other uncontrollable events encoded
by accepting computation paths on such an automaton. Also,
one such form of automaton, named scenario generator in [38],
allows the efficient extraction of any of its entailed scenarios
from their unique indices. The definition of the CPS operational
environment by such high-level models greatly eases the task
of the verification engineers to capture all scenarios deemed
plausible, also allowing them to dynamically focus on those
scenarios satisfying additional constraints (see [38] for exam-
ples), thus enabling prioritisation of the (typically very long)
verification activity.

Also, the availability of an environment model entailing a
possibly large, yet finite number of scenarios enables the ex-
haustive (with respect to such an environment model) verifi-
cation of the CPS at hand. Indeed, when the CPS model is

exercised on all the (finite number of) scenarios entailed by the
environment model, a clear degree of assurance is attained at
the end of the verification process. Furthermore, by properly
randomising the scenario verification order, suitable informa-
tion on the probability that a yet-to-be-simulated scenario exists
for which the CPS shows an error (omission probability) can be
returned any-time during verification [32]. This allows the user
to halt the verification process when the residual probability
of an error goes below a given threshold (graceful degrada-
tion). Similar advantages can be achieved when the environment
model yields a too large or an infinite number of scenarios,
which would hinder the possibility to verify the system on
all of them. In such cases, statistical model checking can be
exploited by randomly sampling a finite number of scenarios
from the environment model, and a statistically-sound degree
of assurance that the property under verification holds, or a
statistically sound estimation of the value of some KPIs can
be generated at the end of the (finite) verification process.

The second major source of complexity to deal with when
performing simulation-based SLV of CPSs is carrying out the
actual simulation of the system model on all the selected sce-
narios (regardless on how they are selected). This is because,
to achieve a high-enough level of assurance on its correctness,
the system must be typically simulated on a very large number
of scenarios (e.g., in our case studies we tackle verification
processes on up to almost 200 million scenarios), yielding
prohibitive simulation times. Tackling this last issue is the main
focus of this article.

B. Contributions

We present an approach to compute optimised simulation
campaigns to perform SLV of CPSs in a highly parallel en-
vironment (e.g., a large High-Performance Computing, HPC,
infrastructure), given identical simulators of the CPS model and
a (possibly large yet finite) collection of operational scenarios.
Our contributions are as follows.

Shortest Simulation Campaigns for Highly-Parallel CPS
Verification. We present an algorithm that, given as input a
(typically very large) set of operational scenarios (either gener-
ated from a high-level environment model or extracted from a
database), computes a set of optimised simulation campaigns
out of them, which drive multiple simulators of the CPS (run-
ning in parallel) through all (and only) such scenarios in the
(possibly random) order chosen by the user, while aiming at
minimising the verification completion time.

Since the parallel execution of the computed simulation cam-
paigns requires no inter-process communication, very large
HPC infrastructures can be seamlessly exploited to greatly
shorten the overall verification activity.

Case Studies. We show the applicability of our algorithm
on three case studies of industry-scale CPSs, by performing
their verification against very large sets of scenarios (up to
almost 200 million scenarios), using up to (virtually) 65 536
cores of a HPC infrastructure (that is 1024 64-core machines),
and evaluate the benefits of our optimised simulation cam-
paign computation algorithm and the scalability of our overall
approach.
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Thanks to our overall architecture which envisions a
simulator-independent campaign computation algorithm
and simulator-specific drivers, we can virtually control any
available simulation engine. We have currently developed (and
successfully used in our experiments) drivers for the widely
popular simulation platforms Simulink and JModelica/
Functional Mock-Up Unit (FMU).

II. FORMAL FRAMEWORK

We denote with R, R0+ and R+ the sets of, respectively, all,
non-negative, and strictly positive real numbers, and with N+

and N the sets of, respectively, strictly positive and non-negative
integer numbers. Also, given two sets A and B, we denote by
AB the set of functions from B to A.

We now briefly describe how we model our System Under
Verification (SUV), its operational environment, and the prop-
erty to be verified. For brevity, formal definitions (including no-
tation recap) and statements as well as their proofs are delayed
to Appendix A (see the supplementary material).

System Under Verification (SUV). We assume our
(black-box) SUVH to be a deterministic, time-invariant, causal,
state-input-output dynamical system (e.g., [29], [31], [48]) over
a continuous or discrete time set T (hence T is either N or
R0+, or an interval thereof), and whose input space U defines
the set of possible values for the user inputs and the other
uncontrollable events H is subject to, e.g., faults in sensors and
actuators or changes in system parameters. Thus, H takes as
input a time function u ∈ U

T, defining the SUV input values
at all time points (u is called an operational scenario, or just
scenario).

Property to Be Verified. For maximum generality, we
assume that the property to be verified and/or the KPIs to be
computed under each scenario are encoded as a monitor within
H. The monitor observes the state of the system and checks
whether the property under verification is satisfied and/or com-
putes the values of the KPIs of interest. The use of monitors
as black boxes gives us maximum flexibility and it allows
us to abstract away the actual formalism used to define the
property (e.g., it is immediate to define as monitors bounded
safety and bounded liveness properties as well as checkers for
formulas in any temporal logic; see, e.g., [27], [43] and citations
thereof). Since the monitor output is all we need to carry out our
verification task, in the sequel we assume that the only outputs
of the SUV are those from the monitor.

System-Level Verification (SLV). An SLV problem is
a pair π = (H,U), where H is a SUV (with an embedded
monitor) and U is a set of scenarios for it. The answer to SLV
problem π is the collection of the outputs of the SUV (monitor)
produced at the end of each scenario u ∈ U , where u is injected
in H starting from its initial state.

Our definition of (answer to an) SLV problem is very general
and, depending on how the SUV monitor is defined, seamlessly
accounts for verification activities aimed at either checking
whether a scenario in U exists which raises an error in the SUV
(error scenario), or at computing statistics on (e.g., expected
values of) some KPIs. Namely, to find an error scenario, it is
enough to define the monitor to return PASS or FAIL at the end

of each of them, depending on whether the scenario satisfies or
violates the property under verification. Conversely, to compute
any sort of statistics on any KPIs of interest, it is enough to
define the monitor to compute and output such KPI values at
the end of each scenario.

SUV Operational Environment. According to our focus
on verification tasks where numerical simulation is the only
means to get the trajectory of the SUV when fed with an input
scenario, we will assume that the set U is finite and finitely
representable, and that each scenario is time bounded. Hence,
we assume that the set of values taken by input scenarios in U
(actually, for simplicity, the set U itself) is finite (and, without
loss of generality, ordered) and scenarios in U are defined
via piecewise constant input time functions having disconti-
nuities at time points multiple of a given (arbitrarily small)
time quantum τ ∈ T \ {0}. Such scenarios can be conveniently
represented as input traces (Definition 1).

Definition 1: (Input trace). An input trace u with values in
U is a finite sequence (u0, . . . , uh−1) where all ui belong to U.
Value h is the trace horizon.

Given time quantum τ ∈ T \ {0}, an input trace u=
(u0, . . . , uh−1) is interpreted as the bounded-horizon piecewise
constant time function u ∈ U

[0,τh) defined as u(t) = u� t
τ � for

t ∈ [0, τh). From now on we assume that a time quantum τ
is given, and thus interchangeably refer to input traces and to
their uniquely associated time-bounded piecewise constant time
functions.

Our assumptions above naturally apply to scenarios whose
values denote events such as user requests or faults. However,
scenarios encoding input time functions assuming continuous
values can be tackled by means of a suitable discretisation of
their domains, whilst smooth continuous-time input functions
(e.g., additive noise signals) can be managed as long as they can
be cast into (or suitably approximated by) finitely parametris-
able functions, in which case the input space actually defines
such a (discrete or discretised) parameter space. Examples of fi-
nite parameterisations of the SUV input space are those defining
limited, quantised Taylor expansions of continuous-time inputs,
or those defining quantised values for the first coefficients (those
carrying out the most information) of the Fourier series of a
finite-bandwidth noise, see, e.g., [1], [34].

As argued in [38], our assumptions are in line with an engi-
neering (rather than purely mathematical) point of view, where
man-made CPSs need to satisfy the properties under verification
with some degree of robustness with respect to the actual input
time functions (see, e.g., [1], [16] and references thereof). Our
case studies in Section VI contain uses of several of such
features, and show that our setting can be easily met in practice.

III. SUV SIMULATORS

In our simulation-based setting, we aim at performing SLV
of our SUV by driving the execution of a simulator of the
SUV model (in e.g., Simulink, Modelica) via the simulation
engine scripting language, which also takes care of injecting
piecewise constant input time functions representing scenarios.
By extending the formal notion of SUV simulator in [31], [34],
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we provide a general mathematical framework that allows us
to link scenarios given as input to a SUV H (as input traces
encoding piecewise-constant input time functions) to inputs for
a simulator of H (simulation campaigns).

Formal definitions as well as statements and their proofs in
this section are delayed to Appendix B (available online).

A simulator for SUV H is a tuple (H,W), where W denotes
the set of simulator states. Each w ∈W has the form w =
(x,u,M), where: x is a state of H; u is an input time function
(an input trace in our setting) for H; M (simulator memory)
is a finite map whose elements are of the form: [λ �→ (x′,u′)],
with λ ∈ Λ being an identifier from a countable set (unique in
M), x′ a state of H, and u′ is an input trace.

A simulator S can take the following commands: OUTPUT,
which reads the output of S in the current state; LOAD(λ), which
loads from memory the state associated to identifier λ and
makes it the current simulator state (and raises an error if such
a state is not in memory); STORE(λ), which stores into memory
the current simulator state under identifier λ (and raises an error
if λ already occurs in memory); FREE(λ), which frees simulator
memory entry λ (and raises an error if no such entry exists);
RUN(u, t), which injects input u and advances simulation by
time t ∈ T. The time advancement due to a command is the
time simulated by S when executing it, and is t for RUN(u, t)
and 0 for all the other commands.

A simulation campaign X for S is a sequence CMD0

(args0) . . . CMDc−1(argsc−1) of simulator commands (with
their arguments). To X we can univocally associate: (i) the
sequence of states traversed by the simulator while executing
it; (ii) the length len(X ), which is the sum of the time advance-
ments of its commands; (iii) the required simulator memory
mem(X ), which is the maximum number of entries in the
simulator memory among the traversed states; (iv) the output
sequence, which is the sequence of the results of its OUTPUT

commands (i.e., the outputs of S in the states where an OUTPUT

command is issued). A simulation campaign is executable if it
does not raise errors.

Proposition 1 links inputs to a simulator S for H (i.e., simula-
tion campaigns) to inputs for H (input time functions), and lays
the foundations to our SLV approach, ensuring that we can carry
out a verification activity on H by properly driving its simulator
S . This will be the focus of Section IV.

Proposition 1: Let S be a simulator for H, X an executable
simulation campaign for S , and w0, ..., wc the associated se-
quence of simulator states. For each i ∈ [0, c], the input time
function ui inwi = (x,u,Mi) is such to drive H from its initial
state to xi.

IV. SIMULATION-BASED SLV

To perform simulation-based SLV of H over n input traces
U we need a simulator S = (H,W) for H and an executable
simulation campaign X for S that somewhat drives S along
the scenarios for H encoded by traces of U and collects the
simulator outputs at the end of each scenario.

To this end, Definition 2 allows us to associate to any ex-
ecutable simulation campaign X for S the sequence U(X ) of

SUV scenarios (as piecewise constant input time functions) for
H actually explored by X . Full definitions and statements in
this section as well as their proofs are delayed to Appendix C
(available online).

Definition 2: (Sequence of input time functions associated to
a simulation campaign). The sequence of input time functions
associated to simulation campaign X containing n OUTPUT

commands is U(X ) = uj0 , . . . ,ujn−1
, where uji is the input

time function associated to the state where the simulator exe-
cutes the i-th OUTPUT command of X .

Definition 3 formalises the notion of a simulation campaign
aimed at computing the answer to an SLV problem.

Definition 3: (Simulation campaign for an SLV problem).
A simulation campaign X for SLV problem π = (H,U) is an
executable campaign for a simulator S of H, such that the
sequence U(X ) = uj0 , . . . ,ujn−1

of its associated input time
functions is a permutation of U .

A simulation campaign X for π = (H,U) can be used to
compute the answer to π by executing X on a simulator S for
H and by collecting the simulator outputs during X . If π aims
at finding scenarios witnessing a property violation, the input
function associated to any simulator state whose output is FAIL
constitutes such an error scenario. Conversely, if π amounts to
compute statistics on some KPIs of interest, the KPI values
returned as the outputs of X (at the end of each simulated
scenario) can be used to build such statistics.

A. Shortest Simulation Campaigns

Among all the simulation campaigns for a given SLV prob-
lem, the shortest campaigns whose required simulator memory
is bounded by a given constant m ∈ N+ (the simulator memory
capacity) have a special interest (Definition 4).

Definition 4: (Shortest (m-memory) simulation campaign
for a SLV problem). Let m ∈ N+ ∪ {∞}. A shortest
m-memory simulation campaign X for π is a simulation
campaign for π such that mem(X )≤m and for which
no other simulation campaign X ′ for π exists such that
len(X ′)< len(X ) and mem(X ′)≤m. When m=∞ (i.e., we
do not put any limitation on the required simulator memory
capacity to execute X ), we call X simply a shortest simulation
campaign for π.

By definition, any shortest m-memory simulation campaign
for π is not shorter than any shortest (m+ 1)-memory simula-
tion campaign for π. Also, any shortest ∞-memory simulation
campaign for π would actually require only a finite simulator
memory capacity, which is upper bounded by the number m∗

of the distinct longest sequences of disturbances occurring as
prefixes of multiple traces of U (Longest Shared Prefixes, LSPs,
see Definition 13 in Appendix D.1, available online). Hence,
any shortest ∞-memory simulation campaign for π would ac-
tually be a m∗-memory simulation campaign.

Computation of shortest simulation campaigns can be pur-
sued by recalling that our SUV H is deterministic and needs
to be simulated, for each scenario (input trace), starting from
its initial state x0. Hence, if two input traces ua,ub ∈ U have
a common prefix, the SUV state at the end of such a prefix
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may be stored during simulation of the first simulated trace
(e.g., ub) and loaded back before simulating the other (e.g., ua),
whose inputs could then be injected from that point on only.
This avoids repeated simulation of the common prefix.

This form of compression is particularly effective in practice,
as the occurrence of multiple scenarios sharing a common prefix
is very frequent when defining SUV operational environments.
For example, in our case studies, the shortest simulation cam-
paigns, as computed by our algorithm, are shorter than naïve
ones by a factor of 5 to 8. This translates in similar speed-ups
of the required overall simulation time (see Section VI).

B. Randomised Simulation Campaigns

Proposition 2 states that, if we put no limitation on the re-
quired memory capacity, a shortest simulation campaign exists
for any ordering of the scenarios of the SLV problem at hand.

Proposition 2: Let π = (H,U) be an SLV problem (|U|= n)
and S be a simulator for H. For any permutation uj0 , . . . ,ujn−1

of input traces of U , there exists an executable shortest simula-
tion campaign X for π on S , such that U(X ) = uj0 , . . . ,ujn−1

.
However, the choice of the scenario verification order is an

important issue. For example, as long as this order is determinis-
tic, no partial conclusion can be drawn, during simulation, about
the absence of error scenarios. This is because in a verification
setting we need to adopt an adversarial model in which the
adversary will place the single error scenario of U as the last
scenario simulated by X . Previous work [29], [32] shows that
the upfront availability of all scenarios to be verified (set U )
allows us to adopt a simple yet very effective approach to draw,
at any time during simulation, mathematically-sound partial
conclusions on the probability that a property violation will
be witnessed by a yet-to-be-simulated scenario. The idea is
to choose our scenario verification order uniformly at random
among all possible orders. With such a randomised simulation
campaign, after having verified the absence of errors on the
first j ∈ [0, n] scenarios of U in the generated random order
(where n= |U|), the probability that an error will be found in
a yet-to-be-simulated scenario (omission probability) is upper-
bounded by 1− j

n . With this approach, we effectively conjugate
exhaustiveness with randomness.

Randomising the scenario verification order is also required
when approximations of statistics (e.g., expected values) of
KPIs for each scenario are to be computed with guaranteed
accuracy via statistical model checking.

Efficiently computing a shortest, possibly randomised sim-
ulation campaign for our SLV problem is the purpose of Sec-
tion V.

C. Parallel Simulation Campaigns

As anticipated in Section I-A, a major efficiency bottleneck
for simulation-based SLV of industry-relevant CPSs is simula-
tion time. This is due both to the typically very large number
of scenarios to simulate (e.g., up to almost 200 million in our
case studies) and to the time needed to numerically simulate the
CPS model (our SUV) on each such scenario (up to 80 seconds
in our case studies).

The answer to an SLV problem π = (H,U) (i.e., the collec-
tion of the simulator outputs at the end of each scenario) can
be computed by arbitrarily partitioning U into k ∈ N+ subsets
(slices) U0, . . . ,Uk−1 (where k is the number of available com-
putational nodes), and by computing and taking the union of
the answers to the k smaller SLV problems πi = (H,U i), i ∈
[0, k − 1]. In our simulation-based setting, this can be achieved
using k simulators for H running as k independent processes
(e.g., in parallel in a HPC infrastructure) and independently
driven by k simulation campaigns X1, . . . ,Xk, where, for all
i, Xi is a simulation campaign for πi. Definition 5 formalises
this concept.

Definition 5: (Parallel simulation campaign for an SLV prob-
lem). A k-parallel simulation campaign for SLV problem π =
(H,U) is a tuple Ξ = (X0, . . . ,Xk−1) such that there exists a
partition of U into sets U0, . . . ,Uk−1 such that, for all i, Xi is
a simulation campaign for πi = (H,U i).

The length of X is len(X ) = maxk−1
i=0 len(Xi). Given m ∈

N+ ∪ {∞}, Ξ is a k-parallel m-memory simulation campaign
if all Xis are m-memory simulation campaigns.

The concepts of shortest and shortest m-memory simulation
campaign are straightforwardly extended to parallel simulation
campaigns.

As shown in [32], when the SLV activity seeks to certify
absence of error scenarios, if all Xis of a parallel simulation
campaign Ξ = (X0, . . . ,Xk−1) are randomised (i.e., each Xi

implements a verification order of the scenarios in Ui chosen
independently and uniformly at random among all possible
orders), then, at any time during the parallel simulation-based
SLV activity, where Xi has verified the absence of errors on the
first ji ∈ [0, ni] scenarios of Ui in the generated random order
(where ni = |Ui|), the omission probability (i.e., the probability
that an error will be found in a yet-to-be-simulated scenario) is
upper-bounded by 1−mink−1

i=0

(
ji
ni

)
.

V. PARALLEL COMPUTATION OF PARALLEL SIMULATION

CAMPAIGNS

We are now ready to present our algorithm to compute a
parallel simulation campaign Ξ = (X0, . . . ,Xk−1) for the SLV
problem π = (H,U) at hand. The computed Ξ can be executed
on k simulators for H running independently on k nodes of a
HPC infrastructure.

Full definitions, additional pseudocode and its description,
as well as proofs of statements in this section are delayed to
Appendix D (available online).

A. Input

Our algorithm takes as input a collection U of n ∈ N+ input
traces (encoding the scenarios on which the SUV must be
verified) and the memory capacity m ∈ N+ of each of the k
simulators in terms of the maximum number of states that each
simulator can keep simultaneously stored.

Input traces are given either explicitly in the form of a
database in mass memory, or symbolically, by means of a
scenario generator, as designed in [38]. In particular, a sce-
nario generator G is a symbolic data structure built from a
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set of requirements (or constraints), in turn defined by means
of multiple automata (monitors). From G, input traces of any
horizon satisfying those requirements can be efficiently ex-
tracted from their unique indices. Namely, a scenario generator
G offers two main functions: nb_traces() and trace(). Function
nb_traces(G) returns the number n of input traces entailed by
G, while, for j ∈ [0, n− 1], trace(G, j) extracts the j-th trace
(in lexicographic order) from G. When the set of scenarios is
given via a scenario generator, the input traces are given as a set
of integers I representing unique indices of traces to extracted
from G. In other words, when a scenario generator are involved,
our set of input traces is defined as U = {trace(G, j) | j ∈ I}.

B. Enabling Parallelism

The typically very large number of input traces implies that
U cannot be represented explicitly in central memory, and
any form of global optimisation to find a shortest parallel
m-memory simulation campaign would be unviable. Hence, our
algorithm makes wise use of the available RAM and parallel
computational nodes, and exploits suitable heuristics in order to
compute an as-short-as-possible randomised m-memory sim-
ulation campaign. However, when the available capacity m
of each simulator memory is above a certain threshold which
depends on U , the algorithm will indeed compute k prov-
ably shortest m-memory simulation campaigns X0, . . . ,Xk−1

(Proposition 3).
Computing an as-short-as-possible parallel m-memory sim-

ulation campaign needs to heavily exploit the presence of multi-
ple traces sharing a prefix. Hence, when splitting U into slices,
it is important to keep as much as possible in the same slice
traces sharing long common prefixes.

To this end, our algorithm works best when input traces
can be accessed in lexicographic order (according to the total
order defined over the SUV input space U), since in this case it
can easily keep in the same slice traces that are close together
according to the lexicographic order.

Accessing traces in lexicographic order is immediate when
they are extracted from a scenario generator, since it would
be enough to access them in ascending order of their indices.
Hence, in this case slicing is performed by simply partitioning
of the set of indices I of the traces selected for SLV into k
evenly-long sequences I0, . . . , Ik−1, where each such sequence
defines trace indices in ascending order and, for each i > 0 the
trace indices in the i-th slice are all larger than those in the
(i− 1)-th slice. The i-th slice of traces would then simply be:
Ui = {trace(G, j) | j ∈ Ii}, i ∈ [0, k − 1].

Conversely, when input traces are extracted from a database,
standard mass-memory sorting algorithms are exploited to re-
order them lexicographically. Even when the number of traces
is very large, such mass-memory sorting algorithms offer good
scalability and can be effectively used for this purpose. In
particular, as shown in Section VI-D, the advantages (in terms
of savings in the simulation time) achieved by performing SLV
using optimised simulation campaigns heavily outperform the
additional cost of ordering them if needed, and this justifies
investing computation time in such a preprocessing.

Algorithm 1: Simulation campaign computation for a
slice
1 input Ui, slice of traces in desired (e.g., random) order
2 input τ ∈ T, time quantum
3 input m ∈ N+, the simulator memory capacity
4 output Xi, the output simulation campaign

5 Xi ← an empty sequence of commands;
6 T ← LSPT(Ui); /* build Longest Shared Prefix Tree */
7 j ← 0; /* trace counter */
8 foreach u ∈ Ui (in the given order) do
9 append sim_cmds(u, j, T ) to Xi; j ++;

10 return Xi;

For each slice, a desired, possibly randomised, verification
order can be easily defined by the user. For example, a uni-
formly random verification order can be computed by com-
puting a random permutation of trace indices (when traces are
extracted from a scenario generator) or of their keys (when pre-
sorted in mass-memory databases, see, e.g., [32]).

C. Computing a Simulation Campaign From Each Slice

From this point on, computation of the parallel simula-
tion campaign Ξ = (X0, . . . ,Xk−1) proceeds embarrassingly
in parallel, using up to k independent computational nodes, one
for each slice. Our algorithm to compute a simulation campaign
for a single slice Ui is sketched as Algorithm 1.

1) Longest Shared Prefix Tree: The first step of Algorithm
1 (function LSPT()) is to build a data structure called Longest
Shared Prefix Tree (LSPT), representing the longest prefixes
shared by multiple traces.

In the following, given two (possibly empty) sequences of
inputs ua and ub (i.e., sequences of values of U), we denote
by ua � ub (respectively, ua � ub) the fact that ua is a prefix
(respectively, proper prefix) of ub.

A Longest Shared Prefix (LSP) for Ui is a (possibly empty)
sequence u of inputs such that there exist two traces ua and ub

in Ui such that: u� ua, u� ub, and there exists no u′ in Ui

such that u� u′, u′ � ua, and u′ � ub. The intelligent storing
of the states reached by the simulator after having executed
such LSPs (under the available simulator memory capacity
constraints) would avoid their recomputation, thus producing
shorter simulation campaigns.

A LSPT for Ui (see Appendix D.1.1, available online, for
formal statements, details, and pseudocode) is a tree T =
(V, parent). Nodes (set V ) denote distinct LSPs of Ui and the
parent node parent(u) of node u (if one exists) is such that
parent(u)� u, and no sequence u′ exists as a node of T such
that parent(u)� u′ � u. The latter condition implies that a
LSPT is a rooted tree.

The depth of LSPT node u= (u0, . . . , ud−1) is depth(u) =
d, which represents the time point dτ reached by the simula-
tor (starting from its initial state) after having injected input
sequence u. The depth of the node associated to the empty
sequence is zero. To each node (u0, . . . , ud−1) ∈ V , the number
of traces in Ui having (u0, . . . , ud−1) as a (proper or non-
proper) prefix is stored as ntraces(u0, . . . , ud−1).
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A LSPT T for Ui is complete if no LSPT for Ui exists whose
nodes are a proper subset of those of T . The size of a LSPT is
the number of its nodes.

To compute a complete LSPT for Ui in central memory,
function LSPT() scans Ui in lexicographic order, since, under
this ordering, deciding which trace prefixes are nodes of the tree
is straightforward and memory-efficient.

To keep an as small as possible RAM footprint of the LSPT,
the algorithm represents in central memory each of its nodes
(u0, . . . , ud−1) by a unique identifier λ(u0, . . . , ud−1). Unique
identifiers for each trace prefix are available for free when
traces are extracted from a scenario generator. If traces are taken
from a database, any efficiently computable injective function
of finite sequences of input values (or even a cryptographic hash
function, when the probability of conflicts is small enough) can
be used.

2) Generation of Simulation Campaign Commands: Algo-
rithm 1 proceeds at generating an optimised simulation cam-
paign Xi which would drive simulator Si along all the input
traces according to the chosen (possibly random) order, still
trying to save as many simulation steps as possible, compatibly
with simulator memory capacity constraints.

To this end, the input traces Ui are considered sequentially
in the given order. For each trace u, function sim_cmds() is
invoked to append to Xi a sequence of commands to simulate it
from the best intermediate state available in the simulator mem-
ory (see below). During generation of simulator commands, for
each LSPT node λ, the algorithm keeps a boolean flag stored(λ)
(initialised to false) whose value reflects, at any point during the
computation of Xi, the fact that state λ would be available or
not in the memory of Si at that point during the execution of
Xi. Namely, stored(λ) is set to true (respectively, false) when
issuing a STORE(λ) (respectively, FREE(λ)) command.

Generating trace simulation commands. Algorithm 2
shows the pseudocode of function sim_cmds() which issues
the actual commands aimed at simulating trace u, which are
appended to Xi. The function proceeds as follows:

1. Selects λload, the state corresponding to the longest prefix
of u that, at the current point of the prospective simulation,
would be available in the simulator memory and appends
command LOAD(λload) to Xi, to load it back.

2. Revises the nodes of the LSPT associated to prefixes of
u (proceeding backwards from the full u). For each such
LSPT node λq, value ntraces(λq) is decremented (thus
memorising the fact that such prefix will occur in one less
future trace). If ntraces(λq) becomes zero, the algorithm
knows that the input sequence associated to λq will not
occur as a prefix in any future trace, and removes λq

from the LSPT (which, since prefixes of u are processed
backwards from the entire u, is a leaf of the LSPT). Also,
if λq is known to be stored in the simulator memory at
this point of the execution of Xi (i.e., stored(λq) = true), it
appends to Xi command FREE(λq) to free-up the simulator
memory.

3. Appends to Xi a RUN command for each maximally long
constant portion of u such that no intermediate state tra-
versed by the simulator needs to be stored to shorten

Algorithm 2: Function sim_cmds()

1 function sim_cmds(u, j, T )
2 input u= (u0, . . . , uh−1), current (j-th) trace
3 input T = (V, parent), Longest Shared Prefix Tree
4 output sequence of sim. commands for u
5 if j = 0 then load ← 0; /* first trace */
6 else /* not first trace */
7 load ← max q ∈ [0, h] s.t.
8 λload = λ(u0, . . . , uq−1) ∈ V ∧ stored(λload);
9 issue LOAD(λload);

10 for q from h− 1 downto 0 s.t.
λq = λ(u0, . . . , uq−1) ∈ V do /* revise T */

11 ntraces(λq)--;
12 if ntraces(λq) = 0 then

/* λq won’t occur in future
traces */

13 if stored(λq) then
14 issue FREE(λq); stored(λq) ← false;
15 remove λq from V ; /* λq is leaf

in T */
/* All nodes still in T will occur
in future traces */

16 start ← load;
17 while start < h do
18 end ← max e ∈ [start, h−1] s.t. ∀q ∈ [start+1, e]
19 uq = uq−1 ∧¬worth_storing(λ(u0, . . . , uq−1), T );

20 issue RUN(ustart, (end − start + 1)τ);
21 start ← end + 1;
22 if start ≤ h ∧ λstart = λ(u0, . . . , ustart−1) ∈ V ∧

worth_storing(λstart, T ) then
23 do_store(λstart, T , m, Xi); /* possibly

issues FREE(λ′) for some λ′ s.t.
stored(λ′) and sets stored(λ′)
to false, before issuing
STORE(λstart) */

24 stored(λstart)←true;
25 issue OUTPUT;

simulation of future traces (i.e., function worth_storing()
returns false for it).

4. If the state reached by the simulator after each RUN com-
mand is worth to be stored as it can shorten simulation of
a later trace (this implies it is a node of the LSPT), the
function proceeds at storing it (see below).

Storing intermediate simulation states. Given the lim-
ited capacity m of the simulator memory, the decision of which
LSPT simulator states will be actually stored must be taken
wisely. This is charge of function worth_storing().

Since the LSPT has no information on the order with which
simulator states represented by LSPT nodes will occur in Ui

(such data would be too large to be kept in RAM), any approach
to compute an optimal plan to decide which intermediate state
to store and free (and when to do that during the execution of the
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simulation campaign) is clearly not viable. Hence, the function
proceeds heuristically.

In particular, worth_storing(λ, T ) works as follows. If λ is
not a LSPT node or is expected to be already stored in memory
at that point of the execution of the simulation campaign (i.e.,
stored(λ) = true), then worth_storing() returns false; otherwise,
if the simulator memory is expected to have room to accom-
modate an additional state (i.e., the number of LSPT nodes
λ′ such that stored(λ′) = true is <m), then worth_storing()
returns true.

In case the simulator memory is expected to be full at that
point of the execution of the simulation campaign, then the
function decides whether it is best to make space for λ by
freeing up another simulator state λ′ already in memory, or to
rather ignore the request of storing λ in the first place.

To this end, the function searches for a currently stored
state λ′ whose associated node in the LSPT is not the root
node and has the smallest depth-difference with respect to its
parent node, where the depth-difference of λ′ is depth(λ′) −
depth(parent(λ′)) > 0. Since the depth-difference of a simu-
lator state defines the additional number of τ -simulation steps
needed by the simulator to reach that state when starting from
the state represented by its parent node in the LSPT, λ′ is a
currently stored state which could be used to shorten simulation
of a future trace, but whose removal from simulator memory
minimises the number of additional τ -simulation steps needed
to recompute it (from the state associated to its parent node in
the LSPT).

In case the depth-difference of λ′ is less than that of λ,
then the function decides that it is worth removing λ′ from
the simulator memory to make room for λ, and returns true.
Otherwise, the function knows that freeing-up λ′ to make room
for λ would cost more (in terms of additional τ -long sim-
ulation steps to recompute λ′ from the state represented by
its parent) than simply ignoring the request to store λ, and
returns false.

When worth_storing() returns true, function do_store()
appends STORE(λ) to Xi, preceded by FREE(λ′) in case
worth_storing() has selected λ′ as the state to be freed-up (in
which case stored(λ′) is set to false as well).

In order to efficiently find λ′, the currently stored LSPT nodes
are indexed so as to retrieve efficiently those having minimal
depth-difference with respect to their parents.

The following result holds (see Appendix D.2, available on-
line, for the full statement and proof).

Proposition 3: (Correctness of Algorithm 1). Let π = (H,U)
be an SLV problem for SUV H, with input traces U being asso-
ciated to time quantum τ , and let m be a positive integer. Given
any partition {U0, . . . ,Uk−1} of U , let Ξ = (X0, . . . ,Xk−1) be
the k-parallel simulation campaign such that Xi is computed by
Algorithm 1 on inputs Ui (under any user-defined order), τ , and
m. We have that:

1. For all i ∈ [0, k − 1], the sequence U(Xi) is Ui;
2. There exists m∗ ∈ N+ such that, if m≥m∗, all Xis are

shortest m-memory simulation campaigns.
Point 1. implies that Ξ is a k-parallel m-memory simulation

campaign for π. Each Xi drives an independent copy of a

simulator of SUV H along the scenarios in Ui in the chosen,
possibly random, order. In the latter case, an upper bound to
the omission probability can be computed at any time during
parallel simulation (Section IV-C).

VI. IMPLEMENTATION AND EXPERIMENTAL RESULTS

In this section we outline our implementation of the parallel
algorithm of Section V and analyse its performance and scala-
bility on three real case studies.

A. Implementation

We implemented our algorithm as a C-language tool which
takes as input positive integers k (number of slices) and m
(memory capacity of each simulator), and the set of input traces
U for which a parallel campaign is sought. In our experiments
we extracted the set of input traces from scenario generators,
defined as discussed in [38]. The computed campaign can be
executed on k simulators for the SUV H, running independently
on k computational nodes. Each simulator is steered by a driver
which receives the simulation campaign as input. This driver is
the only simulator-dependent component of our tool pipeline.
We implemented drivers for two popular simulators, namely:
Simulink and JModelica/FMU. Additional drivers can be easily
written along the same lines.

B. Case Studies

We selected three industry-relevant SUV models defined in
the language of two popular simulators, namely Simulink and
Modelica.

1) Buck DC–DC Converter (BDC): It is a mixed-mode
analog circuit converting the DC input voltage (denoted as Vi)
to a desired DC output voltage (Vo), often used off-chip to scale
down the typical laptop battery voltage (12–24 V) to the few
volts needed by, e.g., a laptop processor (the load) as well as
on-chip to support dynamic voltage and frequency scaling in
multicore processors (see, e.g., [40]). A BDC converter is self-
regulating, i.e., it is able to maintain the desired output voltage
Vo notwithstanding variations in the input voltage Vi or in the
load R. We used a Modelica model of the fuzzy logic–based
BDC controller of [47], converted into an FMU 2.0 object via
the JModelica extension in [45].

2) Apollo Lunar Model Autopilot (ALMA): It is a
Simulink/Stateflow model defining the logic that implements
the phase-plane control algorithm of the autopilot of the lunar
module used in the Apollo 11 mission. The Module is equipped
with actuators (16 reaction jets to rotate the Module along the
three axes) subject to temporary unavailabilities. The controller
takes as input requests to change the Module attitude (i.e., to
perform a rotation along the three axes) and computes which
reaction jets to fire to obey each request.

3) Fault Tolerant Fuel Control System (FCS): It is a
Simulink/Stateflow model of a controller for a fault tolerant
gasoline engine, which has also been used as a case study in
[11], [25], [26], [28], [32], [33], [55]. The FCS has four sensors
subject to temporary faults, and the whole control system is
expected to tolerate single sensor faults.
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TABLE I
SCENARIO GENERATORS FOR OUR CASE STUDIES

SUV |U| horizon n. traces constraints on traces

BDC 25 60 t.u. 49 971 109 Appendix E.1
ALMA 432 100 t.u. 107 535 209 Appendix E.2

FCS 6 100 t.u. 195 869 671 Appendix E.3

C. Experimental Setting

We defined a scenario generator for each SUV, entailing input
traces (time quantum τ = 1 time unit, t.u.) with the properties
listed in Table I. Several constraints have been enforced on
the input traces. This allows us to focus the SLV activities on
clearly selected portions of the space of inputs and to keep the
overall number of traces under control. The enforced constraints
are detailed in Appendix E (available online). Here, we just
point out that we experimented with the optimisation of parallel
simulation campaigns for up to around 50 (BDC), 100 (ALMA)
and 200 (FCS) million traces.

To show scalability of our algorithm when computing op-
timised parallel simulation campaigns as well as the overall
savings in simulation time provided by our approach to SLV,
we exploited (virtually) up to 1024 identical 64-core machines
(CPU: AMD EPYC 7301, RAM: 256GB) of our HPC in-
frastructure, thus our maximum number of slices k has been
set to 65 536.

Since actual simulation of the generated campaigns in all
the considered settings would be prohibitively long, simulation
time of each campaign has been estimated as follows. For each
SUV, we generated and actually simulated a random campaign
of 100k commands, where each command (LOAD, STORE, FREE,
OUTPUT, RUN for all needed durations) was evenly represented.
We then computed the average time needed by the simulator to
execute each single command, and used such expected values
(standard deviation showed to be negligible) to estimate the
completion time of each campaign.

D. Experimental Results

Our experimental results are summarised in Fig. 1 (BDC),
Fig. 2 (ALMA) and Fig. 3 (FCS). We computed several ran-
domised parallel simulation campaigns for each case study, one
of each of several random subsets of all the traces entailed by
our scenario generator.

In order to show performance and effectiveness of simula-
tion campaign optimisation in contexts ranging from statistical
model checking to random exhaustive verification, we sampled
trace subsets by fixing their size from 25% to 100% of the
overall number of traces.

Each experiment has been repeated for various amounts of
simulator memory available (1 state, meaning no optimisation
at all, since only one simulator state –typically the initial state–
can be stored and loaded back, up to m∗, the maximum number
of states required in each experiment for maximum optimi-
sation). Given the presence of randomisation, all experiments
have been repeated with 5 different random seeds, and all results
have been averaged.

1) Scalability of the Campaign Computation Algorithm:
The first (left-most) column of Figs. 1–3 shows the time
(in seconds) needed by our algorithm to compute a parallel
simulation campaign for each SUV and each combination of
values for the number of traces (row), the number of parallel
processes (slices), and the amount of simulator memory
(different line shapes).

The plots show that the computation time ranges from a few
seconds to a few hours, and this time is always negligible when
compared to the time savings that such optimisation yields
in terms of simulation time (see the corresponding plots on
right-most column, where time is expressed in days of parallel
computation).

2) Campaigns Efficiency With Respect to Parallelisation:
The second column of Figs. 1–3 shows how efficiency of the
computed campaigns is preserved when a higher number of
parallel processes are expected to be used in the verification
process (hence, the input traces are split in a higher number of
slices).

Namely, for each SUV and each combination of values
for the number of traces n (row), the number of parallel
processes (slices) k, and the amount of simulator memory
m (different line shapes), the charts plot the average value
(among our randomised experiments) of the following quan-
tity: sim_time(Xn,1024,m)× 1024

sim_time(Xn,k,m)× k , which measures, in terms of (esti-
mated) simulation time (sim_time), the efficiency of the parallel
simulation campaign Xn,k,m (which verifies n random traces in
parallel on k processes assuming that each simulator can keep
m states simultaneously stored) with respect to the correspond-
ing parallel simulation campaign Xn,1024,m (which verifies the
same traces under the same assumptions regarding the simula-
tor memory, but running on just 1024 parallel processes, our
minimum value).

The plots show how efficiency is always very high, and, even
when it degrades to a bit less than 90%, the induced overhead
in simulation time is always negligible when compared to the
very large time savings yielded by exploiting a higher number
of parallel simulators.

3) Campaigns Efficiency With Respect to Available Simu-
lator Memory: The third column of Figs. 1–3 shows how effi-
ciency of the computed campaigns is preserved when reducing
the memory available on each simulator.

Namely, for each SUV and each combination of values for
the number of traces n (row), the number of parallel processes
(slices) k, and for each value for the amount of simulator mem-
ory m (different line shapes), the charts plot the average value
of the following quantity: sim_time(Xn,k,m∗ )

sim_time(Xn,k,m) , which measures, in
terms of simulation time (sim_time), the efficiency of the paral-
lel simulation campaign Xn,k,m (which verifies n random traces
in parallel on k processes assuming that each simulator can keep
only m states simultaneously stored) with respect to the corre-
sponding parallel simulation campaign Xn,k,m∗ (which verifies
the same traces with the same number of parallel processes, but
assuming maximum simulator memory, i.e., m=m∗).

The plots show how efficiency is very well preserved
when reducing the value for m to up to m∗ × 50%, unsur-
prisingly degrading for lower values of m. We also point
out that the maximum memory required to each simulator
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Fig. 1. Experimental results: Buck DC–DC Converter (BDC).

(i.e., when m=m∗) is always very limited, and easily met in
practice. Namely, since simulator states occupy at most a few
dozens of Kilobytes, the memory requirements are always less
than (upper limits reached for 1024 parallel processes/slices):
2GB for BDC (m∗ ≤ 15 681); 4GB for ALMA (m∗ ≤ 62 050);
8GB for FCS (m∗ ≤ 156 115).

4) Simulation Speedups and Time Savings: The fourth
column of Figs. 1–3 shows the speedups in simulation time
achieved by our computed optimised campaigns under different
settings regarding the memory available on each simulator.

Namely, for each SUV and each combination of values for
the number of traces n (row), the number of parallel processes
(slices) k, and for each value for the amount of simulator
memory m (different line shapes), the charts plot the average
value of the following quantity: sim_time(Xn,k,1)

sim_time(Xn,k,m) , which mea-
sures, in terms of simulation time (sim_time), the speedup of
each parallel simulation campaign Xn,k,m (which verifies n
random traces in parallel on k processes assuming that each
simulator can keep only m states simultaneously stored) with
respect to the corresponding campaign Xn,k,1 (which verifies
the same traces with the same number of parallel processes, but
assuming that each simulator can keep simultaneously stored
only one state, that is no optimisation at all). The plots show
how our simulation campaign optimiser always achieves very
significant speedups, up to more than 8×.

The fifth column of Figs. 1–3 shows how these speedups
translate in huge reductions in simulation time (in days).
Namely, for each SUV and each combination of values for n, k,
andm, the charts plot the average value of the overall simulation
time of the parallel simulation campaigns Xn,k,m, which verify
the given SUV on n random traces under simulator memory
setting m. The plots clearly show that our simulation campaign
optimiser makes practically viable (in some days or at most
weeks of parallel simulation) verification tasks that would take

an inconceivable long time without optimisation (i.e., when
m= 1).

E. Limitations

Our optimised campaigns heavily rely on storing and loading
back intermediate simulator states to avoid simulating common
prefixes of different traces multiple times. Hence, for SUV
models exhibiting very large states (e.g., those defined via par-
tial differential equations, transport delays, or variable delay
blocks), the time to execute STORE and LOAD commands may
become substantial, and this raises a question on whether it
would be faster to skip optimisation altogether and just run the
non-optimised campaigns. Here we briefly discuss this issue.

In the case of SUV models showing larger states than
ours, but which are also proportionally slower to advance,
the speedups enabled by the campaign optimisation would be
somewhat preserved. Thus, the problematic situations for our
optimiser occur when dealing with SUV models whose states
are larger, but whose simulation is only sub-proportionally
slower to advance.

To assess to what extent our optimised campaigns still grant
time savings with respect to the non-optimised campaigns, we
reconsidered our experiments by artificially inflating the dura-
tion of STORE and LOAD commands by a factor f ranging from
1 to 100, keeping unchanged the duration of RUN commands.
Thus, we placed ourselves in the most hostile setting, i.e., the
verification of variations of our SUV models that, although
requiring the same time to be advanced, have larger states which
need f times the time needed by our original SUV models to
be stored and loaded back.

Unsurprisingly, the speedups achieved by optimised cam-
paigns gradually decrease when f increases, but still typically
grant substantial savings in simulation time. For example,
the speedups achieved for our case studies (100% traces) fall
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Fig. 2. Experimental results: Apollo Lunar Model Autopilot (ALMA).

Fig. 3. Experimental results: Fuel Control System (FCS).

to: 2.2–2.4× (BDC), 4.3–6.0× (ALMA), 3.7–5.5× (FCS) for
f = 10; 1.0–1.3× (BDC), 2.5–3.2× (ALMA), 2.5–3.1× (FCS)
for f = 50; 0.9–1.0× (BDC), 1.6–2.4× (ALMA), 1.7–2.3×
(FCS) for f = 100.

VII. RELATED WORK

Black-box simulation-based SLV of cyber-physical
systems has been widely addressed in the literature. For
example, simulation-based reachability analysis for large linear
continuous-time dynamical systems has been investigated

in [6], [14]. A simulation-based data-driven approach
to verification of hybrid control systems described by a
combination of a black-box simulator for trajectories and
a white-box transition graph specifying mode switches has
been investigated in [17]. Formal verification of discrete
time Simulink models (e.g., Stateflow or models restricted
to discrete time operators) with small domain variables has
been investigated in, e.g., [9], [41], [49], [52]. However, none
of the approaches above supports simulation-based bounded
model checking of arbitrary simulation models on a (typically
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extremely large) set of operational scenarios given as input,
and none of them addresses the issue of simulation campaign
optimisation.

To the best of our knowledge, the only available litera-
ture which deals with simulation campaign optimisation is our
previous works [28], [30], where preliminary versions of our
algorithm have been presented. With respect to those confer-
ence papers, the current article presents a new, more scalable
algorithm which guarantees to compute a shortest simulation
campaign when enough simulator memory is allowed, and ex-
ploits various heuristics to compute an as short campaign as
possible even when such memory requirements are not met.
Our algorithm computes simulation campaigns that obey to the
verification order decided by the user, possibly randomised so
as to compute, at any time during simulation, an upper bound
to the omission probability, using the results of [32].

Our algorithm takes as input a set of operational scenarios
that can be provided in several ways, e.g., from a high-level
constraint-based model as discussed in [38], or as a mass-
memory database of scenarios. This allows us to seamlessly
support both (random) exhaustive verification (when the given
scenarios completely define the set of operational scenarios of
interest for the verification task) and statistical model check-
ing (when the given scenarios are a random sample of such
scenarios).

When exhaustive verification is not a viable option, given
the huge number of scenarios of interest, simulation-based sta-
tistical model checking is often preferred, in order to com-
pute statistically-sound information about the SUV properties
of interest from a random sample of the possible scenarios,
see, e.g., [7], [8], [10], [18], [19], [20], [23], [24], [53], [54].
Simulation-based statistical model checking has been success-
fully applied in several domains, e.g., Simulink CPS models
[12], [55], mixed-analog circuits [11]; smart grid control poli-
cies [21], [35], [36], [37]; biological models [39], [42], [46],
[50]. Finally, simulation-based falsification of CPS properties
(e.g., for Simulink models) has been extensively investigated.
Examples are in [1], [2], [5], [13], [15], [22], [44], [51] and
citations thereof. Some of such works also propose suitable
data-structures (e.g., tree-like) to represent the set of possible
traces, as we do.

Our simulation campaign optimisation algorithm is indepen-
dent of the chosen verification technique, and the computed
campaigns would bring significant speedups in terms of sim-
ulation time to all of them. For example, the first row of Figs.
1–3 shows that speedups up to around 6× in simulation time
can be achieved even when a small random sample (only 25%)
of the entire sets of scenarios is chosen to perform statistical
model checking.

The ability to perform parallel verification of the SUV is also
a key enabler to make simulation-based SLV of industry-scale
CPSs practically viable. Parallel approaches have been investi-
gated, see e.g., [4] in the context of probabilistic properties. Our
approach seamlessly allows massive embarrassingly parallel
verification. This is because, once the input set of scenarios has
been split into slices, a parallel simulation campaign is com-
puted, which is used to feed independent verification processes
to be run in parallel.

VIII. CONCLUSIONS

In this article we focused on the generation of optimised
simulation campaigns to carry out SLV of CPSs using arbi-
trarily many simulators of the system model running in parallel
in a large HPC infrastructure, with the goal of minimising the
overall completion time.

By taking as input a user-defined collection of (a random
sample of) operational scenarios of interest from either a mass-
storage database or a symbolic structure such as a constraint-
based scenario generator in a (possibly random) user-defined
order, our optimiser computes shortest parallel campaigns
which exercise the system model on all (and only) the given sce-
narios. Our campaigns greatly speed-up verification by wisely
avoiding the repeated computation of recurrent system trajec-
tories as much as possible, compatibly with simulator memory
constraints.

Our experiments on SLV of Modelica/FMU and Simulink
case study models with up to almost 200 million scenarios
show that our optimisation yields speedups as high as 8× and
scales very well to large HPC infrastructures (efficiency almost
always ≥ 90% even when using 65 536 computational nodes,
i.e., 1024 64-core parallel machines).

The conjoint exploitation of simulation campaign optimisa-
tion and massive parallelism makes practically viable (a few
weeks in a HPC infrastructure) verification tasks (both exhaus-
tive and statistical) which would otherwise take inconceivably
long time.
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“Probabilistic temporal logic falsification of cyber-physical systems,”
ACM TECS, vol. 12, no. 2s, pp. 95:1–95:30, 2013.

[2] A. Adimoolam, T. Dang, A. Donzé, J. Kapinski, and X. Jin, “Classifica-
tion and coverage-based falsification for embedded control systems,” in
Proc. CAV in Lecture Notes in Computer Science, vol. 10426. Berlin,
Germany: Springer, 2017, pp. 483–503.

[3] G. Agha and K. Palmskog, “A survey of statistical model checking,”
ACM Trans. Model. Comput. Simul., vol. 28, no. 1, pp. 6:1–6:39, 2018.

[4] M. AlTurki and J. Meseguer, “PVESTA: A parallel statistical model
checking and quantitative analysis tool,” in Proc. CALCO in Lecture
Notes in Computer Science, vol. 6859. Berlin, Germany: Springer, 2011,
pp. 386–392.

[5] Y. S. R. Annpureddy, C. Liu, G. E. Fainekos, and S. Sankaranarayanan,
“S-TaLiRo: A tool for temporal logic falsification for hybrid systems,” in
Proc. TACAS in Lecture Notes in Computer Science, vol. 6605. Berlin,
Germany: Springer, 2011.

[6] S. Bak and P. S. Duggirala, “Simulation-equivalent reachability of large
linear systems with inputs,” in Proc. CAV in Lecture Notes in Computer
Science, vol. 10426. Berlin, Germany: Springer, 2017.

[7] A. Basu, S. Bensalem, M. Bozga, B. Caillaud, B. Delahaye, and
A. Legay, “Statistical abstraction and model-checking of large heteroge-
neous systems,” in Proc. Formal Techn. Distrib. Syst., Berlin, Germany:
Springer, 2010, pp. 32–46.

[8] J. Bogdoll, L. M. F. Fioriti, A. Hartmanns, and H. Hermanns, “Partial order
methods for statistical model checking and simulation,” in Proc. Formal
Techn. Distrib. Syst., Berlin, Germany: Springer, 2011, pp. 59–74.

[9] P. Boström and J. Wiik, “Contract-based verification of discrete-time
multi-rate Simulink models,” Softw. Syst. Model., vol. 15, no. 4, pp.
1141–1161, 2016.



MANCINI et al.: OPTIMIZING HIGHLY-PARALLEL SIMULATION-BASED VERIFICATION OF CPSS 4455

[10] B. Boyer, K. Corre, A. Legay, and S. Sedwards, “PLASMA-lab: A
flexible, distributable statistical model checking library,” in Proc. QEST ,
Berlin, Germany: Springer, 2013, pp. 160–164.

[11] E. M. Clarke, A. Donzé, and A. Legay, “On simulation-based proba-
bilistic model checking of mixed-analog circuits,” Form. Methods Syst.
Des., vol. 36, no. 2, pp. 97–113, 2010.

[12] E. M. Clarke and P. Zuliani, “Statistical model checking for cyber-
physical systems,” in Proc. ATVA, vol. 11. Berlin, Germany: Springer,
2011, pp. 1–12.

[13] J. Deshmukh, X. Jin, J. Kapinski, and O. Maler, “Stochastic local search
for falsification of hybrid systems,” in Proc. ATVA, Berlin, Germany:
Springer, 2015, pp. 500–517.

[14] A. Donzé, “Breach, a toolbox for verification and parameter synthesis of
hybrid systems,” in Proc. CAV in Lecture Notes in Computer Science,
vol. 6174. Berlin, Germany: Springer, 2010, pp. 167–170.

[15] T. Dreossi, T. Dang, A. Donzé, J. Kapinski, X. Jin, and J. V. Deshmukh,
“Efficient guiding strategies for testing of temporal properties of hybrid
systems,” in Proc. NFM, Berlin, Germany: Springer, 2015, pp. 127–142.

[16] G. E. Fainekos and G. J. Pappas, “Robustness of temporal logic
specifications for continuous-time signals,” Theor. Comput. Sci., vol.
410, no. 42, pp. 4262–4291, 2009.

[17] C. Fan, B. Qi, S. Mitra, and M. Viswanathan, “DRYVR: Data-driven
verification and compositional reasoning for automotive systems,” in
Proc. CAV in Lecture Notes in Computer Science, vol. 10426. Berlin,
Germany: Springer, 2017, pp. 441–461.

[18] T. Gonschorek, B. Rabeler, F. Ortmeier, and D. Schomburg, “On
improving rare event simulation for probabilistic safety analysis,” in
Proc. MEMOCODE, New York, NY, USA: ACM, 2017, pp. 15–24.

[19] R. Grosu and S. A. Smolka, “Quantitative model checking,” in Proc.
ISoLA, 2004, pp. 165–174.

[20] R. Grosu and S. A. Smolka, “Monte Carlo model checking,” in Proc.
TACAS in Lecture Notes in Computer Science, vol. 3440. Berlin,
Germany: Springer, 2005, pp. 271–286.

[21] B. P. Hayes, I. Melatti, T. Mancini, M. Prodanovic, and E. Tronci,
“Residential demand management using individualised demand aware
price policies,” IEEE Trans. Smart Grid, vol. 8, no. 3, pp. 1284–1294,
May 2017.

[22] B. Hoxha, A. Dokhanchi, and G. Fainekos, “Mining parametric temporal
logic properties in model based design for cyber-physical systems,” Int.
J. Software Tools Technol. Trans., vol. 20, pp. 79–93, 2017.

[23] C. Jegourel, A. Legay, and S. Sedwards, “A platform for high perfor-
mance statistical model checking–plasma,” in Proc. TACAS in Lecture
Notes in Computer Science, vol. 7214. Berlin, Germany: Springer, 2012,
pp. 498–503.

[24] C. Jegourel, A. Legay, and S. Sedwards, “Importance splitting for
statistical model checking rare properties,” in Proc. CAV in Lecture
Notes in Computer Science, vol. 8044. Berlin, Germany: Springer, 2013,
pp. 576–591.

[25] Y. J. Kim, O. Choi, M. Kim, J. Baik, and T.-H. Kim, “Validating software
reliability early through statistical model checking,” IEEE Softw., vol.
30, no. 3, pp. 35–41, May/Jun. 2013.

[26] Y. J. Kim and M. Kim, “Hybrid statistical model checking technique
for reliable safety critical systems,” in Proc. IEEE 23rd Int. Symp. Soft.
Rel. Eng., Piscataway, NJ, USA: IEEE, 2012, pp. 51–60.

[27] O. Maler and D. Nickovic, “Monitoring temporal properties of continu-
ous signals,” in Proc. FORMATS/FTRTFT in Lecture Notes in Computer
Science, vol. 3253. Berlin, Germany: Springer, 2004, pp. 152–166.

[28] T. Mancini, F. Mari, A. Massini, I. Melatti, F. Merli, and E. Tronci,
“System level formal verification via model checking driven simulation,”
in Proc. CAV in Lecture Notes in Computer Science, vol. 8044. Berlin,
Germany: Springer, 2013, pp. 296–312.

[29] T. Mancini, F. Mari, A. Massini, I. Melatti, I. Salvo, and E. Tronci, “On
minimising the maximum expected verification time,” Inf. Proc. Lett.,
vol. 122, pp. 8–16, 2017.

[30] T. Mancini, F. Mari, A. Massini, I. Melatti, and E. Tronci, “Anytime
system level verification via random exhaustive hardware in the loop
simulation,” in Proc. 17th Euromicro Conf. Digit. Syst. Des. (DSD).
Piscataway, NJ, USA: IEEE, 2014, pp. 236–245.

[31] T. Mancini, F. Mari, A. Massini, I. Melatti, and E. Tronci, “Simulator
semantics for system level formal verification,” Electron. Proc. Theor.
Comput. Sci., vol. 193, pp. 86–99, 2015.

[32] T. Mancini, F. Mari, A. Massini, I. Melatti, and E. Tronci, “Anytime
system level verification via parallel random exhaustive hardware in the
loop simulation,” Microprocess. Microsyst., vol. 41, pp. 12–28, 2016.

Open Access funding provided by ‘Università degli Studi di Roma “La Sapienza” 2’ within the CRUI CARE Agreement

[33] T. Mancini, F. Mari, A. Massini, I. Melatti, and E. Tronci, “SyLVaaS:
System level formal verification as a service,” Fundam. Inf., vol. 149,
no. 1–2, pp. 101–132, 2016.

[34] T. Mancini, F. Mari, A. Massini, I. Melatti, and E. Tronci, “On checking
equivalence of simulation scripts,” J. Log. Algebr. Methods Program.,
vol. 120, 2021, Art. no. 100640.

[35] T. Mancini et al., “Demand-aware price policy synthesis and verification
services for smart grids,” in Proc. IEEE Int. Conf. Smart Grid Commun.
(SmartGridComm), Piscataway, NJ, USA: IEEE, 2014, pp. 794–799.

[36] T. Mancini et al., “Parallel statistical model checking for safety verifi-
cation in smart grids,” in Proc. IEEE Int. Conf. Smart Grid Commun.
(SmartGridComm), Piscataway, NJ, USA: IEEE, 2018, pp. 1–6.

[37] T. Mancini et al., “User flexibility aware price policy synthesis for smart
grids,” in Proc. Euromicro Conf. Digit. Syst. Des., Piscataway, NJ, USA:
IEEE, 2015, pp. 478–485.

[38] T. Mancini, I. Melatti, and E. Tronci, “Any-horizon uniform random
sampling and enumeration of constrained scenarios for simulation-based
formal verification,” IEEE Trans. Softw. Eng., vol. 48, no. 10, pp. 4002–
4013, Oct. 2021.

[39] T. Mancini, E. Tronci, I. Salvo, F. Mari, A. Massini, and I. Melatti,
“Computing biological model parameters by parallel statistical model
checking,” in Proc. IWBBIO in Lecture Notes in Computer Science,
vol. 9044. Berlin, Germany: Springer, 2015, pp. 542–554.

[40] F. Mari, I. Melatti, I. Salvo, and E. Tronci, “Model based synthesis of
control software from system level formal specifications,” ACM Trans.
Softw. Eng. Method., vol. 23, no. 1, pp. 1–42, 2014.

[41] B. Meenakshi, A. Bhatnagar, and S. Roy, “Tool for translating Simulink
models into input language of a model checker,” in Proc. ICFEM, Berlin,
Germany: Springer, 2006, pp. 606–620.

[42] N. Miskov-Zivanov, P. Zuliani, E. M. Clarke, and J. R. Faeder, “Studies
of biological networks with statistical model checking: Application to
immune system cells,” in Proc. ACM-BCB, New York, NY, USA: ACM,
2013, p. 728.

[43] A. Rajhans, A. Mavrommati, P. J. Mosterman, and R. G. Valenti, “Spec-
ification and runtime verification of temporal assessments in simulink,”
in Proc. RV , Berlin, Germany: Springer, 2021, pp. 288–296.

[44] S. Sankaranarayanan, S. A. Kumar, F. Cameron, B. W. Bequette, G. Faine-
kos, and D. M. Maahs, “Model-based falsification of an artificial pancreas
control system,” ACM SIGBED Rev., vol. 14, no. 2, pp. 24–33, 2017.

[45] S. Sinisi, V. Alimguzhin, T. Mancini, and E. Tronci, “Reconciling
interoperability with efficient verification and validation within open
source simulation environments,” Simul. Model. Pract. Theory, vol. 109,
2021, Art. no. 102277.

[46] S. Sinisi, V. Alimguzhin, T. Mancini, E. Tronci, and B. Leeners,
“Complete populations of virtual patients for in silico clinical trials,”
Bioinformatics, vol. 36, no. 22–23, pp. 5465–5472, 2020.

[47] W.-C. So, C. K. Tse, and Y.-S. Lee, “Development of a fuzzy logic
controller for DC/DC converters: Design, computer simulation, and
experimental evaluation,” IEEE Trans. Power Electron., vol. 11, no. 1,
pp. 24–32, Jan. 1996.

[48] E. D. Sontag, Mathematical Control Theory: Deterministic Finite Di-
mensional Systems, 2nd ed., Berlin, Germany: Springer, 1998.

[49] S. Tripakis, C. Sofronis, P. Caspi, and A. Curic, “Translating discrete-
time Simulink to Lustre,” ACM Trans. Embedded Comput. Syst., vol. 4,
no. 4, pp. 779–818, 2005.

[50] E. Tronci et al., “Patient-specific models from inter-patient biological
models and clinical records,” in Proc. Formal Methods Comput.-Aided
Des. (FMCAD), Piscataway, NJ, USA: IEEE, 2014, pp. 207–214.

[51] C. E. Tuncali and G. Fainekos, “Rapidly-exploring random trees for
testing automated vehicles,” in Proc. IEEE Intell. Transp. Syst. Conf.
(ITSC), Piscataway, NJ, USA: IEEE, 2019, pp. 661–666.

[52] M. W. Whalen, D. D. Cofer, S. P. Miller, B. H. Krogh, and W. Storm,
“Integration of formal analysis into a model-based software development
process,” in Proc. FMICS in Lecture Notes in Computer Science, vol.
4916. Berlin, Germany: Springer, 2007, pp. 68–84.

[53] H. L. S. Younes, M. Z. Kwiatkowska, G. Norman, and D. Parker,
“Numerical vs. statistical probabilistic model checking,” Int. J. Softw.
Tools Technol. Transf., vol. 8, no. 3, pp. 216–228, 2006.

[54] H. L. S. Younes and R. G. Simmons, “Probabilistic verification of dis-
crete event systems using acceptance sampling,” in Proc. CAV in Lecture
Notes in Computer Science, vol. 2404. Berlin, Germany: Springer, 2002.

[55] P. Zuliani, A. Platzer, and E. M. Clarke, “Bayesian statistical model
checking with application to Stateflow/Simulink verification,” Form.
Methods Syst. Des., vol. 43, no. 2, pp. 338–367, 2013.



<<
	/CompressObjects /Off
	/ParseDSCCommentsForDocInfo false
	/CreateJobTicket false
	/PDFX1aCheck false
	/ColorImageMinResolution 200
	/GrayImageResolution 300
	/DoThumbnails false
	/ColorConversionStrategy /sRGB
	/GrayImageFilter /DCTEncode
	/EmbedAllFonts true
	/CalRGBProfile (Adobe RGB \0501998\051)
	/MonoImageMinResolutionPolicy /OK
	/AllowPSXObjects false
	/LockDistillerParams true
	/ImageMemory 1048576
	/DownsampleMonoImages true
	/ColorSettingsFile (None)
	/PassThroughJPEGImages true
	/AutoRotatePages /None
	/Optimize false
	/ParseDSCComments false
	/MonoImageDepth -1
	/AntiAliasGrayImages false
	/GrayImageMinResolutionPolicy /OK
	/JPEG2000ColorImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/ConvertImagesToIndexed true
	/MaxSubsetPct 100
	/Binding /Left
	/PreserveDICMYKValues false
	/GrayImageMinDownsampleDepth 2
	/MonoImageMinResolution 400
	/sRGBProfile (sRGB IEC61966-2.1)
	/AntiAliasColorImages false
	/GrayImageDepth -1
	/PreserveFlatness false
	/OtherNamespaces [
		<<
			/IncludeSlug false
			/CropImagesToFrames true
			/IncludeNonPrinting false
			/OmitPlacedBitmaps false
			/AsReaderSpreads false
			/Namespace [
				(Adobe)
				(InDesign)
				(4.0)
			]
			/FlattenerIgnoreSpreadOverrides false
			/OmitPlacedEPS false
			/OmitPlacedPDF false
			/SimulateOverprint /Legacy
			/IncludeGuidesGrids false
			/ErrorControl /WarnAndContinue
		>>
		<<
			/IgnoreHTMLPageBreaks false
			/IncludeHeaderFooter false
			/AllowTableBreaks true
			/UseHTMLTitleAsMetadata true
			/MetadataTitle /
			/ShrinkContent true
			/UseEmbeddedProfiles false
			/TreatColorsAs /MainMonitorColors
			/MetricUnit /inch
			/RemoveBackground false
			/HonorBaseURL true
			/ExpandPage false
			/AllowImageBreaks true
			/MetadataSubject /
			/MarginOffset [
				0.0
				0.0
				0.0
				0.0
			]
			/Namespace [
				(Adobe)
				(GoLive)
				(8.0)
			]
			/OpenZoomToHTMLFontSize false
			/PageOrientation /Portrait
			/MetadataAuthor /
			/MobileCompatible 0.0
			/MetadataKeywords /
			/MetricPageSize [
				0.0
				0.0
			]
			/HonorRolloverEffect false
		>>
		<<
			/IncludeProfiles true
			/ConvertColors /NoConversion
			/FormElements true
			/MarksOffset 6.0
			/FlattenerPreset <<
				/PresetSelector /MediumResolution
			>>
			/DestinationProfileSelector /UseName
			/MultimediaHandling /UseObjectSettings
			/PreserveEditing true
			/PDFXOutputIntentProfileSelector /UseName
			/BleedOffset [
				0.0
				0.0
				0.0
				0.0
			]
			/UntaggedRGBHandling /LeaveUntagged
			/GenerateStructure false
			/AddRegMarks false
			/IncludeHyperlinks false
			/IncludeBookmarks false
			/MarksWeight 0.25
			/PageMarksFile /RomanDefault
			/UntaggedCMYKHandling /LeaveUntagged
			/AddPageInfo false
			/AddBleedMarks false
			/IncludeLayers false
			/IncludeInteractive false
			/AddColorBars false
			/UseDocumentBleed false
			/AddCropMarks false
			/DestinationProfileName (U.S. Web Coated \050SWOP\051 v2)
			/Namespace [
				(Adobe)
				(CreativeSuite)
				(2.0)
			]
			/Downsample16BitImages true
		>>
	]
	/CompressPages true
	/GrayImageMinResolution 200
	/CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
	/PDFXBleedBoxToTrimBoxOffset [
		0.0
		0.0
		0.0
		0.0
	]
	/AutoFilterGrayImages false
	/EncodeColorImages true
	/AlwaysEmbed [
	]
	/EndPage -1
	/DownsampleColorImages true
	/ASCII85EncodePages false
	/PreserveEPSInfo false
	/PDFXTrimBoxToMediaBoxOffset [
		0.0
		0.0
		0.0
		0.0
	]
	/CompatibilityLevel 1.7
	/MonoImageResolution 600
	/NeverEmbed [
	]
	/CannotEmbedFontPolicy /Error
	/PreserveOPIComments false
	/AutoPositionEPSFiles false
	/JPEG2000GrayACSImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
	/EmbedJobOptions true
	/JPEG2000ColorACSImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/MonoImageDownsampleType /Bicubic
	/DetectBlends true
	/EmitDSCWarnings false
	/ColorImageDownsampleType /Bicubic
	/EncodeGrayImages true
	/Namespace [
		(Adobe)
		(Common)
		(1.0)
	]
	/AutoFilterColorImages false
	/DownsampleGrayImages true
	/GrayImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/AntiAliasMonoImages false
	/GrayImageAutoFilterStrategy /JPEG
	/GrayACSImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/ColorImageAutoFilterStrategy /JPEG
	/ColorImageMinResolutionPolicy /OK
	/ColorImageResolution 300
	/PDFXRegistryName (http://www.color.org)
	/MonoImageFilter /CCITTFaxEncode
	/CalGrayProfile (Dot Gain 15%)
	/ColorImageMinDownsampleDepth 1
	/PDFXTrapped /False
	/DetectCurves 0.0
	/ColorImageDepth -1
	/JPEG2000GrayImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/TransferFunctionInfo /Remove
	/ColorImageFilter /DCTEncode
	/PDFX3Check false
	/ParseICCProfilesInComments true
	/DSCReportingLevel 0
	/ColorACSImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/PDFXOutputConditionIdentifier (CGATS TR 001)
	/PDFXCompliantPDFOnly false
	/AllowTransparency false
	/UsePrologue false
	/PreserveCopyPage true
	/StartPage 1
	/MonoImageDownsampleThreshold 1.5
	/GrayImageDownsampleThreshold 1.5
	/CheckCompliance [
		/None
	]
	/CreateJDFFile false
	/PDFXSetBleedBoxToMediaBox true
	/EmbedOpenType false
	/OPM 1
	/PreserveOverprintSettings true
	/UCRandBGInfo /Preserve
	/ColorImageDownsampleThreshold 1.5
	/MonoImageDict <<
		/K -1
	>>
	/GrayImageDownsampleType /Bicubic
	/Description <<
		/ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 6.0 and later.)
		/GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>
		/FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
		/KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
		/HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
		/NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>
		/DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
		/CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>
		/ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)
		/DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>
		/JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
		/SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>
		/SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
		/CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
		/CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
		/ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>
		/RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>
		/HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>
		/PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
		/NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)
		/TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>
		/POL <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>
		/HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>
		/SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>
		/RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>
		/ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
	>>
	/CropMonoImages false
	/DefaultRenderingIntent /Default
	/PreserveHalftoneInfo true
	/ColorImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/CropGrayImages false
	/PDFXOutputCondition ()
	/SubsetFonts false
	/EncodeMonoImages true
	/CropColorImages false
	/PDFXNoTrimBoxError true
>>
setdistillerparams
<<
	/PageSize [
		612.0
		792.0
	]
	/HWResolution [
		600
		600
	]
>>
setpagedevice


