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WPA: Write Pattern Aware Hybrid Disk Buffer
Management for Improving Lifespan

of NAND Flash Memory
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Abstract—Recently, consumer electronics devices have started
adopting NAND flash memories as their storage units. NAND
flash memories are suitable as portable consumer device stor-
ages, as they have several advantages such as non-volatility, high
density and low power consumption. However, flash memories
are difficult to be used directly as storages in consumer devices
because of a limited lifespan, which is one of the major drawbacks
of NAND flash memory. Therefore, researchers have investigated
ways for improving the lifespan of flash memories. In this arti-
cle, we propose a hybrid disk buffer management policy, which
is called the write pattern aware hybrid disk buffer management
policy (WPA). The key advantage of WPA is the reduction of
write access to the flash-based storage, and this is possible because
WPA analyzes the write access pattern that occurred through
our pattern aware migration priority by LRU (PaMP-LRU) algo-
rithm and a page eviction list (PEL). We compared our proposed
policy with existing hybrid disk buffer policies to evaluate the
performance. Experimental results show that under conditions
of write-intensive workloads, the performance of WPA is found
to be higher than that of other disk buffer policies. In partic-
ular, the improvement of WPA hit ratio is 87.6% on average,
and WPA reduces block erase counts in flash storage 38.2% on
average, and up to 66.8%, resulting in improving the lifespan of
NAND flash memory, compared to other disk buffer management
policies.

Index Terms—Hybrid disk buffer, NAND flash memory, non-
volatile RAM, page replacement, write access patterns.

I. INTRODUCTION

NAND flash memory has been widely used in vari-
ous consumer devices such as embedded devices, IoT

devices and smartphones [1]–[8]. As a result, NAND flash
memory rapidly has replaced a magnetic disk as the storage
of consumer electronics devices [9], [10]. However, the flash
memory has several disadvantages because of its hardware
characteristics, and many researchers have studied possible
ways to resolve the issue within the limits of the flash
memory [9]–[15]. The critical disadvantage of NAND flash
memory is the limited lifespan, which is further degraded
by frequent write accesses. In order to resolve this problem,
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garbage collection and wear leveling techniques have been
proposed and development of effective disk buffer man-
agement policies also have been investigated by various
researchers [11]–[14]. In particular, as functions of consumer
devices have been diversified, the size of the storage has
increased. As a result, the need for the disk buffer in consumer
devices has been emphasized.

Previously, disk buffers used dynamic random-access
memory (DRAM) in flash-based storage systems for reduc-
ing the number of direct accesses to the storage. The disk
buffer manages pages similar to page replacement policies of
the main memory such as least recently used (LRU) algo-
rithm, CLOCK algorithm and many other variations. The disk
buffer responds to most of read and write requests of a host
system instead of storage, which allows achieving the system
performance improvement [8]. Consequently, using the disk
buffers resulted in reducing the performance gap between stor-
age and the main memory due to limiting accesses to storage.
In particular, the reduced number of accesses to flash-based
storage allows diminishing the number of block erase opera-
tions in flash-based storage. However, existing disk buffers are
composed of DRAM alone, which has the limitations such
as high power consumption and low density. Therefore, the
system performance of existing disk buffers decreases in large
size applications, which include frequent read and write access
operations.

Recently, researchers have proposed hybrid disk buffer
structure and its management policy to solve the limitation of
the flash storage and to enhance the performance of DRAM
alone disk buffer [7], [16]. Unlike DRAMs, non-volatile
random-access memories (NVRAMs) have such advantages as
the high density and the low power consumption [19]–[28].
Owing to these features of NVRAM, hybrid disk buffer
resolves the limit problem of the previous disk buffer
system, which had the low density and the high-power
consumption [17], [18]. Due to the increased size of high-
density disk buffer, the hybrid disk buffer can process more
pages. This allows reducing the number of read and write
accesses from the host system to flash-based storage. That is,
when the hybrid disk buffer receives the requests of the host
system, the lifespan of NAND flash memory can be improved
due to the reduced direct read and write access requests to
storage.

In this article we propose a hybrid disk buffer management
policy called WPA (Write Pattern Aware) with pattern aware
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TABLE I
COMPARISON OF MEMORY TECHNOLOGIES

migration priority by LRU (PaMP-LRU) algorithm, using the
write access pattern analysis. PaMP-LRU algorithm analyzes
the write access patterns using two flags, called re-reference bit
(Re-Ref bit) and overwrite bit (OW bit) that monitor the past
and current temporal locality. Consumer devices such as gam-
ing consoles and smart TVs tend to refer to the same address
again for write operations. Therefore, the write pattern anal-
ysis is important for improving the performance of consumer
devices and for enhancing the limited lifespan of NAND flash
memory in consumer devices. In our policy, WPA allocates
pages to DRAM and NVRAM buffers depending on request
types of the host system. This means that WPA allocates write
pages in the DRAM buffer and read pages in the NVRAM
buffer. Unlike other existing policies, WPA considers the write
pattern of evicted pages from the past in the hybrid disk buffer.
To analyze the past write pattern, WPA composes an additional
list, called page eviction list (PEL), which manages the page
number of evicted pages. In WPA policy, the DRAM buffer
manages pages by page units and the NVRAM buffer man-
ages pages by block units. As a result, it efficiently changes
several random write accesses to one sequential write access.
Frequent random write accesses cause many block erase oper-
ations in flash-based storage, and thus, it has a severe negative
impact on the lifespan of NAND flash memory. However,
when the several random writes are changed to one sequential
write, the number of block erase operations is reduced in stor-
age. Therefore, applying the sequential write access to storage
improves the lifespan of NAND flash memory.

It can be seen that a large performance difference occurs
depending on whether disk buffers are effectively utilized
or not [29]–[32]. The disk buffer and its policy have a big
impact on consumers. Therefore, from the perspective of con-
sumers, this article will help to improve the understanding
of disk buffer operation, and consumers can directly feel the
performance differences, by considering the disk buffer, such
as program response time, battery duration time, and product
lifespan, to help select their actual product.

The rest of the article is organized as follows. Section II
describes the background of memory technologies and the
existing hybrid disk buffer policies. Section III presents in
detail the proposed WPA hybrid disk buffer policy with its
structure, algorithm and operations. In Section IV, we measure

and evaluate the performance of WPA by comparing it with
existing disk buffer policies. Finally, Section V presents the
conclusions.

II. BACKGROUND AND RELATED WORKS

In this section, we describe memory technologies based on
NVRAMs and discuss existing hybrid disk buffer policies.

A. Non-Volatile Memory Technology

Recently, NVRAMs have been introduced to replace
DRAMs in various architectures in order to address DRAMs
limitations such as high leakage power consumption for the
periodic refresh and DRAM also suffers relatively lower
density [26]–[28]. NVRAMs are byte addressable memory
and have low latency, which is similar to DRAMs. However,
unlike DRAMs, NVRAMs are characterized by high density,
low power consumption and non-volatility [19]–[25]. Due to
these characteristics, NVRAMs are widely used in various
areas such as consumer devices, embedded devices and storage
systems. Table I presents comparisons among several memory
technologies such as RAMs, flash memories, and NVRAMs.
It describes density, latency, energy and endurance of each
memory.

NAND/NOR flash memory is a type of non-volatile mem-
ories that is used in storage systems [9]–[15]. It is faster than
magnetic disks, which are used as a traditional storage. In par-
ticular, NAND flash memory has higher density compared to
other non-volatile memories. Due to these features of NAND
flash memory, it rapidly has replaced magnetic disks in various
storage devices such as consumer devices, embedded systems
and personal mobile systems. Although NAND flash memory
can be considered as an appropriate storage element, how-
ever, it has a problem of the limited lifespan. It is caused by
the hardware characteristics of NAND flash memories. NAND
flash memory consists of cells, which have the limited write
endurance. Therefore, many researchers have studied the ways
to improve the endurance of this memory type.

ReRAMs, STT-MRAMs and PCMs are representative
NVRAMs and recently, they have been actively investigated
to replace traditional DRAMs or even in flash-based storages
in consumer electronics devices [26]–[28]. ReRAMs are one
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of the state-of-the-art storages that are suitable for most of
high performance computing environments, because of low
latency, low operating voltage and low energy consumption.
However, ReRAMs have a large variation in the endurance and
the performance depending on the type of material and have
many debates on reliability [33]–[36]. STT-MRAMs have the
highest durability due to their magnetic properties. Therefore,
it is advantageous in an environment in which steady writings
occur such as a sensing device. In addition, STT-MRAM has
high scalability, but high write current must be considered and,
due to its magnetization properties, it is relatively vulnerable
to thermal stability [20], [21]. PCMs have lower latency and
higher durability than NAND flash memory. Among NVRAMs
except NAND, the density of PCM is usually considered as the
highest due to the lowest cell size. However, PCMs have lower
durability than other next-generation NVRAMs, and they
require a large write energy and latency, making it unsuitable
for low-power mobile environments [22], [26]–[28].

B. Hybrid Disk Buffer Policy

Hybrid disk buffer as well as disk buffer improves system
performance by processing requests from the host system of
consumer devices to the storage. Consumer devices consist of
the limited disk buffer, therefore which requires an efficient
buffer management policy. Unlike existing disk buffers, hybrid
disk buffer consists of DRAM and NVRAM. Previously,
hybrid disk buffer used LRU or CLOCK algorithms for the
page replacement policy within the disk buffer. However, LRU
and CLOCK policies do not consider the characteristics of
the hybrid disk buffer and flash memory in its storage, such
as limited lifespan and the unique performance of NVRAMs
and NAND flash memories, and consequently, possibilities to
improve the system performance in such cases are limited and
they are difficult to be directly implemented in hybrid disk
buffers with flash storages. Therefore, hybrid disk buffer man-
agement policy must consider these unique characteristics of
NVRAMs and NAND flash memories. The following provides
the description of corresponding disk buffer and hybrid disk
buffer policies for flash-based storage systems.

Block padding LRU (BPLRU) is a disk buffer policy, which
manages the requests of the host system by block units [16].
The disk buffer of BPLRU is implemented using DRAM, and
the BPLRU is considered to be used in flash-based storage
systems. Random write accesses to the storage have negative
impact on the system performance as well as on the lifespan
of NAND flash memory. To overcome this limitation, BPLRU
changed random writes to a sequential write. When a disk
buffer is full, BPLRU selects a victim block using the tra-
ditional LRU policy. BPLRU reads pages from the storage,
which are included in the victim block, and merges these pages
on the victim block. However, when BPLRU is applied to the
hybrid disk buffer, the host system directly reads pages from
the storage, because BPLRU considers write requests only.
Consequently, when workloads include frequent read requests
in most cases, the system performance is degraded.

Cooperative Buffer Management (CBM) is a hybrid disk
buffer policy, which allows managing both read pages and

write pages, unlike BPLRU [17]. CBM consists of DRAM
and NVRAM, which are used as read cache and write buffer,
respectively. In particular, write buffer of CBM is separated
as two regions, which are called page region and block
region. When write buffer does not have a free page, CBM
migrates the page, which is located by an LRU position in
the page region, to the block region. The block region of
CBM manages write pages by the block units, and CBM con-
verts random writes to one sequential write. However, CBM
manages write pages in the write buffer, which consists of
NVRAM, having the high latency and the limited lifespan,
compared to DRAMs. Therefore, when workloads are write-
intensive, CBM frequently evicts pages in block region of
CBM, even when read cache, which consists of DRAM, has
enough free pages. Accordingly, the performance of CBM is
impacted in write-intensive applications.

Unlike BPLRU and CBM, CLOCK with DRAM and NVM
hybrid write buffer (CLOCK-DNV) followed the basic policy of
CLOCK algorithm [18]. CLOCK-DNV allocates read pages in
CLOCK algorithm for DRAM (CLOCK-D) and write pages in
CLOCK algorithm for NVM (CLOCK-NV). When CLOCK-D
does not have a free page, CLOCK-DNV migrates the page from
CLOCK-D to CLOCK-NV. In CLOCK-DNV, unlike CBM,
CLOCK-D manages the page unit and CLOCK-NV manages
the block unit. When CLOCK-NV is full, CLOCK-DNV selects
a victim block, and CLOCK-D pages, which are included in
the victim block, are merged on the victim block. However,
since CLOCK-DNV manages pages through reference bit and
dirty bit, like a traditional CLOCK, it is difficult to collect
precise write patterns of evicted pages. Therefore, when the
host system accesses the evicted pages again, the performance
of CLOCK-DNV becomes progressively worse.

Virtual-block-based buffer management scheme (VBBMS)
is a disk buffer policy, which manages the requests of the host
system by virtual block unit [7]. VBBMS improves the dis-
advantage of BPLRU, which are the low hit ratio in the disk
buffer, because BPLRU does not manage the read requests.
The disk buffer of VBBMS is implemented using DRAM,
and the VBBMS is considered to be used in flash-based stor-
age systems. In addition, VBBMS enhances the performance
of the system by using characteristics of random accesses and
sequential accesses. VBBMS separates disk buffer by two lists,
which are named random request service region (RRSR) and
sequential request service region (SRSR). VBBMS manages
virtual blocks in RRSR by LRU algorithm, because that con-
siders the temporal locality of random requests. On the other
hand, VBBMS manages virtual blocks in SRSR by FIFO algo-
rithm. However, when random requests are frequently occurred
from the host system, VBBMS frequently evicts pages in
the disk buffer. Due to unused pages in the virtual block in
VBBMS, the efficient management of the disk buffer is diffi-
cult and garbage collection overhead is increased. As a result,
overall of the system performance is reduced.

III. THE DESIGN OF WPA

In this section, we propose the hybrid disk buffer man-
agement policy, which allows reducing the number of read
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Fig. 1. The structure of WPA.

and write accesses and block erase counts in the flash-based
storage. We named the hybrid disk buffer management pol-
icy as WPA. WPA has a feature, which manages pages using
the write access pattern analysis through PaMP-LRU algo-
rithm and PEL. In addition, WPA evicts the block unit from
the NVRAM buffer to the storage by converting several
random writes in DRAM buffer to one sequential write to
reduce the number of block erases in the flash storage. The
proposed hybrid disk buffer management policy has two key
advantages:

1. It allows reducing the number of read/write accesses
in the storage by providing higher hit ratio of hybrid
disk buffer through the precise analysis of the past and
current locality.

2. It allows reducing the block erase count in the flash stor-
age by converting the random writes to one sequential
write, resulting in the increase of lifespan in NAND flash
memory.

WPA disk buffer consists of DRAM buffer, NVRAM buffer
and PEL for managing read and write pages. The overall
structure of WPA is presented in Fig. 1. WPA determines
the location of pages according to types of requests. First,
WPA allocates write pages into the DRAM buffer and man-
ages pages by a page unit. The DRAM buffer changes the
migration priority by two flags, which are called Re-Ref bit
and OW bit. The migration priority is set by the combina-
tion of Re-Ref bit and OW bit, which are used to determine
the location of the DRAM buffer pages, using PaMP-LRU
algorithm. Second, WPA allocates read pages in the NVRAM
buffer, which manages pages by a block unit. Lastly, PEL col-
lects page numbers of evicted pages, which are used to analyze
the write pattern of the past. When pages are evicted to the
storage, the page numbers of the evicted pages are inserted
into PEL.

A. The Structure of WPA

WPA consists of three components, namely, DRAM buffer,
NVRAM buffer and PEL for managing read and write pages.
Fig. 1 illustrates the overall structure of WPA. In Fig. 1, the
DRAM buffer of WPA manages entries by page units and the
NVRAM buffer by block units.

When the host system sends a request for the write access
to pages, WPA allocates the pages in the DRAM buffer.
The DRAM buffer considers the temporal locality of inserted
pages. In addition, WPA considers the access history in the
past. To provide this feature, WPA uses Re-Ref bit and OW bit.
Re-Ref bit and OW bit are used to analyze the write pattern,
which is applied effectively for the DRAM buffer manage-
ment. In addition, when the DRAM buffer does not have free
pages, WPA migrates a page from the DRAM buffer to the
NVRAM buffer to make a free page in the DRAM buffer.
The candidate page for this migration is selected based on the
migration priority and the position of the page in the DRAM
buffer. Re-Ref bit and OW bit combination and the migration
priority management of the DRAM buffer pages are explained
in detail in the next subsection.

On the other hand, WPA allocates required pages, which
are requested from the host system by the read access, to the
NVRAM buffer. In addition, WPA migrates the DRAM buffer
pages to the NVRAM buffer. Therefore, the NVRAM buffer
manages to read pages and to migrate pages. The NVRAM
buffer of WPA manages the pages as the block units for con-
verting several random writes to one sequential write. When
the DRAM buffer page is migrated to the NVRAM buffer,
the block, which contains the migrated page, is moved to the
most recently used (MRU) position in the NVRAM buffer.
When the host system accesses pages in the NVRAM buffer
by the read operation, the accessed block is also moved to
MRU position in the NVRAM buffer.

WPA manages pages in the DRAM buffer through a write
pattern analysis and a temporal locality. To collect the write
pattern in the past, WPA composes an additional list, which
is called PEL in DRAM. When the block is evicted from the
NVRAM buffer to the storage, WPA inserts page numbers of
evicted write pages (i.e., dirty pages) into PEL. The inserted
logical page number (LPN) is the write history in the past
and WPA uses the page number to analyze the write pattern.
When the write page allocation into the DRAM buffer starts,
WPA verifies page numbers in PEL for changing the migra-
tion priority of the page allocation. Due to the verification
of page numbers in PEL, WPA applies high migration prior-
ity to the page, which was accessed by the write operation
in the past. Pages written once in various environments are
usually accessed again by rewrite operation. The high migra-
tion priority of pages addresses the requirement of the host
system at the DRAM buffer side. Therefore, WPA precisely
considers characteristics of write accesses by selectively allo-
cating the page in DRAM or NVRAM based on the operation
types and improves the system performance by further control-
ling the placed location of hybrid disk buffer using migration
priority.

B. PaMP-LRU Algorithm

In this subsection, we describe in detail the main algorithm
of our proposal, which is called pattern aware migration pri-
ority by LRU (PaMP-LRU). All pages in hybrid disk buffer
are managed by PaMP-LRU algorithm. PaMP-LRU decides
the migration priority of pages in the DRAM buffer using
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TABLE II
THE CONDITION OF THE BIT FLAGS SETTING

page numbers in PEL. Table II shows the condition of bit
flags setting, which is used in migration priority decision. In
Table II, the page p is the accessed page by the write opera-
tion. Pages in the DRAM buffer are managed by Re-Ref bit
and OW bit, and these two flags change the migration priority
of the page in the DRAM buffer. When the page is inserted
into the DRAM buffer, Re-Ref bit of the page is determined
by PEL as follows. WPA defines the condition of Re-Ref bit
setting through PEL. When the page number of the inserted
page exists in PEL, Re-Ref bit of the inserted page is set as
1, otherwise as 0. Re-Ref bit verifies the write history in the
past. Unlike Re-Ref bit, OW bit verifies current write patterns.
When a page is inserted into the DRAM buffer, WPA ini-
tializes OW bit of the inserted page as 0. Then, if the host
system accesses the inserted page again for a write operation,
WPA sets OW bit of the accessed page as 1.

The migration priority is defined by Re-Ref bit and OW bit
of the DRAM buffer page as follows. When both Re-Ref bit
and OW bit of the page are 0, WPA determines the migration
priority as 0, the lowest priority. The 0 priority means that
the frequency of the write operation is low in the past and
present. When Re-Ref bit is 0 and OW bit is 1, the migration
priority is set as 1. Consequently, when Re-Ref bit is 1 and
OW bit is 0, the migration priority of the page is 2. Lastly,
when both Re-Ref bit and OW bit is 1, the migration priority
of the page is set as 3, which is the highest priority. The
accessed page of the highest priority in WPA policy will be
frequently accessed in the future with high probability. The
priority decision is defined based on the awareness of write
pattern, which weights write accesses in the past and present.
Therefore, WPA weights the referenced page by using Re-Ref
bit and OW bit, and it can effectively manage write pages in
the hybrid disk buffer.

Using this migration priority, we defined migration priority
group of migration priority level i as mpgi. That is, the inserted
pages in DRAM buffer are grouped together according to the
same migration priority level of pages. The highest migration
priority group (mpg3), that is (Re-Ref, OW) as (1, 1), is located
at MRU side and mpg0, the lowest migration priority group
(0, 0), is located at LRU side, respectively. In PaMP-LRU
policy, each migration priority group, mpgi has its own sub-
LRU list as well. That is, pages in the same migration priority
group i are ordered by LRU list again as mrui and lrui of
mpgi.

Fig. 2 shows an example of the migration priority group
management. When the host system newly accesses the page
9 with a write page allocation, WPA verifies the page number

Algorithm 1 PaMP-LRU (Page p, Operation op)
Ensure: The accessed page is p, the operation is op, the block
that includes the page p is block(p), the free page is pagef , the
free block is blockf and the migration priority group number is i;

1 if p in DRAM buffer then
2 if op = write then
3 // Change migration priority group of p by Re-Ref bit and OW bit;

ChangePriority(p);
4 end if
5 Move p to mrui of new mpgi in DRAM buffer;
6 else if p in NVRAM buffer then
7 Move block(p) to MRU of NVRAM buffer;
8 else
9 if op = write then
10 if DRAM buffer is full then
11 // Migrate the write page in DRAM buffer to NVRAM buffer;

pagef = DRAMPageMigration();
12 end if
13 ChangePriority(p);
14 Insert p into pagef ;
15 Move p to mrui of new mpgi in DRAM buffer;
16 else if op = read then
17 if NVRAM buffer is full then
18 // Evict the LRU block of NVRAM buffer to SSD;

blockf = NVRAMBlockEvictioin();
19 end if
20 Insert p into blockf and move to MRU of NVRAM buffer;
21 end if
22 end if

in PEL. In this example, the page number of the accessed page
exists in PEL. Therefore Re-Ref bit of page 9 is set as 1. OW
bit of page 9 is set as 0, because page 9 is newly inserted into
the DRAM buffer. As a result, the migration priority group
of page 9 is 2 (mpg2), and then, by PaMP-LRU policy, the
page 9 is inserted in the position of mru2, which means MRU
position of mpg2.

Algorithm 1 describes in detail the PaMP-LRU algorithm.
First, the host system requests the page p in the hybrid disk
buffer, and WPA processes the page p through the allocated
position of the page p (lines 1-7). When the page p is allo-
cated in the DRAM buffer by a write operation, the migration
priority of the page p is changed by Re-Ref bit and OW bit.
Then the page p is moved to the MRU position of the changed
migration priority group (lines 1-5). Conversely, when the page
p exists in the NVRAM buffer, WPA moves the block, which
includes the page p, to MRU position in the NVRAM buffer
(lines 6-7).

When the page p does not exist in the hybrid disk buffer,
the allocation position of the page is determined according to
the operation type of the page p (lines 8-21). First, when the
operation type of the page p is a write operation, WPA allo-
cates the page p into the DRAM buffer (lines 9-15). When the
DRAM buffer does not have free pages for inserting the page
p, WPA selects the page to be migrated from the DRAM buffer
to the NVRAM buffer according to the migration priority
group management. After this, WPA migrates the page to the
NVRAM buffer, the page p is inserted into a free page position
and finally is moved to MRU position of the changed migra-
tion priority group (lines 10-15). Second, when the host system
requires the page p as a read operation, the page p is allocated
in the NVRAM buffer, and the block containing the page p is
moved to MRU position in the NVRAM buffer (lines 16-20).
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Fig. 2. Migration priority group management in DRAM buffer with PEL.

However, when the NVRAM buffer is full, WPA selects a vic-
tim block in LRU position of NVRAM buffer to obtain a free
block in the NVRAM buffer (lines 17-19). Lastly, the page p is
inserted into the free block, and the block containing the page
p is moved to MRU position in the NVRAM buffer (line 20).

C. Scenario of WPA

In this subsection, we present the description of representa-
tive scenarios. The scenarios have two assumptions. Firstly,
the DRAM buffer and PEL consist of 4 pages, and the
NVRAM buffer consists of 3 blocks with 4 pages in each
block. Secondly, write pages, that are dirty pages, are illus-
trated by a gray color and read pages, that are clean pages,
are depicted by a white one.

Fig. 3 provides an example of the page allocation in
the DRAM buffer and the page migration from the DRAM
buffer to the NVRAM buffer. When the host system requires
page 0 for a write operation, WPA inserts page 0 into the
DRAM buffer. However, in this example, the DRAM buffer
does not have a free page. Therefore, the DRAM buffer of
WPA migrates a page to the NVRAM buffer for inserting
page 0. WPA selects page 11 as the victim page, because the
migration priority of page 11 is 0 (mpg0) and the page resides
in lru0 (Step 1). Page 11 as the victim page is migrated to
block 2 in the NVRAM buffer, and block 2 is moved to MRU
position in the NVRAM buffer (Step 2). Next, WPA verifies
the page number of page 0 in PEL, before page 0 is inserted in
the DRAM buffer. Because the page number of page 0 exists
in PEL, Re-Ref bit of page 0 is set as 1, and the migration
priority group of page 0 is mpg2 (Step 3). Lastly, because the
migration priority of page 0 is 2, WPA inserts page 0 into the
DRAM buffer between page 4 and page 12, that is set into
mru2, the MRU position of migration priority group 2 (Step 4).

Fig. 4 shows an example of the page allocation in the
NVRAM buffer and the scenario of the block eviction from
the NVRAM buffer to the flash-based storage. When the host
system requires page 8 for a read operation, WPA allocates
page 8 into the NVRAM buffer. However, the NVRAM buffer
does not have a free block for inserting page 8. Therefore,
WPA evicts the block in LRU position of the NVRAM buffer.
In this example, WPA selects block 0 which was in LRU as the

TABLE III
THE PARAMETER IN EXPERIMENT

victim block for evicting to the storage (Step 1). At this time,
WPA merges DRAM pages, which can be included in the vic-
tim block. In this example, page 0 and page 1 are merged in
the victim block (Step 2). In this way, WPA converts several
random writes to one sequential write. Afterward, WPA inserts
the page numbers of write pages into PEL as the evicted order
(Step 3), to gather the past write access pattern through the
victim block, and WPA evicts the victim block to the storage
(Step 4). Lastly, WPA inserts page 8 and moves block 2 to
MRU position in the NVRAM buffer (Step 5).

IV. EVALUATION

In this section, we describe the evaluation environment
and discuss the performance enhancement of our proposed
approach, comparing it with the performances of existing
hybrid disk buffer management policies.

A. Evaluation Environment

We measured the performance of our hybrid disk buffer
management policy using a trace-driven simulator. We
developed a simulator based on DiskSim considering the phys-
ical characteristics of DRAM and NVRAM [21], [37]. In our
experiment, we measured the performance of our proposed
policy by changing the hybrid disk buffer size. In our exper-
iments, the size of NVRAM in hybrid disk buffer is set as
4 times of that of DRAM, to provide consistent performance
comparison [38], [39]. The rest of parameters for memory and
storage are shown in Table III.

As benchmark programs for the performance evaluation, we
adopted gaming console, smart TV and smart home hub, as
synthetic traces, in real world workloads to consider typical
applications used in consumer devices. CAMWEBDEV trace
is collected from SNIA and it has characteristics of write-
intensive and many I/O requests [40], [41].

B. Experiments

In this subsection, we present the hit ratio in hybrid
disk buffer, the number of accesses to the flash-based stor-
age, the write count in NVRAM, the average response time
in consumer devices based on flash system and the block
erase count in the flash-based storage. In BPLRU, CBM,
CLOCK-DNV, VBBMS and WPA, the performance is gen-
erally improved correspondingly to the increase of hybrid
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Fig. 3. An example of the page allocation in the DRAM buffer and the page migration from the DRAM buffer to the NVRAM buffer.

Fig. 4. An example of the page allocation in the NVRAM buffer and the block eviction from the NVRAM buffer to the flash-based storage.

TABLE IV
THE SPECIFICATION OF WORKLOADS

disk buffer size. However, each policy shows their own
performance depending on characteristics of traces.

Fig. 5 shows the hit ratio in hybrid disk buffers, compared
to BPLRU, CBM, CLOCK-DNV and VBBMS. The hit ratio
in hybrid disk buffers is a key factor to improve the system
performance, because higher hit ratio of hybrid disk buffers
reduces the number of direct operations to storages, resulting
in positive effect for the system performance in terms of access
latency, power consumption and lifespan of NAND flash mem-
ories. In Fig. 5, the hit ratio in the hybrid disk buffer of WPA is
observed from 21.7% and up to 72.1% and the improvement
of WPA hit ratio is 87.6% on average, compared to the other
policies. It means that WPA efficiently manages page writes
and page reads in the hybrid disk buffer. It not only considers
the write pattern for DRAM allocation but also utilizes the
temporal locality of read operations for NVRAM allocation.
Especially the DRAM buffer of WPA effectively holds pages

accessed in the past through the write pattern analysis using
PEL.

Fig. 6 shows the average response time in hybrid disk buffer
of WPA, normalized by BPLRU. The response time is directly
related to the hit ratio of disk buffer and the read/write access
counts to flash-based storages. WPA reduces average response
time in the hybrid disk buffer up to 58.2%, 31.1%, 37.9%
and 42.5%, compared to BPLRU, CBM, CLOCK-DNV and
VBBMS, respectively. In addition, WPA reduces the average
response time in the hybrid disk buffer based flash storage
systems by 36.7%. The response time reduction of WPA comes
from the improvement of both the hit ratio in the hybrid disk
buffer and the number of direct accesses in flash storage. As
a result, due to the efficient disk buffer management of WPA,
the response time is accordingly reduced in our proposal.

The primary goal of WPA is to improve the limited lifes-
pan of flash memories. To achieve this, hybrid disk buffers
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Fig. 5. The hit ratio in disk buffers. (a) Gaming console. (b) Smart TV.
(c) Smart home hub. (d) CAMWEBDEV.

should effectively reduce the number of block erase counts
in flash memories [13]–[15]. In Fig. 7, the number of block
erase counts of WPA is reduced up to 66.8%, 52.5%, 33.5%
and 44.6%, compared to BPLRU, CBM, CLOCK-DNV and
VBBMS, respectively. On average, WPA reduces the number
of block erase counts in flash memories by 38.2%, compared
to other policies. WPA efficiently converts frequent random
writes to one sequential write in order to reduce the number of
block erase counts in flash memories, as frequently occurred
random writes to flash-based storages cause the increase of
block erase counts in NAND flash memories. When the victim

Fig. 6. The normalized average response times. (a) Gaming console.
(b) Smart TV. (c) Smart home hub. (d) CAMWEBDEV.

block is evicted to storages, WPA merges buffer pages in
DRAM into this victim block, for converting several random
writes to one sequential write. As a result, WPA can reduce the
number of block erase counts in flash-based storages, resulting
in the improvement of the limited lifespan of NAND flash
memories.

V. CONCLUSION

Today, most consumer electronics devices have used NAND
flash memory as their main storage. However, flash-based
storages used in consumer devices have disadvantages which
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Fig. 7. The number of block erase counts in flash storages. (a) Gaming
console. (b) Smart TV. (c) Smart home hub. (d) CAMWEBDEV.

are the limited lifespan and the low latency, and the exist-
ing disk buffer management policies have also disadvantages
when applying to consumer devices, caused by write opera-
tion characteristics in consumer device application that tended
to refer again to the same write location. For improving the
performance of consumer electronics devices, we proposed
WPA, the hybrid buffer management policy for consumer
electronics devices, which uses write pattern analysis through
the precise trace of the past and current locality. WPA uses
PaMP-LRU algorithm and PEL of WPA manages the page
number of evicted write pages. Owing to the write pattern

analysis through PaMP-LRU with PEL, our proposal can effec-
tively trace previous write patterns and predict proper locations
in disk buffer. As a result, WPA allows improving the lifespan
and the latency of flash-based storage in consumer electron-
ics through reducing the number of access counts and block
erase counts in NAND flash memory. Evaluation results con-
firm that the performance of WPA is better than that of
other policies, especially in the write-intensive workloads.
WPA improves the hit ratio 87.6% on average, compared
to BPLRU, CBM, CLOCK-DNV and VBBMS. In addition,
WPA reduces the number of accesses in flash-based storage,
the write count in NVRAM and the average response time in
disk buffer 32.9%, 35.2% and 36.7% on average, respectively.
Finally, WPA improves the lifespan of NAND flash memory,
38.2% on average, up to 66.8%, compared to other policies.
Through these evaluation results, WPA can enhance response
time, energy consumption and lifespan of consumer electronics
devices and the consumers can directly feel the performance
differences, by considering WPA in disk buffer to help select
their actual consumer devices, such as device response time,
battery duration time, and product lifespan.
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