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Abstract—Common reporting styles for statistical results in scientific articles, such as p-values and confidence intervals (CI), have

been reported to be prone to dichotomous interpretations, especially with respect to the null hypothesis significance testing framework.

For example when the p-value is small enough or the CIs of the mean effects of a studied drug and a placebo are not overlapping,

scientists tend to claim significant differences while often disregarding the magnitudes and absolute differences in the effect sizes. This

type of reasoning has been shown to be potentially harmful to science. Techniques relying on the visual estimation of the strength of

evidence have been recommended to reduce such dichotomous interpretations but their effectiveness has also been challenged. We

ran two experiments on researchers with expertise in statistical analysis to compare several alternative representations of confidence

intervals and used Bayesian multilevel models to estimate the effects of the representation styles on differences in researchers’

subjective confidence in the results. We also asked the respondents’ opinions and preferences in representation styles. Our results

suggest that adding visual information to classic CI representation can decrease the tendency towards dichotomous interpretations –

measured as the ‘cliff effect’: the sudden drop in confidence around p-value 0.05 – compared with classic CI visualization and textual

representation of the CI with p-values. All data and analyses are publicly available at https://github.com/helske/statvis.

Index Terms—Statistical inference, visualization, cliff effect, confidence intervals, hypothesis testing, Bayesian inference
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1 INTRODUCTION

ONE of the most common research questions in many sci-
entific fields is “Does X have an effect on Y?”, where, for

example, X is a new drug, and Y a disease. Often the question
is reduced to “Does the average effect of X differ from zero?”,
or “Does X significantly differ fromZ?”. There are various sta-
tistical approaches available for answering this question, and
many ways to report the results from such analyses. In many
fields, null hypothesis significance testing (NHST) has long
been the de-facto standard approach. NHST is based on the
idea of postulating a “no-effect” null hypothesis (H0) which
the experimenter aims to reject. An appropriate test statistic,
based on assumptions about the data and model, is then cal-
culated together with the corresponding p-value, the proba-
bility of observing a result at least as extreme as the one
observed under the assumption thatH0 is true. Small p-values
indicate incompatibility of the data with the null model,

assuming that the assumptions used in calculating the p-value
hold.

The ongoing ‘replication crisis’ [1], especially in social
and life sciences, has produced many critical comments
against arbitrary p-value thresholds and significance testing
in general (e.g., [2], [3], [4]). As a solution to avoid so-called
dichotomous thinking – strong tendency to divide results
into significant or non-significant – some are even arguing
for a complete ban on NHST and p-values. Such a policy
has also been adopted by some journals: e.g., in 2015, the
Journal of Basic and Applied Social Psychology banned
both p-values and confidence intervals (CIs) [5], and more
recently the Journal of Political Analysis banned the use of
p-values [6].

Despite the critique, significance testing is likely to
remain a part of a scientist’s toolbox. Because many of the
problems with NHST are due to misunderstandings among
those who conduct statistical analyses as well as among
those who interpret results, work has also been conducted
in making it easier to avoid common pitfalls of NHST either
by altering the way analyses are conducted [7], [8], [9] or
how the results are presented [10], [11], [12], [13], [14].
Instead of arguing for better methodological solutions, such
as Bayesian approaches, here we study whether different
styles of visual representation of common statistical prob-
lems could help to alleviate dichotomous thinking which
can be approximated by studying the so-called cliff effect
[15]. The cliff effect is a term used for the large difference in
how the results are interpreted despite only small numerical
differences in the estimate and p-value [16] (e.g., the
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estimated effect of 0.1 with a corresponding p-value of 0.055
may be deemed not significant while an effect of 0.11 with a
p-value of 0.045 may be claimed to be significant).

In this paper we focus on the effect of visualization styles
on confidence profiles (the perceived in confidence–p-value
relationship) and in particular on the magnitude of the cliff
effect. To study the potential cliff effect of various represen-
tation styles for statistical results, we conducted two experi-
ments on researchers who are experienced in using and
interpreting statistical analyses. We showed participants
results from artificial experiments using different represen-
tation styles and asked the respondents how confident they
were in that the results showed a positive effect (experi-
ment 1) or a difference between two groups (experiment 2).
We also asked the respondents to give comments on the dif-
ferent styles and to rank them according to their personal
preference. We analysed the answers from the experiments
using Bayesian multilevel models. These results are easy to
interpret and at the same time allow us to avoid the prob-
lems we aimed at studying (i.e., dichotomous thinking and
the cliff effect).

Three earlier studies somewhat resemble our experimen-
tal setting. First, we use and compare similar visualizations
of the uncertainty of the sample mean as Correll and
Gleicher [12]. We, however, focus on a different research
question and correspondingly a different target population.
Correll and Gleicher were interested in the communication
of mean and error to a general audience while our interest
is in dichotomous thinking, by measuring the confidence
profile and the cliff effect. We are interested in the interpre-
tations of quantitative scientific results, which requires a
fundamental understanding of statistics. Hence we target
researchers whose dichotomous interpretations can have
adverse effects on conclusions and gained knowledge. Fur-
thermore, addressing the question left open in [12], we also
collected qualitative data on researchers’ preferences for dif-
ferent visualization styles. Lai [15], on the other hand, simi-
larly to us focused on the magnitude of the cliff effect and
the shape of the confidence profile. He manually catego-
rized respondents’ confidence profiles into four different
categories, discarding a large proportion of answers which
did not fit into any category. Instead of comparing different
visualization methods, he only used classic CI visualization.
Third, Belia et al. [17] had a similar approach in that they
also focused on experts’ (mis)conceptions of confidence
intervals (with researchers in medicine and psychology).
Their focus was not on dichotomous thinking but on finding
the positioning of two confidence intervals so that the
respective groups would be deemed “statistically signifi-
cantly different”. Similarly to Lai, they only used classic CI
visualization. Our contributions are as follows: 1) This is the
first study to examine the effects of visualization styles of
CIs on confidence profiles and dichotomous thinking (using
the cliff effect as a proxy) among researchers. 2) We are the
first to study researchers’ preferences on novel visualization
styles in this context. 3) We introduce the use of flexible and
easy-to-interpret Bayesian framework for the analysis of
confidence profiles and representation preferences. 4) As a
contribution to open science, codes for the online experi-
ment, data and all analyses are publicly available and fully
reproducible. Our results suggest that despite the increased

debate around NHST and related concepts, the problem of
dichotomous thinking persists in the scientific community,
but that certain visualization styles can help to reduce the
cliff effect and should be used and studied further.

2 BACKGROUND AND RELATED WORK

In this paper, our main focus lies in whether and how differ-
ent visualizations can help in reducing the cliff effect among
researchers making interpretations of inferential statistics.
We first briefly present the basic definition and interpreta-
tion of the confidence interval (CI), which is a common
choice for assessing the uncertainty of a point estimate (e.g.,
sample mean) and has sometimes been suggested to reduce
dichotomous interpretations. We then discuss the problem
of dichotomous thinking in scientific reporting before pre-
senting related literature and the visual representations
used in our experiments.

2.1 Confidence Interval for Sample Mean

Given a sample of values x1; . . . ; xn from a normal distribu-
tion with unknown mean m and variance s2, the 95 percent
confidence interval for the mean is computed using a sam-
ple mean �x, sample standard deviation s, sample size n and
t-distribution

�x� ta=2ðn� 1Þ sffiffiffi
n

p ; (1)

where ta=2ðn� 1Þ is the critical value from t-distribution
with n� 1 degrees of freedom and significance level a (typi-
cally 0.05). The interpretation of the (95 percent) CI is some-
what complicated: Given multiple 95 percent CIs computed
from independent samples, on average 95 percent of these
intervals will contain the true expected value m. It is impor-
tant to note that, given a single sample and the correspond-
ing CI, we cannot infer whether the true population mean,
m, is contained within the CI or not [18] although it has a
direct connection to NHST in that the 95 percent CI repre-
sents the range of values of m for which the difference
between m and �x is not statistically significant at the 5 per-
cent level.

2.2 The Problem of Dichotomous Thinking in
Science

Let us suppose that through an experiment we obtain a
p-value of p ¼ 0:048. Most researchers would consider this
strong enough evidence against H0. If, however, we
obtained p-value of 0.058 many researchers, despite the
small difference, would follow the recommendations of col-
leagues and textbooks, and consider this as not enough evi-
dence against H0 [19]. This type of reasoning, often called
dichotomous thinking or dichomotous inference has been shown
to be potentially harmful to science [2], [20], [21], [22], [23].
It has been said to be one of the reasons for the replication
crisis [20], [22], [24] or to lead to “absurd replication failures
[with] compatible results” [2]. While dichotomous thinking
has been heavily criticized by scholars (e.g., [10], [20], [21],
[25], [26], it seems to be persistent in many fields including
HCI [27] and empirical computer science [22].

In 2016, the confusion, misuse and critique around p-val-
ues led the American Statistical Association (ASA) to issue
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a statement on p-values and statistical significance. ASA
stated that proper inference must be based on full and trans-
parent reporting and computing, and that a single number
(p-value) is not equal to scientific reasoning. Many other
authors have criticized the whole NHST approach due to
increased dichotomous thinking based on arbitrary thresh-
olds [2], [19], [20], [26], [28], [29], common misinterpreta-
tions of p-values (e.g., the fallacy of accepting H0 [30],
reading p-values as the probability that H0 is true), as well
as the several questionable research practices that often
come with the use of NHST including p-hacking (testing a
number of hypotheses until a low p-value is found), HARK-
ing (presenting a post-hoc hypothesis as an a priori hypoth-
esis), selective outcome reporting, and the file-drawer effect
(limiting publication to only statistically significant results)
[22], [31], [32], [33], [34], [35], [36]. Additionally, sometimes
p-values are reported without effect sizes, although a
p-value itself does not help readers determine the practical
importance of the presented results. It should be noted that
it is likely that many of these issues relating to the data-led
analysis (see the “garden of forking paths”[37]) are typically
not intentional, and can occur in a broader scope than just
NHST.

Due to all of the issues around p-values, some researchers
have recommended either to replace or complement them
with CIs [10], [26], [38], [39]. The argument is that CIs could
reduce dichotomous interpretations as they represent both
the effect size and the sampling variation around this value.
CIs, however, are also prone to misinterpretation, simply
because their interpretation is not very intuitive [17], [40].
CIs have also been reported to lead to dichotomous thinking
[15], [27], [41].

The term cliff effect was coined by Rosenthal and Gaito
in their study [16] on 19 researchers in psychology. Their
findings were later replicated by Nelson et al.[42] on a larger
sample (85 psychologists). Poitevineau and Lecoutre [43]
showed that only a small fraction of their participants
adopted a dichotomous all-or-none strategy, while Lai [15]
showed that milder tendencies to dichotomous thinking
exist. Another study by Poitevineau and Lecoutre [44] sug-
gested that even statisticians were not immune to misinter-
pretations and dichotomous thinking. However, due to the
previous focus on restricted populations (mainly psycholo-
gists) and also because some of the details of the experi-
ments have not been fully presented (such as the exact
question asked from the participants), it is difficult to assess
whether these findings would hold in a more general popu-
lation of researchers.

Previous studies on interpretation of p-values and CIs
have suggested that there are two to four confidence inter-
pretation profiles [13], [15], [43]. While some individual var-
iation and hybrid interpretation styles are likely to exist,
due to historical reasons it is likely that the main profiles are
the all-or-none category (related to Neyman-Pearson signifi-
cance testing) and the gradually decreasing confidence cate-
gory (related to Fisher’s significance testing approach). See,
for example, [45] for descriptions of the original approaches
to significance testing by Fisher, and Neyman and Pearson
as well as their connection to current NHST practice.

Bayesian paradigm and replacing CIs with credible inter-
vals have been suggested as a solution to the problems with

CIs and p-values[7], [8], [46], [47]. Compared to the CI, the
credible interval has a more intuitive interpretation: given
the model and the prior distribution of the parameter (e.g.,
mean), the 95 percent credible interval contains the
unknown parameter with 95 percent probability. Or per-
haps even better, one can present the whole posterior distri-
bution of the parameter of interest. Despite the benefits of
the Bayesian approach, p-values and CIs are likely to remain
in use in many scientific fields, despite their flaws. Hence it
is of general interest to study whether the problems relating
to dichotomous thinking can be alleviated by changing their
typical representation styles.

2.3 Visualization of Uncertainty and Statistical
Results

Several visualization techniques have been designed to
show the uncertainty of the estimation, with several advan-
tages over the communication of a sole point estimate [48],
[49]. Showing the theoretical or empirical probability distri-
bution of the variable of interest is a commonly used tech-
nique. For example, probability density plots are often used
for describing the known distributions such as Gaussian
distribution or estimated density functions based on sam-
ples of interest (e.g., observed data or samples from poste-
rior distributions in a Bayesian setting). Violin plots [50]
(also called eyeball plots in [51]) are rotated and mirrored
kernel density plots, so that the uncertainty is encoded as
the width of the ‘violin’ shape. Raindrop plots [52] are similar
to violin plots but are based on log-density. The gradient plot
uses opacity instead of shape to convey the uncertainty
(e.g., [12]), while quantile dot plots [53], [54] are discrete ana-
logs of the probability density plot. Various alternative
representation styles specifically for CIs are commonly used
(see, for example, [55]). In order to remedy the misunder-
standing and misinterpretation of CIs, Kalinowski et al. [13]
designed the cat’s eye confidence interval which uses normal
distributions to depict the relative likelihood of values
within the CI (based on the Fisherian interpretation of the
CI). A violin plot with additional credible interval ranges
are also used to depict arbitrary shaped (univariate) poste-
rior distributions based on posterior samples, for example
in the tidybayes R package (coined as the eye plot) [56].
Kale et al. [57], [58] studied animated hypothetical outcome
plots for interactive dissemination of statistical results.
Going even further, Dragicevic et al. [14] propose the use of
interactive explorable statistical analyses in research docu-
ments to increase their transparency. For a systematic
review of uncertainty visualization practices, see Hullman
et al. [59].

Some past studies have focused on comparing different
visual representations of statistical results. Tak et al. [60]
examined seven different visual representations of uncer-
tainty on 140 non-experts. Correll and Gleicher [12] studied
four different visualization styles for mean and error in sev-
eral settings. Kalinowski et al. [13] compared students’ intu-
itions when interpreting classic CI plots and cat’s eye plots.
Finally, the recent study by Hofman et al. [58] focused on
the impact of presenting inferential uncertainty in compari-
son to presenting outcome uncertainty, and investigated the
effect of different visual representations of effect sizes. With
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the exception of [13], these studies have focused on testing
lay-people, a population which can be expected to differ
from researchers who have been trained to interpret p-val-
ues and CIs in their work.

3 RESEARCH QUESTIONS

Taking inspiration from some of the approaches listed in
Section 2, our work aims to evaluate the presence and mag-
nitude of the cliff effect in textual and visual representation
styles among researchers trained in statistical analysis. Our
main goals were to investigate

� whether the cliff effect can be reduced by using dif-
ferent visual representations instead of textual infor-
mation and

� how researchers’ opinions on, and preferences
between, different representation styles differ.

More specifically, we were interested in whether the pre-
viously documented cliff effect in scientific reporting is
reduced when the textual representation with explicit
p-value is replaced with a traditional visualization of CI,
and whether more complex visualization styles for the CI
reduce the cliff effect. Regarding the former question, in
line with previous research [15], [41], we expected to find
that CIs would not reduce the cliff effect, whereas regarding
the latter question our hypothesis was that more complex
visualization styles could reduce the cliff effect.

As our interest was in scientific reporting, we limited our
sample to researchers with an understanding and use of sta-
tistics unlikely to be present with lay-people, and focused
on static visualizations applicable in traditional scientific
publications. While researchers are more familiar with con-
fidence intervals and other statistical concepts, experts’
interpretations can still exhibit various implicit biases and
errors due to field’s conventions and obtained education
(see, e.g, [61]). However, instead of studying the differences
in various subgroups of scientific community, our interest is
more about an “average researcher”.

4 ONE-SAMPLE EXPERIMENT

In the first experiment we are interested in potential differ-
ences in the interpretation of results of an artificial experi-
ment when participants are presented with textual
information of the experiment in a form of a p-value and a
CI, a classic CI plot, a gradient CI plot, or a violin CI plot
(see Fig. 1 and the descriptions in Section 4.1). The setting is
simple yet common: we have a sample of independent
observations from some underlying population, and we

wish to infer whether the unknown population mean differs
from zero.

4.1 Conditions

4.1.1 Textual Information With p-Value

Our first representation is text consisting of the exact
p-value of a two-sided t-test, sample mean estimate and
lower and upper limits of the 95 percent CI (see the leftmost
box of Fig. 1 for the participant’s view). This style is concise,
contains information about the effect size and the corre-
sponding variation (width of the CI), while the p-value pro-
vides evidence in the hypothesis testing style. While this
format provides information on the effect size and uncer-
tainty together with the p-valueit can be argued that, due to
the strong tradition in NHST, the inclusion of a p-value can
cause dichotomous thinking even when accompanying CI
information is provided. While the sample size is not stated
in this format, that information was provided separately in
our experiment for each condition as a part of the explana-
tory text.

4.1.2 Classic Confidence Interval Visualization

Confidence intervals and sample means are commonly
visualized as line segments with end points augmented
with horizontal lines (see Fig. 1). Compared with textual
information, visual representation could be better at con-
veying the uncertainty. While the width of the horizontal
lines of the CI does not have semantic meaning, it is some-
times argued (although we have found no studies to suggest
this) that their width emphasises the limits of the CI and
increases dichotomous inference, and intervals without the
horizontal lines should be preferred. We chose the more tra-
ditional design (see the second box from left in Fig. 1) as it is
still commonly used and is a default in many statistical
analysis packages such as SPSS.

4.1.3 Gradient Color Plot for CI (Gradient CI Plot)

In order to reduce the dichotomous nature of the classic CI
visualization, we test the effect of using multiple overlaid
confidence intervals with varying coverage levels and opac-
ity. This is fairly common when presenting prediction inter-
vals for future observations [62], but less so in the case of
CIs. While using only a few overlaid CIs (e.g., 80, 90 and 95
percent) is a more common practice, we decided to replicate
the gradient plot format used in previous approaches [12]
which provides more emphasis on the 95 percent interval
and thus is more comparable with the classic CI approach.

Fig. 1. Representation styles used in the experiments: Textual version with p-value, classic 95 percent confidence interval (CI), gradient CI plot, violin
CI plot, and discrete violin CI plot.
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Our gradient CI plot contains a colored area of 95 percent CI
complemented with gradually colored areas corresponding
to 95.1 to 99.9 percent CIs (with 0.1 percentage point incre-
ments), overlaid with a horizontal line corresponding to the
sample mean (see the middle box in Fig. 1). The coloring
was from hex color #2ca25f to #e5f5f9 taken from Color-
Brewer’s 3-class BuGn palette [63]. This format provides
additional information, but gradual color changes can be
difficult to interpret accurately, and from a technical point
of view this format is also harder to create than classic CIs.

4.1.4 CI as t-Violin Plot (Violin CI Plot)

While the gradient CI plot gives information about the uncer-
tainty beyond the 95 percent CI, we claim that the use of the
rectangular regions with constant widths can be misleading.
Therefore, as our fourth representation format (inspired
by [12], [13]) we combine the gradient CI plot and the density
of the t-distribution used in constructing the CIs (see the sec-
ond box from right in Fig. 1). More specifically, in the violin
CI plot the shape corresponds to the case of computing a
sequence of confidence intervals with very fine increments,
with the width of each CI computed using the underlying
t-distribution. Thewidth of the violin at point y is

p

ffiffiffi
n

p ðy� �xÞ
s

� � ffiffiffi
n

p
s

; (2)

where p is the probability density function of the t-distribu-
tion with n� 1 degrees of freedom, �x is the sample mean,
and s is the standard deviation.

In the second experiment we also consider a more discre-
tized version of the violin CI plot with gradually colored
areas corresponding to the 80, 85, 90, 95 and 99.9 percent
CIs (see the rightmost box in Fig. 1).

Violin CI plots are more challenging to create, and the
probability density function style can lead to erroneous
probability interpretations for which CIs cannot provide
answers. On the other hand, the additional visual clues due
to the shape can help overcome the difficulty of interpreting
gradient colors.

4.2 Participants and Apparatus

The experiment was run as an online survey. Its preregistra-
tion is available on https://osf.io/v75ea/. As the preregis-
tration states, the number of participants was not decided in
advance but, instead, we aimed for the maximum number
of participants in a given time frame. The end date of the

experiment was fixed to 11 March 2019 so the survey was
open for 21 days before we started to analyse the data. As
stated in Section 3, our goal, contrary to most of the previ-
ous work, was to understand how researchers interpret sta-
tistical results and therefore we aimed at recruiting
academics familiar with statistical analysis. To recruit par-
ticipants across various scientific disciplines, we initially
contacted potential participants via email in several fields
(namely Human Computer Interaction, Visualization, Sta-
tistics, Psychology, and Analytical Sociology, using per-
sonal networks), and the survey was also shared openly
using the authors’ academic profiles on Twitter and suitable
interest groups on Reddit, LinkedIn, and Facebook.

The eligibility criteria were 1) You understand
English; 2) You are at least 18 years old; 3) You have at
least a basic understanding of hypothesis testing and
confidence intervals; 4) You use statistical tools in your
research projects; 5) You are not using a handheld device
such as tablet or phone to fill out the survey. To evaluate
the validity of our sample, we asked for background
information including participants’ age, scientific field,
highest academic degree, length of research experience,
and data analysis tools commonly used. The codes for
the experiment are available in supplementary materials
at https://github.com/helske/statvis.

There are multiple potential factors which could (although
not necessarily should) have an effect on interpreting results
of this simple experiment: p-value, total length of the confi-
dence interval, effect size, sample size, and representation
style. Since our focus was on the representation styles, and
because we wanted to keep the survey short in order to
increase the number of responses, we used a fixed set of p-val-
ues (0.001, 0.01, 0.04, 0.05, 0.06, 0.1, 0.5, 0.8), and a fixed stan-
dard deviation of 3. By defining also the sample size, the
sample mean was then fully determined by these values. We
used two sets of questions, one with a sample size of n ¼ 50
and another with n ¼ 200. Each participant saw the results
corresponding to only one of these sets. Fig. 2 shows the con-
figurations as 95 percent CIs with dots representing the
means. The participants did not see the underlying p-values
except in the textual representation style.

During the experiment we displayed each trial to each par-
ticipant (one at a time), and asked the following question: “A
random sample of 200 adults from Sweden were prescribed a
new medication for one week. Based on the information on
the screen, how confident are you that the medication has a
positive effect on body weight (increase in body weight)?”.
They answered on a continuous scale (100 points between 0
and 1, the numerical valuewas not shown) using a slider with
labelled ends (“Zero confidence”, “Full confidence”), which
was explained to the participants as “Leftmost position of the
slider corresponds to the case “I have zero confidence in
claiming a positive effect,” whereas the rightmost position of
the slider corresponds to the case “I am fully confident that
there is a positive effect.” The slider’s “thumb” was hidden at
first, in order to avoid any possible bias due to its initial posi-
tion. It only became visible when the participant clicked on
the slider. Finally, until the slider positionwas set participants
could not proceed to the next question.

Our small pilot study suggested that it was hard to
understand the violin CI plot due to its non-standard

Fig. 2. Configuration used in the one-sample experiment. See text for
details.
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meaning (participants were prone to misread the figure as a
typical violin plot of empirical density of the data). There-
fore, in order to explain the interpretation of the violin plot
in this context, we had to also explain the basics of CI com-
putations. To keep the complexity of all representations at
the same level, we added explanatory texts to all conditions.
We detail the impact of this decision in our discussions in
Section 6

In order to balance learning effects, the order of the four
conditions (representation styles) was counterbalanced
using Latin squares, and within each condition the ordering
of trials was randomly permuted for each participant. At
the end of the survey, participants had to give feedback on
the representation formats and rank them from 1 (best) to 4
(worst). We gave participants the possibility to give equal
rankings. They could also leave additional comments about
the survey in general.

We gathered answers from 114 participants, from which
one participant was excluded because of nonsensical answers
to the backgroundquestions. One of the backgroundvariables
was an open-ended question about field of expertise. The
answers included a range of disciplines that we categorized
into four groups: “Statistics andmachine learning’ (21 partici-
pants), “VIS/HCI” (34), “Social sciences and humanities”
(32), and “Physical and life sciences” (26) (see supplementary
material formore information, available online).

4.3 Statistical Methods

All statistical analyses were done in the R environment [64]
using the brms package [65]. The visualizations of the
results were created with the ggplot2 package [66]. The
collected data, scripts used for data analysis, additional
analysis, and figures are available in supplementary mate-
rial, available online. We also created an accompanying R
package ggstudent

1 for drawing modified violin and gra-
dient CI plots used in the study.

To analyse the results we built a Bayesian multilevel
model with participants’ confidence as the response vari-
able (values ranging from 0 to 1), and the underlying
p-value and representation style as the main explanatory
variables of interest.

While we often perceive the probabilities and strength of
evidence as having a linear relationship after logit-transfor-
mations of both variables [67], in the case of significance test-
ing with potential for dichotomous thinking this relationship
is likely not true due to the potential cliff effect as well as the
excess occurrence of low and high p-values indicating com-
plete lack of evidence (0) or full confidence (1). Values 0 and 1
(15 percent of all answers) are also problematic in the logit-
transformation due their mapping to�1. Therefore, a simple
linear model with logit-transformations of p-values and the
confidence scoreswould not be suitable in this case.

A typical choice for modelling proportions with dispro-
portionately large numbers of zeros and ones is the zero-
one-inflated beta regression. However, as we wanted to
incorporate the prior knowledge of the potential linear rela-
tionship of confidence and probabilities in the logit-logit-
scale, instead of the zero-one-inflated beta distribution we

created a piecewise logit-normal model2 with the probabil-
ity density function (pdf) defined as

pðxÞ ¼
að1� gÞ; if x ¼ 0;
ag; if x ¼ 1;
ð1� aÞfðlogitðxÞ;m; sÞ; otherwise:

8<
: (3)

Here a ¼ P ðx 2 f0; 1gÞ is the probability of answering one of
the extreme values (not at all confident or fully confident),
whereas g ¼ P ðx ¼ 1 jx 2 f0; 1gÞ, is the conditional probabil-
ity of full confidence given that the answer is one of the
extremes.3 Thus these two parameters model the extreme
probability of answers, and when the answer is between the
extremes, wemodel it with the logit-normal distribution (fðxÞ
is the pdf of the normal distribution parameterized with
mean m and standard deviation s). Explanatory variables can
be added to the model to predict a, g, m, and s, using the log-
link for s, the logit-link for a and g, and the identity-link for
m. In comparison to the frequentist approach, such as stan-
dard generalized linear (mixed) models or analysing only
simple descriptive statistics, our Bayesian model allows us to
take into account the uncertainty of the parameter estimation
andmore flexiblemodel structures.We can alsomake various
simple probabilistic statements based on the posterior distri-
butions of this model such as the probability that the cliff
effect is higher with p-values than with classic CI. For further
information about Bayesian modelling in general see, for
example, [68].

4.4 Results

4.4.1 Confidence Profiles and Cliff Effects

As the first step, we checked some descriptive statistics of
the potential cliff effect, defined as

d ¼ E confidenceðp ¼ 0:04Þ � confidenceðp ¼ 0:06Þ½ �;
i.e., the average difference in confidence between cases
p ¼ 0:04 and p ¼ 0:06. Table 1 shows how gradient and vio-
lin CI plots have a somewhat smaller drop in confidence
when moving from p ¼ 0:04 to p ¼ 0:06 compared to the tex-
tual representation and the classic CI visualization.

To analyse the data and the potential cliff effect in more
detail, we used the Bayesian multilevel model described in
Section 4.3. Due to the setup of the experiment, participants’
answers were influenced by the information on the screen,

TABLE 1
The Sample Mean, Standard Deviation, Standard Error of the
Mean, and the 2.5th and 97.5th Percentiles of the Difference in
Confidence When p ¼ 0:04 and p ¼ 0:06 in the First Experiment

Mean SD SE 2.5% 97.5%

Textual 0.19 0.27 0.03 -0.19 0.72
Classic CI 0.23 0.25 0.02 -0.05 0.84
Gradient CI 0.10 0.24 0.02 -0.37 0.74
Violin CI 0.13 0.20 0.02 -0.16 0.62

1. https://cran.r-project.org/package=ggstudent

2. The distribution was changed from the preregistration as sug-
gested by a reviewer and [67].

3. While generating data from this distribution is straightforward,
the expected value of this distribution is analytically intractable. How-
ever, this can be easily computed via Monte Carlo simulation.
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which in turn depended on the underlying p-value, visuali-
zation style, and sample size. Sample size itself should not
have an effect on the answers, which was indeed confirmed
by preliminary analysis (see supplementary material, avail-
able online), so we dropped that variable from further
analysis. Due to the potential cliff effect we wanted to allow
different slopes of the confidence curve for the cases when
p < 0:05 and p > 0:05. With regards to the case of p ¼ 0:05
we allowed an extra drop in confidence via an indicator
variable Iðp ¼ 0:05Þ, as it was not clear whether this bound-
ary case should be on the “significant” or “not significant”
side (i.e., whether the cliff effect was due to the drop just
before or after 0.05). Regarding the probability of an
extreme answer, the relationship with respect to the p-value
was assumed to be non-linear so we treated the p-values as
a categorical variable. For the conditional probability of full
confidence g we used the p-value as a categorical variable
with a monotonic effect (using the simplex parameterization
suggested in [69]), but grouped p > 0:05 values together.

As it was reasonable to assume that participants used dif-
ferent scales of confidence in their answers (e.g., some partici-
pants were always very confident), we included individual-
level random intercepts for m, a and s. We also allowed the
effects of visualization and the underlying p-value to vary
between participants by including corresponding random
coefficients in the model. We ran various posterior predictive
checks [70] to assess that the model fits the data reasonably
well (see the supplementary material, available online). The
final model structure, written using the extended Wilkinson-
Rogers syntax [71], [72] was chosen as follows:

m � viz � Iðp < 0:05Þ � logitðpÞ þ viz � Iðp ¼ 0:05Þ
þ ðvizþ Iðp < 0:05Þ � logitðpÞ þ Iðp ¼ 0:05Þ j idÞ;

a � p � vizþ ð1 j idÞ;
g � moðpÞ;
s � vizþ ð1 j idÞ;

(4)

where p is a categorical variable defining the true p-value,
logit(p) is a continuous variable of the logit-transformed

p-value, moðpÞ denotes a monotonic effect of the p-value,
the dot corresponds to interaction (i.e., Iðp ¼ 0:05Þ � viz
implies both the main and two-way interaction terms) and
ðz j idÞ denotes participant-level random effect for variable z.

Given this model, in a presence of a cliff effect we should
observe a discontinuity in an otherwise linear relationship
between the true p-value and reported confidence (when
examined in the logit-logit scale). We used relatively unin-
formative priors: N(0,5) regression coefficients, N(0,3) for
the intercept terms, and half-Nð0; 2Þ for all standard devia-
tion parameters, LKJ(1) prior [73] for the correlation matri-
ces of random effects, and symmetric Dirichlet(1) prior for
the coefficients of the monotonic effect.

Consistent with the Bayesian paradigm, we chose this
model over simpler submodels (where some of the interac-
tions or random effects are omitted) [74]. This model integra-
tes over the uncertainty regarding the model parameters,
with coefficient zero corresponding to a simpler model where
the term is omitted from the model. However, as a sensitivity
check, we also estimated several submodels of this model.
These gave very similar results, so the reported results were
insensitive to specificmodel choice.

Fig. 3 shows the posterior mean curves of confidence
(vertical lines corresponding to the 95 percent credible inter-
vals4) with respect to the underlying true p-values used to
generate the data. These are based on the population level
effects: the expected confidence of an average participant
(an individual whose random effects are 0).

We observe at least some kind of a cliff effect – a sudden
drop in confidence – with all representation styles. Within the
“statistically significant region” (i.e., when p < 0:05) the
slope of the confidence level in relation to the underlying
p-value is the least steep for the classic CI visualization, but
there is a large drop in confidence when moving to p > 0:05,
even larger than with the textual information. The textual
representation with p-value, on the other hand, behaves simi-
larly to the violin CI plot until p ¼ 0:05, after which the confi-
dence in the p-value representation drops below all other
techniques. The gradient CI plot and the violin CI plot both
have a smaller – although visible – drop in confidence and
also otherwise show a similar pattern, except that the confi-
dence level of the gradient CI plot is constantly below that of
the violin CI plot. The range of confidence is very similar
across all representation styles, which suggests that the
smaller cliff effect of gradient CI and violin CI plot is not to
due to overall smaller confidence (not an unreasonable
assumption given their more fuzzy nature compared to clas-
sic CI). There were no clear differences in the probabilities of
an extreme answer (“zero confidence” or “full confidence”)
between the visualization styles (see the supplementarymate-
rial, available online).

Fig. 4 shows the posterior distributions of the drop in
confidence, d, for different visualizations. These show that
the drop is the largest with classic CI and the smallest (and
nearly identical) with gradient and violin CI visualizations.
Textual representations with p-values position between
these (somewhat closer to the classic CI). The magnitude of
the drop in the classic CI (mean of 0.29) is close to a third of

Fig. 3. Posterior means of confidence and corresponding 95 percent
credible intervals for different visualization styles in the first experiment,
on the logit-logit-scale. Here, a discontinuity in an otherwise linear rela-
tionship indicates a cliff effect. The zoom-in plot shows the uncertainty
of the estimates when 0:04 � p � 0:06.

4. For readers new to the credible interval, we refer to Section 2.2.
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the range of the confidence scale and twice as large as the
drop in the gradient and violin CIs (means of 0.15). While
there is some overlap between these distributions, when
comparing the pairwise posterior probabilities that the d of
one visualization style is greater than that of an alternative
style for an average participant (Table 2), we see clear differ-
ences between the styles: Classic CI leads to larger drop
than textual p-values, and both of these lead to larger drops
than Gradient CI and Violin CI (all these comparisons have
probabilities close to 1). Note that, unlike the interpretation
of p-values, the numbers in Table 2 are actual probabilities
that the average drop in confidence around p ¼ 0:05 is
larger with one style than the other.

As a secondary analysis, we also estimated a model with
categorized expertise value as a predictor (with interactions
with visualization and p-value). When averaging (i.e., mar-
ginalizing) over the expertise, the results were similar to the
main model. The expertise-specific examinations, however,
revealed some differences between the groups. Most nota-
bly we observed the largest cliff effects in the Stats/ML
group (for all representation styles), while in the Phys/Life
group there were only small differences in the confidence
profiles by representation style. When comparing the mag-
nitudes of d, the ordering of the representation styles was
the same across all expertise groups (as seen in the main
results). Due to space restrictions see the supplementary
material, available online, for more detailed results.

4.4.2 Subjective Rankings

To analyse the subjective rankings of the representations,
we estimated a Bayesian ordinal regression model where
we used visualization style to predict the observed rankings
(with participant-level random intercept). Fig. 5 shows the
results from this model as a probability that the visualiza-
tion style obtains a certain rank. We see that p-value typi-
cally obtains the worst rank (4), while violin CI and classic

CI are the most preferred options with approximately equal
probabilities for ranks 1 and 2. Gradient CI seems to divide
opinions, with close to equal probabilities for each rank.

4.4.3 Qualitative Feedback

At the end of the experiment, participantswere invited to com-
ment on the limitations and benefits of each technique. The
fully categorized and raw data is available in supplementary
materials, available online, but we summarize the main points
here. The following summaries were created by one of the
authors before seeing any of the other results. Concerning
p-values, participants reported them to be easy to read and
accurate (	 40 participants). However, participants also stated
that they could hinder the readability of a paper if many of
them had to be reported (	 11), that they could be difficult to
interpret (	 33), that some expertisewas needed to understand
them (	 10), and that text-only might make readers focus on
p-values exclusively (	 7). Furthermore, some participants
explained that a visualization would have made the analysis
much easier, in particular for the confidence interval (	 22).
The condition with classic confidence intervals was said to be
a standard (	 19) that allows quick analysis with clear figures
(	 42) and that scales very well to multiple comparison (	 11).
However, participants also reported that this visual represen-
tation was missing information – likelihood of the tails for
instance – and that it should be augmented with more statisti-
cal information (	 33). Additionally, theywere said to possibly
foster dichotomization (	 10). Violin CI plots were judged to
be visually pleasing (	 8), to provide all the statistical informa-
tion that classic confidence intervals fail to provide (	 31) and
to help avoiding the dichotomizationpitfall (	 5).Nonetheless,
some participants stated that theywere representing toomuch
information (	 4), that they might require training as they are
not often used (	 17), and that the gradient at the tails was
hard to see (	 13). In addition to this, some participants
explained that such plots could be misunderstood due to their
similarity with the violin plot (	 6). Finally, the gradient CI
plots were reported to be visually pleasing (	 5), to provide
more information than a classic confidence interval (	 20), to
help avoiding dichotomization (	 6). In addition to this,
participants stated (either as a positive or negative point) that
the cut off after 95 percent was difficult to assess visually (	 9)
which could also help reduce dichotomized interpretations.
Participants also noted that the gradient was hard to distin-
guish (	 9), that making inferences based on gradient
plots could be more difficult (	 11) and that the width was
unnecessary visual information because it does not encode
anything (	 13).

Fig. 4. Posterior distributions of d, the drop in confidence around p ¼
0:05, for different representation styles in the first experiment. Note that
the distributions of the gradient CI and the violin CI on the left-hand side
are almost completely overlapping.

TABLE 2
Posterior Probability That d, the Drop in Confidence

Around p ¼ 0:05, is Larger for Representation Style on the
Row Than the Representation Style on the Column

Textual Classic CI Gradient CI Violin CI

Textual - 0.01 1.00 1.00
Classic CI 0.99 - 1.00 1.00
Gradient CI 0.00 0.00 - 0.49
Violin CI 0.00 0.00 0.51 -

Fig. 5. Subjective ranking probabilities and the corresponding 95 percent
credible intervals for visualization styles of the first one-sample experi-
ment. A higher value for rank 1 indicates preference for the method
while a higher value for rank 4 indicates distaste.
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5 TWO-SAMPLE EXPERIMENT

After conducting the first experiment, we deployed a sec-
ond survey with a similar framing, but this time instead of
comparing the base value of zero, the task was to compare
means of independent “treatment” and “control” groups, as
in [17]. While it is often recommended that instead of com-
paring intervals of two (potentially dependent) samples it is
better to compare intervals of the difference [75], neverthe-
less these types of multiple interval visualizations are com-
monly seen in scientific publications. Similar to our first
controlled experiment, this study was also preregistered,5

with supplementary material available on Github.6 Fig. 6
shows the configuration used in this second experiment.

5.1 Conditions, Participants and Apparatus

The conditions and overall design of the study were the
same as the one-sample experiment except that the textual
p-value representation was replaced with a more discrete
version of the violin plot (see rightmost figure in Fig. 1). The
question was framed as “A random sample of 50 adults
from Sweden were prescribed a new medication for one
week. Another random sample of 50 adults from Sweden
were assigned to a control group and given a placebo. Based
on the information on the screen how confident are you that
the medication decreases the body weight? Note the y-axis,
higher values correspond to larger weight loss.”. The slider
endpoints were labelled “I have zero confidence in claiming
an effect”, and “I am fully confident that there is an effect.”.

For this second experiment we used the same channels
for sharing the link as in the first study and obtained 39
answers, of which two were discarded as they had not
answered the background questions. Nine participants had
expertise in “Statistics and machine learning”, eight in
“VIS/HCI”, 14 in “Social sciences and humanities” and six
in “Physical and life sciences”.

5.2 Results

5.2.1 Confidence Profiles and Cliff Effect

Table 3 shows the differences between subjective confidence
when the underlying p-value was 0.06 versus 0.04.

The drop in confidence is again the largest with the clas-
sic CI with discrete violin CI having a similar drop. The rela-
tively large standard error in the case of the discrete violin

CI is explained by a small number of respondents that dem-
onstrated a very large drop in confidence with the discrete
violin CI. Overall the cliff effect seems to be much smaller
than in the one-sample case (where the average drop was
between 0.15–0.30, depending on the technique).

For analysing the results, we used the same multilevel
model as for the first experiment. Figs. 7 and 8 show the
posterior mean curves of confidence and the posterior dis-
tributions of d (the drop in confidence around 0.05). Com-
pared with the first experiment, the overall confidence
levels are smaller, for example with p ¼ 0:04 the average
confidence is about 0.5 compared to 0.7 in the first experi-
ment. There is a peculiar rise in the average confidence level
for the continuous violin CI when the underlying p-value is
0.05 and 0.06 (although the credible intervals are wide) but,

Fig. 6. Configuration used in the second experiment.

TABLE 3
The Sample Mean, Standard Deviation, Standard Error of the

Mean, and the 2.5th and 97.5th Percentiles of the
Difference in Confidence When p ¼ 0:04 and

p ¼ 0:06 in the Second Experiment

Mean SD SE 2.5% 97.5%

Classic CI 0.07 0.12 0.02 -0.22 0.28
Gradient CI 0.01 0.12 0.02 -0.21 0.25
Continuous violin CI 0.01 0.09 0.01 -0.15 0.17
Discrete violin 0.06 0.18 0.03 -0.17 0.50

Fig. 7. Posterior means of confidence and corresponding 95 percent
credible intervals for different visualization styles in the second experi-
ment, on logit-logit-scale, with a zoom-in plot of the cases with 0:04 �
p � 0:06. A discontinuity in otherwise linear relationship between the
true p-value and reported confidence indicates a cliff effect.

Fig. 8. Posterior distributions of d, the drop in confidence around p ¼
0:05, for different visualization styles in the second experiment.

5. https://osf.io/brjzx/?view_only=e481a9ad345e4e689799d65d988
c1c5f

6. https://github.com/helske/statvis
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overall, the differences between visualization styles are rela-
tively small. Also, in contrast with the one-sample experi-
ment, here we do not see clear signs of cliff effect or
dichotomous thinking as the posterior mean curves are
approximately linear (except, perhaps, for the classic CI
where the posterior mean of d is 0.1). As in the first experi-
ment we saw no clear differences in the probability of an
extreme answer between visualization styles.

5.2.2 Subjective Rankings

As in the first experiment, we analysed the subjective rank-
ings of the representation styles by Bayesian ordinal regres-
sion model where we explained the rank with visualization
style and individual variance. Fig. 9 presents the ranking
probabilities which indicate preferences towards the dis-
crete violin CI plot (estimated to be the most preferred style
by 42 percent of the respondents). No clear differences
emerge between other styles, and especially the classic CI
and the gradient CI yield very similar results.

5.2.3 Qualitative Feedback

For this second controlled experiment, participants were
also asked to comment on the limitations and benefits of
each visualization. The fully categorized and raw data is,
again, available in the supplementary material, available
online, and we present the most frequent comments here.
Classic CIs were reported as easy to read and analyse
(	 12), space-efficient and a scalable visual representation
(	 5), and as a standard visualization technique (	 5). Yet,
some participants stated that they might call for dichoto-
mous interpretations (	 5) and that they lack some informa-
tion (	 12). Continuous violin CI plots were said to provide
more information than a classic CI (	 2), but participants
complained about the lack of explicit markers for the CI
(	 6) and that the gradient was hard to see (	 3). Concern-
ing discrete violin CI plots, participants noted that they are
visually pleasing (	 2), that they provide more information
than classic CIs (	 10) and that seeing the discrete steps was
very helpful—in comparison with the continuous violin
plot (	 7). Still some participants highlighted that the gradi-
ent was hard to see (	 3) and that these plots could provide
too much information in a single figure (	 2). Finally, gradi-
ent plots were deemed easy to interpret (	 8) but partici-
pants noted that the width was unnecessary (	 3), that
some information was missing compared to gradient plots
(	 4), and that the gradient was difficult to see (	 8).

6 DISCUSSION

In line with previous findings [15], [41], our results confirm
that the classic CI visualization does not fix the cliff effect
problem documented to be present in numerical and textual
information. In fact, it appears that it may even increase the
cliff effect. At the same time, many participants preferred
the graphical presentation of CIs over text, stating reasons
such as the CI plot being clear and quick to grasp as well as
scaling very well to multiple comparisons.

We found that more complex visualization styles reduced
the cliff effect in the first one-sample experiment, and the violin
CI plot, in particular, was also well received by the partici-
pants. We found no clear differences between the interpreta-
tion of violin CI and gradient CI plots, which is in line with
[12]. While we expected that these more novel visualization
styles (violin and gradient CI plots) would introduce addi-
tional problems with interpretation due to unfamiliarity, their
benefits seem to outweigh these negative effects. Some of the
problemswith violin CI plots could be explained by confusion
with typical uses of a violin plot (as suggested by our feed-
back), namely as amethod of visualizing observeddata.

The results from the second two-sample experiment sug-
gest that the cliff effect might be a more common problem
when comparing an estimate with a constant versus com-
paring two estimates, but further studies are needed to
determine whether this is a general rule or just an artefact of
our experimental setting or small sample size, especially as
the lack of a clear cliff-effect in the two-sample experiment
is in contradiction with the findings in [17] that showed
major problems in the interpretation of two-sample experi-
ments (in a very different setting, however).

Even though our convenience samples included research-
ers across a wide range of disciplines, it is unlikely to be fully
representative of the general population of researchers using
statistical analysis. Based on social media behaviour, survey
feedback, and post-experiment discussions with some of the
participants, our convenience sample likely contains dispro-
portionate numbers of researchers with high knowledge and
strong opinions on the topic of dichotomous thinking and the
replication crisis. In particular, the links to the experiments
were shared on the “Transparent Statistics” Slack channel
which gathers HCI and VIS researchers who have argued for
non-dichotomous interpretations of statistical results in their
own work. We thus expect that our results likely downplay
the average cliff effect compared with the much broader and
heterogeneous scientific community.

Another factor which may have affected the answers of
our participants is that we added explanatory texts to all the
conditions to describe how they were created. This may
have affected the responses of some participants, and it
could be argued that the variation between the participants’
answers and the observed cliff effect would have been
greater without these explanations. As a third limitation, we
observed a significant number of answers where the confi-
dence increased with the underlying p-value. This was most
clear in the VIS/HCI group with gradient and violin CI
plots, and in general in the second experiment where the
comparisons were more difficult. While these could explain
some the estimated differences between representation
styles, our sensitivity analyses, with samples where most of

Fig. 9. Subjective ranking probabilities and the corresponding 95 percent
credible intervals for visualization styles of the second experiment. A
higher value for rank 1 indicates preference for the method while a
higher value for rank 4 indicates distaste.
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these counter-intuitive curves were removed, suggested
only slight increases in the estimates of d and identical gen-
eral conclusions (see the supplementary material, available
online). As a further and more general limitation, we note
that determining the ecological validity [76] of our experi-
ment is, of course, non-trivial, e.g., in terms of whether one
should differentiate dichotomous thinking and dichoto-
mous graph reading.

Despite the limitations, we expect that our results pro-
vide a valid lower estimate of the cliff effect in the broader
scientific community and can be generalized into other sta-
tistics than just the sample mean. In general it is impossible
to measure the potential costs of making dichotomous (and
potentially wrong) interpretations [21] as the costs are natu-
rally context-specific. Nevertheless, given the negative
effects of dichotomous thinking to the accumulation of sci-
entific knowledge, we see violin and gradient CI plots as
good alternatives for the classic CI as they significantly
reduce the magnitude of the cliff effect. Given the already
available tools for creating these types of visualizations, the
long-term costs of adopting these new techniques are small
and mainly related to increased space requirements.

In contrast with most of the earlier studies on the cliff
effect which have focused on psychologists or lay-people,
we aimed to study the effect in a general population of
researchers familiar with statistical methods. We used
Bayesian modelling to take into account the individual-level
variability in the answers and the uncertainty due to the
parameter estimation leading to more realistic uncertainty
assessments of our results than the traditional maximum
likelihood estimation methods. We also provide a reproduc-
ible experiment with results available online and properly
describe the questions we asked from the participants.

7 CONCLUSIONS AND FUTURE WORK

We provided analysis on the experiments on the cliff effect
to study the effects of visual representation on interpreting
statistical results. We found evidence that the problems
with dichotomous thinking and the cliff effect are still com-
mon problems among researchers despite the amount of
research and communications on this issue. In addition to
educating researchers about this issue, we found that care-
fully chosen visualization styles can play an important role
in reducing these phenomena.

Our Bayesian multilevel model provides an illustration
of how the data from relatively simple experiments can be
analysed in a coherent modelling framework. It can give us
more complex insights than simple descriptive statistics
and avoids relying on the significance testing framework.
The Bayesian approach also provides results that are easy to
interpret, as everything is stated in terms of conditional
probabilities which represent the state of knowledge. We
hope this study encourages more model-based analysis in
the VIS community in the future.

All of our representations included a clear threshold for
p-value 0.05 for comparative purposes. It would be interest-
ing to study how visualization styles without this clear
threshold would perform in similar settings. Also, quantile
dot plots [53], [54] (being discretized density plots) are simi-
lar to violin plots in terms of their information value but, as

they lack some of the potential historical burden of more
common violin plots, it would be interesting to compare the
performance of these two representations in this setting.

The consideration of space-efficient visual representations
highlighted by some of our participants provides interesting
avenues for future research. In line with recent work on inter-
active analyses and statistical visualization [14], [57], [77], [78],
we also anticipate that novel statistical representations free of
the limitations of traditional printing constraints could have a
positive impact both in general scientific communication and
reducing dichotomous thinking. Indeed, our violin CIs could
be made more space-efficient in order to better scale to multi-
ple comparisons, for example by using interactive scaling. We
therefore plan to study such solutions and their impact on
statistical interpretations in future. As suggested by the
discrepancy between the results of the first and second experi-
ments, another avenue for further research is to studywhether
the cliff effect is stronger or more commonly occurring in set-
tings where comparisons are made with respect to a constant
reference point comparedwithmultiple randomvariables.
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