
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 1

A Monocular Projector-Camera System using
Modular Architecture
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Abstract—This paper presents a monocular projector-camera (procam) system using modular architecture based on relay optics.
Conventional coaxial procam systems cannot support (1) online changes to lens settings (zoom and focus) and (2) wide-angle
projection mapping. We develop design guidelines for a proposed procam system that would solve these restrictions and address the
proposed system’s unique technical issue of crosstalk between the camera and projector pixels. We conducted experiments using
prototypes to validate the feasibility of the proposed framework. First, we confirmed that the proposed crosstalk reduction technique
worked well. Second, we found our technique could achieve correct alignment of a projected image onto a moving surface while
changing the zoom and focus of the objective lens. The monocular procam system also achieved radiometric compensation where a
surface texture was visually concealed by pixel-wise control of a projection color based on the captured results of offline color pattern
projections. Finally, we demonstrated the high expandability of our modular architecture, through the creation of a high dynamic range
projection.

Index Terms—Projector-camera system, augmented reality, projection mapping.

✦

1 INTRODUCTION

P ROJECTION mapping seamlessly merges real and vir-
tual worlds by projecting a computer-generated im-

age onto a physical surface [1], [2]. Compared with other
augmented reality (AR) approaches, such as optical and
video see-through AR, projection mapping can provide a
better user experience because it does not require the user
to wear or hold a display device. It has been applied in
fields such as medicine [3], industrial design [4], online
conferencing [5], office work [6], [7], and entertainment [8],
[9]. Led by the recent advances in high-speed and low-
latency projector hardware [10], the latest research tends
toward dynamic projection mapping, where the geometrical
relationship between a projection target and a projector
changes during the projection [11], [12], [13], [14], [15]. To
control the appearance of a target surface, accurate align-
ment of the projected image onto the target and pixel-wise
color correction are crucial; thus, geometric registration and
radiometric compensation have been the primary technical
challenges [1]. To tackle these, a projector-camera (procam)
system in which sensing capability is virtually provided to
each projector pixel is widely applied. A procam system is
effective only when the pixel correspondences between the
devices are known. However, a normal procam system is
not suitable for dynamic projection mapping applications
because multiple structured light patterns need to be pro-
jected and captured to acquire the correspondences after
the target moves. When a depth camera is applied in the
system, the pixel correspondences can be estimated from the
geometrical relationships among the projector, the camera,
and the target [16], [17]. However, the estimation accuracy
is not sufficient for the radiometric compensation.
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A promising solution for this technical issue is a coaxial
procam system in which the projector and camera share the
same optical axis [18], [19], [20]. In this way, the coaxial
system is implemented by placing the projector and the
camera behind different sides of a half mirror. The pixel
correspondences between the coaxial devices do not change
during the movement of the target surface; thus, the projec-
tion of the structured light patterns is required only once
in offline calibration. However, when the zoom or focus
setting of the camera or the projector lens is changed, the
calibrated pixel correspondences are no longer valid, and
additional calibration is required. In addition, the field of
view (FOV) of the coaxial setup is limited by the half mirror,
as shown in Fig. 1(a). This technical limitation prevents
the use of a wide-angle lens, such as a fisheye lens, in a
procam system, although researchers have recently explored
convincing applications of wide-angle projection mapping,
such as displaying 360 VR videos [21], [22], [23], [24], [25].
Therefore, this limitation potentially narrows the range of
application fields.

In this paper, we propose a monocular procam system
in which the projector and the camera share the same ob-
jective lens, as shown in Fig. 1(b). As the primary technical
contribution, we propose applying relay optics to optically
transfer the image panels of the camera and the projector at
the focal point of the objective lens, such that the transferred
image panels are overlaid with each other. The overlaid
pixels have both sensing and displaying capabilities; thus,
we call them bilateral pixels. The pixel correspondences be-
tween the camera and the projector do not depend on the
state of the objective lens; that is, they do not change even
when the zoom or focus setting of the lens is changed. In
addition, a lens of any focal length, including a fisheye lens,
can be used as the objective. We develop design guidelines
for the monocular procam system, including solutions for
unique technical issues, such as the crosstalk between the
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Fig. 1. Schematic diagram of procam systems: (a) a conventional coaxial
procam system cannot support a wide-angle lens, such as a fisheye
lens, because part of the FOV of such devices cannot be covered by the
half mirror, while (b) the wide-angle lens can be used in the proposed
monocular procam system applying relay optics that virtually transfer
the camera’s sensor panel and the projector’s display panel to the focal
point of the objective lens, which form bilateral pixels.

camera and the projector pixels. Furthermore, the proposed
optical framework is designed to support modular archi-
tecture, by which we can combine additional imaging and
displaying devices with our procam system via relay optics.
This modularity enables the extension of the projection
performance beyond the technical limitation of projector
hardware. Specifically, we realize a high dynamic range
(HDR) procam system in this research. This paper describes
the detailed design of the monocular procam system, and
demonstrates its feasibility in dynamic projection mapping
with various lens settings (zooming and focusing) through
experiments using prototypes.

A simpler implementation of the bilateral pixels has
been done just by placing a half mirror between the ob-
jective lens and the image panels of the projector and the
camera [26]. However, the size of the sensor panel of the
camera is generally not the same as that of the projector.
When the sensor panel is smaller, a part of the projector’s
FOV cannot be measured. In addition, when the backfocus
of the objective lens is shorter than the optical path of
the half mirror, captured and projected images inevitably
become blurred. In contrast, our relay optics-based system
that optically transfers the image panels can resize the
transferred panels and place them exactly at the focal point
of the objective lens, regardless of its backfocus. However,
our system suffers from a severe vignetting problem because
of its limited aperture [27].

2 RELATED WORK

Researchers have developed coaxial procam systems for the
accurate alignment of projected images onto moving sur-
faces. A simple but rather novel application is to visualize
pixel-wise invisible information, such as temperature [28]
and the normal [12] of the surface using projected imagery,
where an unconventional camera (e.g., thermography) is
used as the coaxial camera. In more general applications, the
pose of the target surface is required to render a projection
texture as if the projected texture attaches to the moving
surface. The coaxial procam systems estimate the pose by

analyzing a captured image and geometrically register the
projector to the surface [11], [13], [20]. Near infrared cameras
are usually applied to avoid the interference of a projected
image with a captured image. Another important role of
the coaxial camera is to obtain the reflectance property of
a target surface in each frame. Because the pixel correspon-
dences between the camera and the projector do not change
during the movement of a projection surface, the coaxial
setup allows pixel-wise color correction through which a
target’s appearance can be reproduced on a textured mov-
ing surface [18], [19], [29]. Recent advances in calibration
techniques have made the coaxial procam system more
accessible for non-expert researchers and developers [30],
[31].

As discussed in Sect. 1, the coaxial setup cannot support
(1) a situation whereby the lens settings (zoom and focus)
are changed online and (2) wide-angle projection mapping.
These restrictions can be solved using a procam system
in which the projector shares the same objective lens with
the camera. In this paper, we propose optically transferring
the image panels using relay optics to realize a monocular
procam system. Researchers have previously applied relay
optics in a coaxial procam system to quickly redirect projec-
tor and camera FOVs using a tiny galvo mirror system [14];
however, the projector and the camera did not share an
objective lens, and thus, this system could not address the
first restriction. To the best of our knowledge, our research
is the first to introduce relay optics to realize a monocular
procam system that addresses both the first and the second
restrictions.

Relay optics have also been utilized to overcome techni-
cal limitations of projector hardware. For instance, previous
works have shown that the double modulation of light
can extend dynamic range [32] and spatiotemporal resolu-
tions [33]. Double modulation was realized by cascading
two spatial light modulators (SLMs), such as a liquid crystal
on silicon (LCoS) panel using relay optics in the optical
path of a projector. Such a high performance projector based
on the double modulation principle would be highly com-
patible with our monocular procam system because both
apply relay optics. We realize a modular architecture using
relay optics. To demonstrate the high expandability of the
modular architecture, we integrate an HDR projector into
the monocular procam system.

3 METHOD

3.1 Monocular procam system using relay optics

Relay optics consisting of two convex lenses optically trans-
fer an object to another location. Suppose that the object
is placed in front of the first lens such that the distance
between the object and the first lens is its focal length f1,
rays emitted from the object are collimated by the lens.
The collimated beam passes through the second lens and
converges on a spot behind the lens at its focal point.
Consequently, a real image of the object is formed at the
focal point. The size of the real image relative to the original
object is f2

f1
, where f2 is the focal length of the second lens.

Therefore, we can control the size of a relayed object by
adjusting the focal lengths of the lenses. The relay optics
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can transfer not only a physical object but also a real image
at the focal point of the first lens.

In our system, an objective lens is placed in front of a half
mirror, while two sets of relay optics are installed behind
different sides of the half mirror (Fig. 1(b)). On the projector
side, rays emitted from the projector’s display panel pass
through the first relay optics, reflect at the half mirror, and
converge at the focal point of the objective lens, where a
real image of the display panel is consequently formed. The
objective lens then projects this to a projection surface in a
scene. On the camera side, the objective lens forms the real
image of the surface by concentrating the rays reflected from
the surface at the focal point. The real image then passes
through the half mirror and the second relay optics and
finally converges at the camera’s sensor panel. In principle,
the sensor panel and the display panel can be swapped.

An important property of the monocular procam system
is that the pixel correspondences between the coordinate
systems of the camera and the projector are consistent even
when the focusing and zooming settings of the objective
lens are changed. We use a homography transformation
that has been widely used in conventional procam systems
to map a camera pixel to a projector pixel [20], [28], [30].
For the calibration of the homography transformation, we
obtain the pixel correspondences by projecting gray code
patterns onto a physical surface and capturing them using
the proposed procam system. The correspondences are then
used to estimate the parameters of the homography matrix.
This calibration process needs to be performed only once in
advance.

3.2 Crosstalk reduction
The capturing component of our monocular procam suffers
from crosstalk. Part of the rays emitted from the projector’s
display panel specularly reflect at the back surface of the
objective lens, travel back toward the half mirror, and reach
the camera’s sensor panel. The stray light significantly de-
creases the contrast of a captured image. When the procam
system is used to visually cancel the texture of a surface (i.e.,
radiometric compensation), the surface appearance must be
captured in full color, and thus the crosstalk needs to be
reduced. We apply the following two optical solutions to
alleviate the crosstalk. First, we use polarization to cut off
the stray light. We place a linear polarizer in front of the
display panel and apply a polarizing beam splitter (PBS)
as our half mirror. This optical setup prevents the stray light
from passing through the PBS while allowing incoming rays
from the scene to reach the sensor panel. Second, we slightly
shift and tilt the objective lens to redirect the stray light
toward a blank space rather than the PBS. The amount of
shift and tilt required for reducing the crosstalk is dependent
on the shape of the back surface of the objective lens.
Because the lens shape information is not always available,
especially for a compound lens, we manually searched for
the optimal amount of shift and tilt by which the crosstalk
would be the most significantly reduced.

When it is not required to capture the surface appearance
in full color, we can adopt another strategy. LEDs and lasers
have recently been used as the light sources of projectors,
instead of conventional lamps. These light sources have nar-
row spectral band properties and thus do not emit infrared

RelayBilateral pixel
(real image)

Objective LC panel

Target

Sensor
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Display
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Fig. 2. Schematic diagram of a monocular procam system with HDR
projection capability.

(IR) light. Thus, we install an optical filter that passes IR
light while cutting visible light in front of the sensor panel
to prevent the stray light from being incident on the sensor
panel. Although this setup does not allow us to perform
a radiometric compensation, it can geometrically correct a
projected image onto a moving target. Specifically, once we
attach fiducial markers on the target, we can estimate the
geometrical relationship between the procam system and
the target by analyzing the captured markers.

3.3 Extension of projector performance

As discussed in Sect. 2, our modular architecture using the
relay optics enables cascading multiple SLMs to enhance
the projector’s performance. Specifically, we realize HDR
projection by spatially modulating the light twice with two
different SLMs (Fig. 2). The double modulation boosts the
contrast of a projection system in a multiplicative man-
ner [32]. Although the first SLM cannot completely block the
light even when a pixel value of zero (i.e., black) is inputted,
the second SLM can further block the leaked light, which
realizes the contrast boosting. Suppose that the contrast ratio
of the first SLM is c1 : 1 and that of the second SLM is c2 : 1,
then that of the double modulation system becomes c1c2 : 1.

Between the half mirror and the projector’s display
panel, we insert a grayscale liquid crystal (LC) panel that
spatially modulates the transparency. A projection image on
the display panel is transferred to the LC panel using relay
optics where the contrast is boosted. Rays emitted from the
LC panel converge at the focal point of the objective lens
using different relay optics. An original HDR image is split
into the display panel and the LC panel as follows. First,
we decompose the original color O into its luminance L and
chrominance C components. Without the loss of generality,
we suppose that both SLMs spatially modulate light with 8-
bit tonal resolution. Then we assign the transparency value
on the LC panel as

√
L. The displayed RGB color on the

display panel is computed from the luminance
√
L and the

chrominance C .

4 EXPERIMENT

4.1 Crosstalk reduction

We validated the effectiveness of the applied crosstalk re-
duction strategy using a prototype (Fig. 3(a)). The prototype
was implemented using the sensor panel of an industrial
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Fig. 3. Evaluation of the crosstalk reduction technique: (a) the prototype
system, and (b) captured results of a screen on which a mandrill image
was projected in different crosstalk reduction conditions. The metric
indicated in each sub-figure represents the contrast ratio (CR).

camera (Ximea MQ013CG-ON, resolution: 1264×1016 pix-
els, panel size: 0.31 inch) and a digital light processing (DLP)
projector (Ricoh PJ WXC1110, resolution 1280×800 pixels,
panel size: 0.45 inch). We disassembled the projector and
removed the built-in objective lens. These two devices were
placed behind the different sides of a PBS (Thorlabs CCM1-
PBS251/M). In front of the PBS, we placed a zoom lens (focal
length: 24–29 mm) that was removed from a projector (Ep-
son EMP-1710) as the objective lens of the monocular pro-
cam system. Because the size of the camera’s sensor panel
was smaller than that of the projector’s display panel, we
reduced the size of the real image formed by the objective
lens. Specifically, the relay optics for the camera consisted of
lenses of focal length 50 mm (Thorlabs AC254-050-A) and
100 mm (Thorlabs AC254-100-A) to reduce the real image
to half its original size. Besides, the focal lengths of the
lenses in the relay optics for the projector were both 100
mm (Thorlabs AC254-100-A) to transfer the display panel
at equal magnification. A polarizer (Thorlabs LPVISE100-A-
ϕ1) was inserted between the projector’s display panel and
its relay optics. We shifted the objective lens by about 4 mm
and tilted it by about 3 degrees in the prototype.

Figure 3(b) shows captured images of a projected result
of a mandrill texture on a flat, uniformly white screen with
and without the crosstalk reduction methods, which are

adding a polarizer and shifting and tilting the objective
lens. We computed the contrast ratio of each result by
dividing the maximum luminance value by the minimum
value. As shown in the figure, crosstalk was significantly
reduced using both methods. Comparing the image quality
improvements using the two methods, we found that shift-
ing and tilting the objective lens was more effective, and the
improvement using the other method was also unignorable.
Therefore, we confirmed that both methods are essential for
reducing crosstalk.

4.2 Spatial accuracy of projection mapping in different
focus and zoom settings
In the proposed system, the pixel correspondences between
the camera’s sensor panel and the projector’s display panel
are invariant to the objective lens condition (i.e., focus and
zoom). Thus, the correspondences need to be obtained only
once in advance via homography, as described in Sect. 3.1.
Using the same prototype built in Sect. 4.1, we validated the
spatial accuracy of projection mapping across different lens
conditions with fixed pixel correspondences.

We prepared three focus conditions by placing a target
surface at different locations (400, 600, and 800 mm away
from the objective lens) and adjusting the focus ring of
the objective for each location such that the target was
in focus. We labelled the three focus conditions near (400
mm), middle (600 mm), and far (800 mm). The zoom setting
of the objective was fixed at a focal length of 24 mm. In
addition, we prepared three zoom conditions by manually
adjusting the focal length of the objective lens at 24 mm,
26.5 mm, and 29 mm while fixing the target surface at
600 mm away from the objective. We labelled the three
zoom conditions wide (24 mm), neutral (26.5 mm), and tele
(29 mm). In all the zoom conditions, the focus ring was
adjusted such that the target surface placed 800 mm away
from the lens was in focus. In summary, there were five
experimental conditions of the focus/zoom combinations in
total: near/wide, middle/wide, far/wide, far/neutral, and
far/tele.

The target surface was an A4-format flat screen on which
a grid pattern and AR marker were printed. Once the
procam system captured the target surface, we estimated
its pose relative to the system by analyzing the captured
AR marker. The pose information was then used to estimate
the 2D positions of the grid intersections in the coordinate
system of the camera’s sensor panel. Hereinafter, the esti-
mated points are referred to as camera points. The intrinsic
parameters required for the AR marker’s pose estimation
were calibrated in advance using Zhang’s method [34]. The
estimated camera points were finally transformed to the co-
ordinate system of the projector’s display panel. Hereinafter,
the estimated points are referred to as projector points. We
projected green circles on the projector points.

Figure 4 shows images captured by the procam system in
the five conditions, where the red dots have been digitally
overlaid at the camera points for reference. We manually
fitted a circle to each of the projected blobs and computed
their centers to obtain the positions of the projector points
in the sensor plane coordinate system. We then computed
the distances between the grid intersections and the cor-
responding projector points. Figure 4 shows the averages
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Fig. 4. Spatial accuracy evaluation: (a)–(e) captured images of the green
circles projected onto the estimated grid intersection positions. The red
dots are overlaid onto the estimated intersections in the camera image
for reference. The graph on the bottom-right shows the box plot of the
errors. Each small caption (e.g., near/wide) indicates the focus condition
(near) and the zoom condition (wide), respectively.

and standard deviations of the distances across the five
conditions. We confirmed that the spatial accuracy of pro-
jection mapping was not significantly affected by the lens
condition. Therefore, this result indicated that our system
is suitable in a dynamic projection mapping application for
which the focus and zoom of the objective lens are adjusted
online. We demonstrate this in Sect. 4.3.

In the current system, we calibrated the intrinsic param-
eters for each zoom condition. Although this approach is
not practical, we expect to use an online updating method
for the intrinsic parameters [35] in actual applications.

4.3 Dynamic projection mapping with a varifocal wide-
angle lens

Coaxial procam systems cannot support (1) changes in the
zoom and focus settings of the projector’s lens and (2) wide-
angle projection mapping, as discussed in Sect. 2. In this
section, we demonstrate that our monocular procam system
can support these situations.

In this experiment, we built another prototype (Fig. 5(a)),
in which a wide-angle lens (Canon EF8-15mm F4L Fisheye
USM) was applied as the objective of the system. We used
the same devices of the camera sensor panel, the projector
display panel, and the PBS as the ones used in Sect. 4.1.
Considering that the objective lens was originally designed
for a full-frame digital monocular reflex (DSLR) camera,
we determined the focal lengths of the lenses in the relay
optics. Specifically, the relay optics for the camera consisted
of lenses of focal length 30 mm (Thorlabs AC254-030-A) and
150 mm (Thorlabs AC254-150-A) to reduce the real image
formed by the objective lens to one-fifth its original size
at the sensor panel. The focal lengths of the lenses in the
relay optics for the projector were 100 mm (Thorlabs AC254-
100-A) and 200 mm (Thorlabs AC254-200-A) to transfer
the display panel 2.0 times larger at the focal point of the
objective lens. The measured horizontal and vertical FOVs
of the camera were 120 and 100 degrees, respectively. Those
of the projector were 94 and 66 degrees, respectively.

500 mm

1000 mm

Time sequence

(a)

(b)

500 mm

1000 mm

1000 mm

150 mm

150 mm

150 mm

IR pass filter

Objective lens
PBS

Display panel

Sensor
panel

Fig. 5. Experimental results of the dynamic projection mapping: (a) the
prototype system applying a wide-angle lens as its objective lens, and
(b) the sequence of projected results of the dynamic projection mapping,
as recorded by an external camcorder. In (b), the number on the top-
right of each sub-image indicates the distance between the objective
lens and the projection surface, and the white dashed lines are overlaid
to indicate the movement of the surface.

This system was used only for geometric registration and
did not need to capture a full color image; thus, we applied
the second crosstalk reduction strategy and inserted an IR
pass and visible light cut filter in front of the sensor panel.
The projection target was an A4-format flat surface, and four
AR markers were printed on its corners. Analyzing captured
AR markers, the system projected a mandrill texture onto
the center area of the surface.

Figure 5(b) shows the captured sequence of the projected
results on the target being manually moved back and forth
with respect to the procam system. We recorded the se-
quence using an external camcorder. First, we placed the
target 500 mm away from the procam system and adjusted
its objective lens such that all the markers were within the
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Fig. 6. Experimental results of radiometric compensation. The metric
indicated in each sub-figure represents PSNR. A higher PSNR indicates
that the projected result is closer to the target appearance.

FOV and appeared focused. When we moved the target in
the frontal plane with respect to the procam system, the pro-
jected texture successfully followed the surface movement.
Next, we moved the target farther to a place that was 1000
mm away from the system. Then, the projected texture failed
to follow the target because the markers became too small
and blurred. After we adjusted the lens settings, the texture
started to follow the target again. Last, we moved the target
closer to the system (150 mm). Then, the projected texture
failed again to follow the target, because the target became
too large and blurred. After we adjusted the lens settings,
the texture started to follow the target again. Throughout
the experiment, we used the same pixel correspondences
between the sensor and display panels, which had been
obtained in advance. From this experiment, we confirmed
that our monocular procam system can overcome the limi-
tations of conventional procam systems; that is, it supports
a dynamic projection mapping application in which a wide-
angle lens is applied and/or zooming and focusing settings
are dynamically adjusted.

4.4 Radiometric compensation

Radiometric compensation, which visually conceals the tex-
ture of a target surface, is an essential technology to con-
trol its appearance in projection mapping [1]. Using the
experimental setup introduced in Sect. 4.1, we experimen-
tally evaluated if a conventional radiometric compensation
technique [36] would work in the proposed procam sys-
tem. Specifically, our system projected twenty-seven color
patterns onto a target surface and captured the projected
results. Analyzing the captured appearances, we obtained
the reflectance property of the surface per pixel. Then, we
computed a compensation image by dividing a target color
by the reflectance at each pixel.

As shown in Fig. 6, we used flat papers as the projection
surfaces, on which different color patterns were printed.
Two target appearances were prepared for each of the
surfaces; thus, there were four different combinations of
the surface and the target appearance. The figure shows
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Fig. 7. Experimental results of the HDR projection: (a) the prototype
system, and (b) the comparison of the projected results between the
proposed HDR projection system and a normal projection system.

the projected results with and without the compensation
technique across all four combinations. We computed the
peak signal-to-noise ratio (PSNR) value by comparing each
projected result with the corresponding target appearance.
We confirmed that the surface textures were significantly
concealed by the compensation. The compensation would
have failed if the crosstalk had remained in the system.
Therefore, this result indicated that our crosstalk reduction
methods were sufficiently effective to perform radiometric
compensation. Besides, we could also see artifacts around
the edge regions of the surface texture. We discuss a solution
for this technical limitation in Sect. 5.

4.5 HDR projection
To show the high expandability of our modular architec-
ture based on relay optics, we realized HDR projection by
extending the prototype built in Sect. 4.1. As described in
Sect. 3.3, we inserted a grayscale LC panel and different
relay optics between the PBS and the relay optics of the
display panel by which the double modulation of light was
achieved (Fig. 7(a)). The inserted relay optics were of equal
magnification using two convex lenses of focal length 80
mm (Thorlabs AC254-80-A). Because the LC panel passes
polarized light, we removed the polarizer that was inserted
in front of the display panel. In a preliminary experiment,
we found that this led to a small amount of stray light on the
sensor panel; thus, we attached the polarizer in front of the
sensor panel, which prevented the stray light and improved
the capturing quality.

We compared the peak luminance and the contrast of the
HDR projection system with those of a normal projection
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system, which was the original prototype in Sect. 4.1. First,
we measured the peak luminance of the HDR projection
system. We sent the uniform white images to both the
display panel and the LC panel, and projected the light onto
a white screen. The luminance of the projected result was
measured using a spectroradiometer (Topcon SR-LEDW).
Then we sent the uniform black images to the devices
and measured the luimnance of the projected result. This
measurement was the lowest luminance of the HDR pro-
jection system. The contrast was computed by dividing the
peak luminance by the lowest one. As a result, the peak
luminance and the contrast of the HDR projection system
were 900 cd/m2 and 58000:1, respectively. We measured
those values of the original prototype, which were 5200
cd/m2 and 1100:1, respectively. Therefore, we confirmed
that our HDR projection system can boost the contrast to
be more than 50 times greater than the normal projection
system, while it reduced the peak luminance by one-fifth.

Figure 7(b) shows the projected results with and without
the spatial light modulation by the LC panel. In the former
condition, the spatial pattern of the transparency on the
LC panel was computed using the algorithm described in
Sect. 3.3. In the latter condition, we inputted a uniform white
image to the LC panel. The results were captured by the
camera sensor of the procam system with different exposure
times. From the captured results, we confirmed the contrast
of the projected image to be significantly boosted by the
second spatial light modulation at the LC panel.

5 DISCUSSION

This paper presents a monocular procam framework by
applying relay optics and experimentally validated its per-
formance. As the primary achievement, the experiments in
Sect. 4.2 and 4.3 showed that the geometric transformation
between the sensor panel and the display panel were not
significantly affected by the lens conditions (i.e., zoom and
focus). To the best of our knowledge, this is the first time
projection mapping has successfully aligned a projected
image with a moving physical surface even when the zoom
and focus settings of the objective lens were dynamically
adjusted. In actual applications, dynamic zooming and refo-
cusing are achieved by electrically controlling the objective
lens, such as a professional camera lens (e.g., Canon EF
lens) [37], [38] or a multipurpose focus tunable lens [39].

Our system shares the same limitations with conven-
tional coaxial procam systems. The first limitation is its
larger form factor than a normal projector device. As the
second limitation, the beam splitter blocks half of the pro-
jected light, as does the polarization filter. However, the
polarization filter did not affect the brightness of the final
projected result in our setup. Since our beam splitter was
a PBS, the incident light was totally reflected or passed
because the polar directions of the PBS and the incident light
were set to be identical.

Our crosstalk alleviation technique successfully reduced
the stray light and, consequently, significantly increased the
contrast of the captured image (Sect. 4.1). Although the
shift and tilt of the objective lens had more effect than
the polarization method, they generally caused a tilt of
the plane of focus, based on the Scheimpflug principle. An

interesting future extension would be to integrate an active
lens actuation mechanism into the objective to realize an
optimal shift and tilt for each application while avoiding
critical contrast degradation by the stray light.

Radiometric compensation successfully worked in the
proposed system (Sect. 4.4), although it was not perfect.
The surface textures were visually concealed in most of the
surface areas, but we found visible artifacts around their
edges. We consider two reasons for the artifacts. First, the
geometric transformation model (i.e., homography) that we
used to align the sensor and display panels was not suf-
ficiently accurate. Specifically, there might have been non-
linear misalignment due to lens distortion in the relay op-
tics, which could not be corrected by the homography trans-
formation. We consider that this problem can be solved by
applying a non-linear distortion correction technique, such
as one used in a popular camera calibration method [34].
Second, the size of a projected pixel was not small enough to
compensate for the edge of the texture. A simple solution is
to increase the spatial resolution of the display panel, which
would, however, incur additional cost. Another solution
that would not involve additional cost is applying an edge-
aware radiometric compensation technique [40], by which
we can alleviate the artifacts without increasing the spatial
resolution of the display panel.

We showed that our modular architecture based on relay
optics could support the extension of projector performance
beyond the capability of projector hardware and, in partic-
ular, the HDR projection. The modular architecture would
allow us to build other types of high performance projection
systems, such as multi-band projection, by combining more
than two display panels with slightly different spectral
properties [41]. However, adding optical components also
leads to additional aberrations and reduction of peak lu-
minance. Based on our calculations, even in our simplest
prototype (Sect. 4.1, Fig. 3), the peak luminance was reduced
to 7.9% of that of the original projector. In addition, the relay
optics introduced vignetting in which the luminance of the
corner pixel became 90.3% of that of the center pixel. In
our HDR projection setup, significant luminance reduction
occurred at the LC panel. A solution for this particular
issue is to apply a light steering technique where the first
modulator reallocates the light energy of the light source
rather than blocking it [32]. In general, careful system design
is required to balance performance and image quality.

6 CONCLUSION

This paper presents a novel procam framework, namely
a monocular procam system in which the projector and
camera share the same objective lens and, consequently, the
pixel correspondences between the camera and projector do
not change even when the zoom and focus of the lens are
changed. We realized this by applying relay optics through
which the camera’s sensor panel and the projector’s display
panel were optically transferred to the focal point of the
objective lens where these transferred panels overlapped.
Through an experiment using a prototype, we demonstrated
that the proposed system maintained alignment of a pro-
jected image onto a moving surface while the lens settings

This article has been accepted for publication in IEEE Transactions on Visualization and Computer Graphics. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TVCG.2022.3217266

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 8

were dynamically changed. We also showed that radiomet-
ric compensation worked on our prototype, and that the
proposed framework could support extending the dynamic
range of the projector.

As mentioned in Sect. 5, an interesting future work
would be to apply functional optics, such as an electrically
focus tunable lens (ETL), to our system to solve the current
technical limitation in the crosstalk reduction methods. The
ETL also has potential to extend the depth of field of the
procam system by applying the focal sweep technique [42].
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