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Abstract—Creating a vivid video from the event or scenario
in our imagination is a truly fascinating experience. Recent ad-
vancements in text-to-video synthesis have unveiled the potential
to achieve this with prompts only. While text is convenient in
conveying the overall scene context, it may be insufficient to control
precisely. In this paper, we explore customized video generation
by utilizing text as context description and motion structure (e.g.,
frame-wise depth) as concrete guidance. Our method, dubbed
Make-Your-Video, involves joint-conditional video generation us-
ing a Latent Diffusion Model that is pre-trained for still image
synthesis and then promoted for video generation with the intro-
duction of temporal modules. This two-stage learning scheme not
only reduces the computing resources required, but also improves
the performance by transferring the rich concepts available in
image datasets solely into video generation. Moreover, we use a
simple yet effective causal attention mask strategy to enable longer
video synthesis, which mitigates the potential quality degrada-
tion effectively. Experimental results show the superiority of our
method over existing baselines, particularly in terms of temporal
coherence and fidelity to users’ guidance. In addition, our model
enables several intriguing applications that demonstrate potential
for practical usage.

Index Terms—Content synthesis, diffusion models, temporal
coherence, text-to-video generation.

I. INTRODUCTION

A S a widely embraced digital medium, videos are highly
regarded for their ability to deliver vibrant and immersive

visual experiences. Capturing real-world events in video has
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become effortless with the widespread availability of smart-
phones and digital cameras. However, when it comes to creating
a video to express the idea aesthetically, the process becomes
considerably more challenging and costly, which usually re-
quires professional expertise in computer graphics, modeling,
and animation production. Fortunately, recent advancements in
text-to-video [1], [2] shed light on the possibility of simplifying
this process as textual prompts alone. Although text is recog-
nized as a standard and versatile description tool, we argue that
it excels primarily in conveying abstract global context, while it
may be less effective in providing precise and detailed control.
This motivates us to explore customized video generation by
utilizing text as context description and motion structure as
concrete guidance.

Specifically, we choose frame-wise depth maps to represent
the motion structure, as they are 3D-aware 2D data that align
effectively with the task of video generation. In our approach,
the structural guidance can be quite rough, so as to allow
non-professionals to easily prepare it. This design offers the
flexibility for the generative model to produce plausible content
without depending on intricately crafted input. For instance, a
scene setup using office common items can be used to guide the
generation of a photorealistic outdoor landscape (Fig. 1 (top)).
With 3D modeling software that supports depth map exportation,
the physical objects can be replaced with simple geometric
elements or any accessible 3D assets (Fig. 1 (middle)). Naturally,
another alternative is to make use of the estimated depth from
existing videos (Fig. 1 (bottom)). So, the combination of textual
and structural guidance provides users with both flexibility and
controllability to customize their videos.

To achieve this, we formulate the conditional video generation
using a Latent Diffusion Model (LDM) [3] that adopts a diffusion
model in a compressed lower-dimensional latent space. Training
an open-world video generation model with text conditions
presents two primary challenges: the necessity for considerable
computational resources, which may be hard to accommodate,
and the demand for text-video data encompassing a wealth
of concepts. To tackle these, we propose separating the
training of spatial modules (for image synthesis) and temporal
modules (for temporal coherence). This design offers two
benefits: (i) training the model components separately eases
the computational resource requirements, which is especially
crucial for resource-intensive tasks; (ii) as image datasets
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Fig. 1. Given the text descriptions and motion structure as guidance, our model can generate temporally coherent videos adhering to the guidance intentions.
By building structural guidance from distinct sources, we show the video generation results in different applications, including (top) real-life scene setup to video,
(middle) dynamic 3D scene modeling to video, and (bottom) video re-rendering.

encompass a much enriched variety of concepts than the existing
video datasets, hence, pre-training the model for image synthesis
helps to inherit the diverse visual concepts and transfers them to
video generation. The main challenges lie in preserving the rich
knowledge in the pre-trained image model and adapting it to
achieve temporal coherence for video generation. Specifically,
using a pre-trained image LDM, we maintain them as the frozen
spatial blocks and introduce the temporal blocks dedicated to
learning inter-frame coherence over the video dataset. Notably,
we combine the temporal convolutions with the additional
spatial convolutions, which improves the temporal stability by
increasing the adaptability to the pre-trained modules. We also
adopt a simple yet effective causal attention mask strategy to
enable longer (i.e., 4× the training length) video synthesis and
it mitigates the potential quality degradation significantly.

Both qualitative and quantitative evaluations evidence the
superiority of our proposed method over existing baselines,
particularly in terms of temporal coherence and fidelity to users’
guidance. Ablation studies confirm the effectiveness of our
proposed designs, which play a crucial role in the performance
of our method. Additionally, we showcased several intriguing
applications facilitated by our approach, and the results indicate
the potential for practical scenarios.

Our contributions are summarized as below:
� We present an effective approach for customized video

generation by introducing textual and structural guidance.
Our method achieves top performance in controllable text-
to-video generation both quantitatively and qualitatively.

� We propose a mechanism to leverage pre-trained image
LDMs for video generation, which inherits the rich visual
concepts while achieving a decent temporal coherence.

� We introduce a temporal masking mechanism to allow
longer video synthesis while alleviating the quality degra-
dation.

II. RELATED WORK

A. Diffusion Models for Text-to-Image Generation

Diffusion models [4], [5] (DMs) have recently shown un-
precedented generative semantic and compositional power, at-
tracting attention from both academia and industry. By absorb-
ing the text embedding (e.g., from CLIP [6]), they have been
successfully adopted for text-to-image generation (T2I) [3], [7],
[8], [9]. GLIDE [9] introduces classifier-free guidance [10] to
the text-conditioned image generation DMs, improving image
quality in both photorealism and text-image alignment, which
are further boosted by using CLIP [6] feature space in DALL·E
2. Moreover, a line of works [11], [12], [13] improves the con-
trollability of T2I by introducing additional conditional inputs,
e.g., pose, depth, and normal map. Since DMs generally require
iterative denoising processes through a large U-Net, the training
becomes computationally expensive. To address this, cascaded
(Imagen [8]) and latent diffusion models (LDMs [3]) have been
proposed. Specifically, Imagen adopts cascaded diffusion mod-
els in pixel space to generate high-definition videos, while LDMs
first compress the image data using an autoencoder and learn
the DMs on the resultant latent space to improve efficiency. To
inherit the diverse visual concepts and reduce cost, our method
builds upon LDMs by introducing video awareness through
additional learnable temporal modules and training on text-video
data, while keeping the original weights of LDMs frozen.
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B. Diffusion Models for Text-to-Video Generation

Although there have been significant advancements in T2I,
text-to-video generation (T2V) is still lagging behind due to
the scarcity of large-scale high-quality paired text-video data,
the inherent complexity of modeling temporal consistency, and
resource-intensive training. As a pioneering work, Video Diffu-
sion Model [14] models low-resolution videos with DMs using
a space-time factorized U-Net in pixel space and trains jointly
on image and video data. To generate high-definition videos,
Imagen-Video [1] proposes effective cascaded diffusion models
and v-prediction.

To reduce the training cost, many subsequent studies [2],
[15], [16], [17] transfer T2I knowledge to T2V generation by
initiating from pre-trained T2I models [18] and fine-tuning
the entire model. Differently, T2v-zero [19] is proposed as a
training-free transfer by leveraging pre-trained T2I models with
manual pseudo motion dynamics to generate short videos. How-
ever, the generated videos suffer from low quality and incon-
sistency. Besides adopting the pre-trained T2I, Gen-1 [20] and
FollowYourPose [21] propose to control the structure and motion
dynamics of synthesized videos by depth and pose, respectively.
With the same conditions as us, Gen-1, however, trains the
entire model, which can be both time- and resource-consuming,
potentially leading to a degradation of the inherited rich visual
concepts. Most recently, concurrent works ControlVideo [22]
and VideoComposer [23] propose depth-conditioned T2V meth-
ods built upon a pre-trained T2I model, while they suffer from
severe text-video misalignment issue due to lack of design for
inheriting concepts in image model. As a concurrent work,
Video-LDM [24] shares a similar motivation with ours, i.e.,
extending the image LDMs to video generators by introduc-
ing temporal layers and keeping the original weights frozen.
However, solely using temporal layers may not be sufficient for
adapting LDMs to video generators.

As for longer video synthesis, interpolation [2], [24] and
prediction [24], [25] strategies are commonly adopted in existing
diffusion-based T2V approaches. Unlike prediction, interpola-
tion does not increase the physical time span of synthesized
videos but only makes enhance their smoothness. However,
the current prediction mechanism in video diffusion models
is still limited in the curated domain, e.g., driving [24] and
indoor scene [25]. Our work aims to efficiently and effectively
adapt a pre-trained T2I model to a joint text-structure-guided
video generator, and investigate general diffusion-based video
prediction mechanisms for longer video synthesis.

C. Text-Driven Video Editing

In recent studies, DMs have demonstrated their efficacy in
image editing tasks, as evidenced by several works [26], [27].
However, their application to video editing on individual frames
can result in temporal inconsistency issues. To address this,
Text2LIVE [28] and Lee et al. [29] combine Layered Neural
Atlases [30] and the proposed text-driven image editing method,
allowing texture-based video editing but struggling to reflect
the intended edits accurately. To improve the video quality,
recent diffusion-based video editing methods rely on either

pre-trained large-scale video diffusion models [31], which are
usually inaccessible and hard to reproduce due to the unaf-
fordable training, or the inversion [32], [33], [34] followed
by attention manipulation mechanism [35], [36], [37] using
pre-trained T2I model, rendering tricky prompt engineering or
manual hyper-parameter tuning process. Most recently, a line of
diffusion-model-based works [38], [39] utilizing feature-level
cross-frame correspondence achieves appealing editing results.
Although both our conditional video generator and video editing
methods can edit video content, a notable distinction is their
reliance on the original video (e.g., for inversion purposes or
leveraging RGB clues), whereas our model does not necessitate
the source video as input.

III. METHOD

The goal of this work is to study controllable text-to-video
synthesis so that the generated video could align with the users’
intention faithfully. To achieve this, we propose a conditional
video generation model that takes text prompts and frame-wise
depths as conditional input. The text prompt describes the video
appearance and depth sequence specifies the overall motion
structure.

A. Preliminaries

Diffusion models (DMs): are probabilistic models designed
to learn a target data distribution pdata(x) by gradually de-
noising a normally distributed variable. This denoising process
corresponds to learning the reverse process of a fixed Markov
Chain of length T with denoising score matching [40], [41],
[42]. The most successful models in the image synthesis field
rely on a reweighted variant of the variational lower bound on
pdata(x). These models can be interpreted as an equally weighted
sequence of denoising autoencoders εθ(xt, t), parameterized
with learnable parameters θ; t = 1 . . . T , which are trained to
predict a denoised variant of their input xt, where xt is a noisy
version of the input x ∼ pdata. The denoising objective is

Ex∼pdata,ε∼N (0,I),t

[‖ε− εθ(xt; c, t)‖22
]
, (1)

where c is optional conditioning information (e.g., text prompt),
t denotes a timestep uniformly sampled from {1, . . . , T}, and ε
is the noise tensor used during the diffusion from x0 to xt. The
neural backbone implementation of εθ(◦; c, t) is generally a 2D
U-Net [43] with cross-attention conditioning mechanisms.

Latent diffusion models (LDMs): [3] are proposed to im-
prove the computational and memory efficiency over a learned
compact latent space instead of the original pixel space. It is
realized through perceptual compression with an autoencoder
E and D for efficient and spatially lower-dimensional feature
representations. The autoencoder is defined to reconstruct inputs
x, such that x̂ = D(E(x)) ≈ x. A DM can then be trained
in the compressed latent space and turned into a LDM. The
corresponding objective is similar to (1), except for replacing x
with its latent representaton z = E(x).
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Fig. 2. Flowchart of the proposed method. During training (left), the input video x is first encoded into latent feature z0 with a fixed pre-trained encoder E and
diffused to zt. Meanwhile, the depth sequence will be extracted with the off-the-shelf depth estimator MiDas and concatenated with zt, and the text is encoded
by a frozen CLIP text encoder. Then the model learns to reverse the diffusion process conditioned on the depth and text prompt. As for inference (right), videos
can be generated by recurrently denoising a random tensor sampled from normal distribution, under the guidance of text prompt and frame-wise depth obtained in
multiple ways.

Fig. 3. Concept depiction of the effect of temporal modules εφ. Given a batch
of noises, εφ pushes the SDE trajectories toward target data distributions with
cross-frame coherence. We draw a single trajectory for a batch for conciseness.

B. Adapting LDMs for Conditional T2V Generation

We employ an image LDM to formulate our conditional
video generation task, which involves synthesizing content for
each frame while maintaining their temporal coherence to pro-
duce plausible dynamics. Our key insight is to harness the
power of pre-trained conditional T2I LDMs as a language-
visual generative prior for conditional video synthesis. The
main challenges are two-fold: (i) although the pre-trained im-
age LDM can synthesize high-quality individual frames, it is
not ready for generating temporally consistent video frames;
and (ii) there is a shortage of large-scale text-video datasets
with rich concept coverage and high quality when compared
to image datasets like LAION [44]. To address the first issue,
we promote the original depth-conditioned LDM (CLDM) to
video generators by introducing additional temporal modules.
In principle, these modules push the reverse diffusion process of
a pre-trained image CLDM toward a certain required subspace,
which is conceptually shown in Fig. 3. As for the second one,
we freeze the weights of the pre-trained CLDM to lock the
learned image prior and only fine-tune the temporal modules
over a video dataset. The proposed framework is illustrated in
Fig. 2.

Specifically, during training, the input video x is first en-
coded into the latent feature z0 ∈ RL×C×H ′×W ′

in a frame-wise
manner using pre-trained encoder E , where L is the number of
frames, C is the number of latent channel dimensions, H ′ and
W ′ are the latent spatial size, i.e., height and width, respectively.
To inject structural guidance into denoising, we concatenate
the frame-wise depth s extracted from the input video with an
off-the-shelf depth estimator MiDas DPT-Hybrid [45] with zt
that is diffused from latent feature z0. The textural guidance
is introduced through cross-attention layers in the CLIP text
embedding space.

We implement two temporal modules εφ to equip the pre-
trained image CLDM with the ability to model temporal se-
quences, namely, Spatio-Temporal Residual Block and Tempo-
ral Transformer, shown at the bottom of Fig. 2.

Spatio-Temporal Residual Block (STRB): is an extension of
the original 2D residual block containing spatial layers only. To
make pre-trained image models capable of capturing temporal
priors in videos, prior and concurrent works [2], [16], [24]
typically incorporate only 1D temporal modeling layers (e.g.,
convolution or self-attention). However, these designs may be
sub-optimal: (i) there is a domain gap between the modeled
distribution from text-image dataset and target distribution in
text-video data, as least in content, thus this domain adaptation
could overwhelm light-weight 1D temporal modules; and (ii)
the additional spatial layers could assist the temporal layers in
learning motion dynamics by increasing the adaptability to those
pre-trained spatial modules. Based on these considerations,
we introduce additional learnable spatial convolution, making
pseudo 3D conv, i.e., 2D spatial conv followed by 1D temporal
conv, and the advantages in adapting image model to video
generation model is evidenced in Section IV-C. In practical,
the original image CLDM layers process the video data as a
batch of independent input images by shifting the temporal
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dimension to the batch dimension for frame-wise processing.
While STRB will regard the batched features as video data, and
the corresponding rearranging operations in Fig. 2 are (using
einops [46] notation):

R1 : rearrange(z, (b l) c h w → b c l h w)

R′
1 : rearrange(z, b c l h w → (b l) c h w).

Temporal Transformer (TT): is located behind the original
spatial transformer and is designed to exploit the property of
temporal self-similarity to learn the inherent motion priors in
video data. Concretely, it consists of temporal self-attention
modules with learnable relative positional embeddings [47],
making the network aware of temporal locations of frames, and
a feed-forward layer [48]. TT only applies along the temporal
axis, which is realized by the rearrangement of features (see the
bottom of Fig. 2):

R2 : rearrange(z, (b l) c h w → (b h w) l c)

R′
2 : rearrange(z, (b h w) l c → (b l) c h w).

The STRB and TT are initialized with an identify function,
making the whole video model in the initial state work exactly
the same as the original image model. Then our controllable
T2V framework with denoiser εθ,φ can be trained with a similar
setting to the underlying CLDM. It is worth noting that the
original weights εθ are frozen and only the added temporal
modules εφ are learned via the optimization objective:

argmin
φ

EE(x),ε∼N (0,I),t

[‖ε− εθ,φ(zt; c, s, t)‖22
]
, (2)

where zt indicates the diffused latent z = E(x) with noise
level t.

During inference, as depicted in Fig. 2 (right), the depth s
obtained from multiple sources, e.g., estimated from existing
videos or exported from 3 d scene modeling software, for
structure control and the text prompt c describing the tar-
get appearance serve as conditions for the reverse diffusion
process. This process starts with a randomly sampled noise
zT ∈ RL×C×H ′×W ′

from Gaussian distribution and finally, the
denoised latent z0 is converted into a video in pixel space using
the pre-trained decoder D.

C. Temporal Masking for Longer Video Synthesis

Our conditional video LDM can generate satisfactory videos
with the same number of frames (i.e., 16 frames) as in the training
phase. However, generating longer videos is highly valuable, but
this aspect is under-exposed in video diffusion models. When
using our model to generate longer videos during inference,
we observe significant quality degradation. The possible reason
is that the temporal self-attention is conducted in an N-to-N
manner and the learned parameters are well-fitted to process a
fixed length of tokens. According to this conjecture, longer token
sequences tend to disturb each other because of the confused
attention across frames.

Fig. 4. Illustration of the causal attention mask during training & inference.

To alleviate this problem, we propose introducing a tempo-
ral masking mechanism so that the learned temporal attention
module can better adapt to the cases involved in longer video
synthesis. As shown in Fig. 4, we adopt the causal attention mask
(CAM) strategy to achieve this. The temporal attention Ft of an
input feature zt is calculated via:

Ft = Attention(Qt,Kt,Vt) = softmax

(
QtK

	
t√

d
+M

)
Vt,

(3)
where Qt, Kt, Vt are linearly projected features from zt, d
denotes the head dimension, and M is a lower triangular matrix
(Mi,j = 0 if i > j else −∞) during training. For longer video
synthesis during inference, the mask is modified to ensure the
present token is only affected by itself and the previous LM − 1
tokens, where LM is the maximum temporal receptive field and
set to be the same as the training length (16 frames). With the
help of CAM, the self-attention layers can be aware of different
lengths of tokens, making the causal receptive field adjustable.
It can thus effectively mitigate the quality degradation and
temporal inconsistency problem for longer video synthesis.

Moreover, the CAM is an explicit way to inject video prior
(i.e., motions in the video data are directional) into the adapted
image LDM to learn temporal coherence, which could benefit
even when generating short sequences, as evidenced in Sec-
tion IV-C. Thus we also adopt the causal attention mask in all
experiments. Although be aware that the concept of causality is
widely used in sequence modeling, e.g., video generation [49],
[50], language modeling [51], and speech process [52], with
distinct targets and domains, we adopt it to address the unique
and inherent issue in extending short video diffusion models for
longer video generation.

IV. EXPERIMENTS

A. Implementation Details

Our development is based on depth-conditioned Latent Dif-
fusion Models [3] (a.k.a Stable-Diffusion-Depth) implemented
with PyTorch and the public pre-trained weights. We train the
newly introduced layers with 50 K steps on the learning rate
1 × 10−4 and valid mini-batch size 512 with DeepSpeed [53].
At inference, we use DDIM sampler [33] with classifier-free
guidance [10] in all experiments. More implementation details
are provided in the Supplement.
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TABLE I
QUANTITATIVE COMPARISONS (FVD AND KVD) WITH STATE-OF-THE-ART

CONDITIONAL VIDEO GENERATION METHODS ON UCF-101 FOR THE

ZERO-SHOT SETTING

Dataset: We use the WebVid-10M [54] dataset to turn the
depth-conditioned LDM into a controllable text-to-video gener-
ator. WebVid-10 M consists of 10.7 million video-caption pairs
with a total of 52 K video hours and is diverse and rich in content.
During training, we sample 16 frames with a frame stride of 4
(assuming 30 FPS) and a resolution of 256 x 256 from input
videos.

B. Evaluation on Video Generation

Joint text-structure-conditioned video synthesis is a nascent
area of computer vision and graphics, thus we find a lim-
ited number of publicly available research works to compare
against. The extension version of LVDM [16] and T2V-zero [19]
are general text-to-video methods but capable of generating
videos with additional conditions supported by ControlNet [12]
or Adapter [13], and we denote them as LVDMExt+Depth
Adapter and T2V-zero+Depth CtrlNet, respectively. Meanwhile,
we benchmark against pure text-to-video synthesis methods,
including CogVideo [17], MagicVideo [15], Make-A-Video [2],
and Video LDM [24]. Since there is no structure control for these
approaches, we include them here for reference and to examine
the performance differences concerning structural guidance in
text-to-video synthesis.

To evaluate the performance of video generation, we report the
commonly-used Fréchet Video Distance (FVD) [55] and Kernel
Video Distance (KVD) [55], which evaluate video quality by
measuring the feature-level similarity between synthesized and
real videos based on the Fréchet distance and kernel methods,
respectively. Specifically, they are computed by comparing 2 K
model samples (16 frames) with samples from evaluation [15],
[24] datasets, where we adopt commonly used UCF-101 [56] and
MSR-VTT [57] for benchmarking. For UCF-101, we directly
use UCF class names [24] as text conditioning, while for MSR-
VTT, we randomly select one of the accompanied captions of
each video from the dataset. We evaluate each error metric at
the resolution of 256 × 256 with 16 frames.

We evaluate in the zero-shot setting and tabulate the quan-
titative performance on UCF-101 in Table I. According to the
results, our method significantly outperforms all baselines with
lower FVD and KVD. It is worth noting that although Make-A-
Video with text condition only achieves an FVD value close to

Fig. 5. Visual comparisons of the videos synthesized by different variants of
our approach.

ours, they train on an additional extremely-large-scale dataset
containing 100 M text-video pairs, i.e., HD-VILA-100M [58].
The superiority of our method indicates the effectiveness of the
proposed video generation framework with textual and structural
guidance and the adapting strategy that turns image LDMs into
video generators. The qualitative comparison is provided in the
supplementary video and our project page*, and also made in
the context of several application scenarios, as shown in Figs. 7
and 8.

In addition to FVD and KVD, we measure temporal con-
sistency and prompt conformity on the depth-conditioned text-
to-video methods for performance comparison. Following [20],
temporal consistency is calculated as the average cosine sim-
ilarity between consecutive frame embeddings of CLIP image
encoder, while prompt consistency is calculated as the average
cosine similarity between text and image CLIP embeddings
across all frames. The results on UCF-101 are shown in Table II,
where ‘Temp.’ and ‘Prompt’ indicate temporal coherence and
prompt conformity, respectively. Our proposed method exhibits
a substantial improvement over the previous approaches regard-
ing both temporal coherence and text-video alignment, thanks to
the effective design of temporal modeling modules and inherit-
ing rich text-visual concepts from the pre-trained T2I model. In
contrast, the limited cross-frame attention mechanism in T2V-
zero+CtrlNet results in inferior temporal coherence, and full
U-Net fine-tuning in LVDMExt+Adapter leads to prompt-visual

*https://doubiiu.github.io/projects/Make-Your-Video/

https://doubiiu.github.io/projects/Make-Your-Video/
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Fig. 6. Visual comparisons of longer video synthesis (64 frames) produced
by our baseline variants (w/o CAM) and our method (w/ CAM). Each frame is
selected with a stride of 16.

TABLE II
QUANTITATIVE COMPARISONS (TEMPORAL CONSISTENCY AND PROMPT-VIDEO

CONFORMITY) WITH STATE-OF-THE-ART DEPTH-CONDITIONED

TEXT-TO-VIDEO GENERATION METHODS ON UCF-101 FOR THE ZERO-SHOT

SETTING

TABLE III
QUANTITATIVE COMPARISONS WITH STATE-OF-THE-ART METHODS ON

MSR-VTT FOR THE ZERO-SHOT SETTING

concept-forgetting issue, rendering low prompt-video confor-
mity. In addition to UCF-101, the quantitative comparisons on
MSR-VTT shown in Table III demonstrate consistent superiority
of our model against the existing methods.

TABLE IV
ABLATION STUDY OF ADAPTING STRATEGIES, INCLUDING DIFFERENT

MODULES AND FINE-TUNED PARAMETERS, ON UCF-101 FOR ZERO-SHOT

SETTING

C. Ablation Studies

We study several key designs of our proposed method in
this section, including the adapting strategy and causal attention
mask.

Adapting strategy: To study the effectiveness and superiority
of our adapting strategy, we construct several baselines: (I.):
SD-Depth, the pre-trained image LDM that we build upon,
(II.): adding Temporal Transformer (TT) to baseline (I.) and
fine-tuning this module, (III.): the same architecture as (II.)
but fine-tune the entire model, (IV.): adding both TT and 1D
Temporal Convolutions (TC) to (I.) and fine-tuning these two
modules, and (V.): introducing both TT and Pseudo 3D modules
to (I.) and fine-tuning them, which is our full method. The
quantitative comparison is shown in Table IV. By comparing
baselines (I.), (II.), and (IV.), we can observe the improved
performance in terms of FVD, KVD and temporal coherence by
introducing more temporal modules that increase the temporal
modeling capability. However, the prompt-video conformity
decreases due to the domain shift and concept-forgetting. The
comparison between (V.) and (IV.) highlights the benefits of
incorporating additional spatial layers with TC, which enhances
adaptability between the newly introduced temporal modules
and the fixed spatial modules, rendering better temporal coher-
ence and significantly improved prompt-video adherence. It is
worth noting that although fine-tuning the entire model (III.)
improves the performance quantitatively over its counterpart
(II.), it cause a severe concept forgetting issue, as evidenced
by the decreased prompt-video conformity and visually, the
Fig. 5 where (III.) fails to reflect the ‘anime style’. The figure
can also qualitatively tells the superiority of our full method
in terms of both temporal coherence and adherence to the text
prompt.

Causal attention mask: We further investigate the effective-
ness of causal attention mask (CAM). We construct a baseline
without CAM and train it with the same sequence length as our
full method (16 frames). As shown in Table I (bottom), CAM
can boost the performance of conditional video generation in
a 16-frame setting, owing to the introduced directional video
motion prior.

For longer video synthesis (64 frames), we directly apply the
trained ‘Ours w/o CAM’ as a baseline, and besides, similar to
the proposed solution in concurrent works of extending short
video diffusion models for longer video generation [24], [59],
we construct another baseline by conducting inference using
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Fig. 7. Visual comparison on videos generated in two applications, i.e., real-life scene to video (top) and 3D scene modeling to video (middle and bottom).
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Fig. 8. Visual comparison on examples of video re-rendering application, i.e., “camel” (left) and ‘waterfall’ (right).

TABLE V
ABLATION STUDY OF CAUSAL ATTENTION MASK IN GENERATING LONGER

VIDEOS (64 FRAMES) ON UCF-101 FOR ZERO-SHOT SETTING

‘Ours w/o CAM’ model in a moving window (16 frames) style.
In this manner, the frame length at inference and training can be
maintained. In addition, we construct a baseline ‘Ours w/o Infer.
window’ by removing moving window inference strategy from
our final method. The quantitative evaluation result in Table V
shows that the moving window inference strategy can boost the
performance of ‘Ours w/o CAM’ model by roughly aligning the
training and inference setting. However, two three variants are
inferior compared with our full model in all metrics. Moreover,
removing moving window from our final method (the 3 rd row
in Table V) leads to reduced performance as well.

The qualitative comparison is presented in Fig. 6, wherein our
baseline variant ‘Ours w/o CAM’ without moving window trick
suffers from severe quality degradation and temporal inconsis-
tency due to the mismatched training and inference length. While
adopting the moving window strategy during inference could
mitigate its quality degradation issue, it still fails to generate
coherent frames in the global context due to the lack of causality
among windows (more evident in the supplementary video).
Moreover, ‘Ours’ without moving window suffers from severe
quality degradation in those subsequent frames after the 16th
frame (note that the training video length is 16). In contrast,
our method could produce plausible longer videos with greater
detail and improved cross-frame coherence.

V. APPLICATIONS

A. Video Creation

Our approach allows customized video creation guided by
rough motion structures. So, it is feasible to capture a video
of manually constructed miniature setup and use it as struc-
tural control for text-to-video synthesis. Some examples are
illustrated in Figs. 1 (top) and 7 (top). In comparison to other
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TABLE VI
QUANTITATIVE COMPARISONS FOR VIDEO RE-RENDERING

baseline methods, our approach is capable of generating high-
fidelity, temporally consistent videos that closely adhere to the
target textual descriptions and scene structure. In contrast, T2V-
zero+CtrlNet mainly suffers from inconsistency due to its weak
temporal constraint, and LVDMExt+Adapter tends to cause lower
visual quality that inherits from the base text-to-video model.
One can also construct dynamic scenes with 3D modeling soft-
ware, e.g., Unity, and then export the motion structure (depth) for
customized video generation, as shown in Figs. 1 (middle) and
7 (bottom). For LVDMExt+Adapter, apart from the aforemen-
tioned problems, it also fails to synthesize stylized videos, e.g.,
‘2D cartoon’ and ‘Chinese ink wash’ at the bottom-left corner
of Fig. 7. It is worth noting that our method can achieve both
decent text alignment and cross-frame coherence.

B. Video Re-Rendering

Video re-rendering here means changing the video appear-
ance based on the text prompts while still preserving its mo-
tion structure. In addition to LVDMExt+Depth Adapter and
T2V-zero+Depth CtrlNet, we also compare against the depth-
conditioned image LDM (i.e., SD-Depth) that is used by our
model as spatial modules, and a video editing method, Tune-A-
Video [35] combined with DDIM inversion [33], which requires
per-video optimization and the original RGB video for inversion
operation. Following previous works [20], [28], [35], we use
videos from DAVIS [60] and other in-the-wild videos, from
which 11 representative videos with manually designed text
prompts are utilized for evaluation.

Quantitative evaluation: Table VI shows the results of each
model. Our model outperforms the baseline models in temporal
consistency and except SD-Depth in prompt conformity. Any-
how, as an image synthesis model, SD-Depth fails to synthesize
consistent video frames. Besides, although achieves the second-
best temporal consistency performance, Tune-A-Video suffers
from overfitting to the original video, as evidenced by the results
in Fig. 8.

Qualitative evaluation: We visually compare our method with
other competitors in Fig. 8. In the ‘camel’ case, the videos
produced by our method are temporally coherent and well-
align with the text description, i.e., ‘anime style’. In contrast,
SD-Depth cannot produce consistent video frames; Tune-A-
Video, LVDMExt+Adapter, and T2V-zero+CtrlNet suffer from
low text-video conformity, visual concept forgetting, and struc-
ture deviations respectively. In ‘waterfall’ case, our method
shows similar superiority in the comprehensive quality including
video quality, structure preservation, text-video conformity, and
temporal coherence. Readers are recommended to check our
project page for better comparison.

TABLE VII
USER STUDY STATISTICS OF AVERAGE RANKING↓ AND PREFERENCE RATE↑

TABLE VIII
QUANTITATIVE COMPARISONS WITH CONCURRENT WORKS AND GEN-1 FOR

VIDEO RE-RENDERING

User study: The human perception system is still the most
reliable measure for video generation tasks. We conduct a user
study, where 32 participants with good vision ability complete
the evaluation successfully. For each example, the participants
are first shown with the input video and target prompt, fol-
lowed by five randomly ordered videos re-rendered by different
methods. Then, they are asked to rank the results in terms
of temporal coherence, text & structure guidance conformity,
and frame quality: {1: the best, 2: the second-best, . . ., 5:
the worst}. We analyze the collected evaluation result in two
aspects: (i) average ranking: the average ranking score of each
method according to the rank-score table, and (ii) preference
rate: the percentage of being selected as the best. The statistics
are tabulated in Table VII. Our method earns the best ranking
scores and preference rates in all three aspects.

VI. COMPARISON WITH CONCURRENT WORKS AND GEN-1

We also compare our proposed method with concurrent works
on video re-rendering, which are two depth-conditioned text-
to-video generation approaches (i.e., ControlVideo [22] and
VideoComposer [23]). Additionally, we include Gen-1 [20] as
a comparative method, which is a proprietary commercial web
application with a far-reaching impact on video editing.

The evaluation setting is the same as the one described in Sec-
tion V-B, and the comparison result is presented in Table VIII.
Our method is on par with VideoComposer in temporal consis-
tency, while being inferior to ControlVideo and Gen-1 in quanti-
tative evaluations. However, we observe that ControlVideo tends
to generate over-smoothed backgrounds with a severe cross-
frame copy-and-paste effect, leading to a tricky quantitative
temporal consistency performance, which can be seen in Fig. 9
(2nd row). In addition, its temporal inconsistency can be revealed
from the visual results, e.g., the trees in the background of
‘camel’ case and the pattern of the cow head in the ‘cow’ case. In
contrast, our method is capable of producing perceptually more
coherent frames. Gen-1, as a commercial product, can generate
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Fig. 9. Visual comparison with concurrent works and Gen-1 on examples of video re-rendering application, i.e., “camel” (left), “cow” (middle), and “waterfall”
(right).

videos with good frame quality and temporal coherence. How-
ever, we point out that the statistics of online Gen-1 above should
be very different from their arXiv version [20], as we found
its current online version no longer supports 8-frame 256x448
video input (its original paper’s setting) and may contain other
unpublished mechanisms/techniques. We emphasize that Gen-1
utilizes much more computing resources (at least 115 k training
steps with video-batchsize=1152 and image-batchsize=9216
on proprietary datasets in the paper).

Essentially, our method significantly outperforms other ap-
proaches in terms of prompt-video conformity, as shown in
Table VIII and further visually evidenced in Fig. 9, e.g., in
the ‘camel’ case, all other baselines fail to reflect the ‘anime
style’; and in the ‘cow’ case, neither of them can show the
‘robot’ concept, and ControlVideo & Gen-1 even wrongly syn-
thesize monochrome videos due to the misunderstanding of the
word ‘black-and-white’ describing cow pattern. Moreover, our
method exhibits superior structure preservation in the ‘waterfall’
case compared to ControlVideo and VideoComposer. These
advantages of our method demonstrate the success of the pro-
posed adapting strategies in better inheriting the rich concepts
and structure preservation from pre-trained image diffusion
models.

VII. DISCUSSION

A. Diversity of Generated Videos

Our proposed model accommodates two types of control sig-
nals (i.e., text prompts and frame-wise depth maps), which play

different roles during generation. Specifically, the text prompt
describes the video appearance and depth sequence specifies
the overall motion structure. We present the qualitative results
generated by utilizing ‘single motion structure + multiple texts’
in Fig. 10 and ‘single text + multiple motion structures’ in
Fig. 11. These results demonstrate the diversity of the generated
videos.

B. Impact of Depth Maps on Generation

To further explore the impact of input depth maps on synthesis
results, we conduct the following experiments by modifying
the depth maps (Note that zero values in depth maps indicate
infinitely distant regions, and vice versa.):
� all-zero, all-half, all-one: setting all input depth map values

to 0, 0.5, and 1, respectively,
� Gaussian noise, Gaussian blur,
� spatially half-zero, temporally half-zero, temporally

interleave-zero: setting input depth map values to 0 in the
spatially upper-half, temporally latter-half, and temporally
interleaving manner, respectively.

As demonstrated in Fig. 12, all-zero and all-half tend to
produce background concept, i.e., ‘forest’, and struggle to reflect
the ‘tiger’ concept, as ‘forest’ may frequently be associated
with near-zero depth maps during training. In contrast, all-one
results in a whole ‘tiger’ video in an extreme close-up view.
Furthermore, adding Gaussian noise to the depth maps can
significantly impair the model’s performance, as shown in the
3 rd row of Fig. 12, where the model incorrectly associate
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Fig. 10. Visual results generated by our model using a single motion structure (top) and multiple different texts.

Fig. 11. Visual results generated by our model using a single text prompt (top) and multiple different motion structures.

different concepts with the depth maps, i.e., it wrongly produce
trees in the bear motion structure region. Adding Gaussian
blur may introduce artifacts around the object. While setting
spatially upper-half region and temporally latter-half depth
sequences to zero will produce background concepts in the text
prompt like ‘forest’. However, setting depth sequences to zero in
a temporally interleaving manner does not significantly impact
the generated videos while only introducing slight artifacts, as
shown in the last row of Fig. 12. It is worth noting that all these
modified input depth maps are out-of-distribution considering
the distribution mapping during training, while our model still
demonstrates a certain level of robustness.

C. Limitation

Our approach may experience temporal artifacts in the gen-
erated videos when the motion magnitude in the structural

guidance is relatively large. We conjecture that this may be
due to several factors: (i) The depth condition for training
(and inference for the video-rerendering application) is esti-
mated on a frame-by-frame basis and only provides ‘relative’
geometry information within a single frame, without taking
into account the entire video content. This may introduce in-
consistency guidance signals, hindering the model’s ability to
generate temporally consistent frames. The issue is exacer-
bated when motion magnitudes are larger; (ii) The temporal
modeling capacity is limited by small receptive fields, espe-
cially when the inconsistent structural condition is present,
rendering the failure to synthesize visual pleasing results for
such cases. Additional specific limitations, including inability
to synthesize videos featuring a specific individual, requirement
for frame-wise depth guidance, and low-resolution results &
flickering artifacts in high-frequency regions, can be found in the
supplement.
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Fig. 12. Visual results of impact of modifying input depth-maps on the generated videos, i.e., original depth maps, all-zero, all-half, all-one (setting all input
depth map values to 0, 0.5, and 1, respectively), Gaussian noises, Gaussian blur, spatially half-zero, temporally half-zero, and temporally interleave-zero. We show
(modified) depth maps at the top and the corresponding generated videos at the bottom.
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VIII. CONCLUSION

In this study, we presented an efficient approach for cus-
tomized video generation with textual and structural guidance.
By employing a pre-trained image LDM as frozen spatial
modules, our video generator exhibits a significant advantage
in inheriting the wealth of visual concepts while maintaining
temporal coherence. Additionally, we introduced a temporal
masking mechanism to facilitate the synthesis of longer videos.
Quantitative and qualitative comparisons with the state-of-the-
arts demonstrate the superiority of our controllable text-to-video
generation approach.
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