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Abstract—Recent augmented reality (AR) advancements have enabled the development of effective training systems, especially in the

medical, rehabilitation, and industrial fields. However, it is unclear from the literature what the intrinsic value of AR to training is and how

it differs across multiple application fields. In this work, we gathered and reviewed the prototypes and applications geared towards

training the intended user’s knowledge, skills, and abilities. Specifically, from IEEE Xplore plus other digital libraries, we collected 64

research papers present in high-impact publications about augmented reality training systems (ARTS). All 64 papers were then

categorized according to the training method used, and each paper’s evaluations were identified by validity. The summary of the results

shows trends in the training methods and evaluations that incorporate ARTS in each field. The narrative synthesis illustrates the

different implementations of AR for each of the training methods. In addition, examples of the different evaluation types of the current

ARTS are described for each of the aforementioned training methods. We also investigated the different training strategies used by the

prevailing ARTS. The insights gleaned from this review can suggest standards for designing ARTS regarding training strategy, and

recommendations are provided for the implementation and evaluation of future ARTS.

Index Terms—Augmented reality training systems, training method, evaluation, narrative synthesis, systematic review
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1 INTRODUCTION

HUMAN skills are acquired through training. Martin et al.
defined training as, “the development and delivery of

information that people will use after attending it” [1]. As
defined, the acquisition of a skill often involves a personal
or social necessity. This includes the activity to acquire sur-
gical and diagnostic skills by medical students, the activity
to learn how to assemble new products by factory workers,
and rehabilitation by hemiplegic patients to use their upper
limbs. The mechanisms of skill acquisition through training
are closely related to cognitive processes and motor learning
theory [2], [3]. Throughout the vast history of research,
numerous “training methods” based on these theories have
been proposed to effectively acquire skills.

Computer-mediated training uses a computer to aid
human training from multiple perspectives, thereby increas-
ing efficiency and lowering costs, such asminimizing training
time and providing amore individualized training format [4],
[5]. This paper focuses on computer-mediated training that
utilizes augmented reality (AR) technology, which can super-
impose information on the real world. We refer to systems
that provide this type of training as augmented reality

training systems (ARTS). Task support, which helps people
to efficiently perform specific tasks, is one of the most com-
mon applications of AR. However, in the last couple of
decades, it has also been gradually used for training.
Although the use of AR for training has the potential to
bring benefits, it is not straightforward. Many studies have
reported its effectiveness in task support systems in help-
ing people understand and perform certain tasks efficiently
by adding the aid content using AR. The user can “rely” on
the system in that case. AR task support systems are typi-
cally not designed for the user to stop using them in the
future. By contrast, in many training contexts, the training
system should be designed such that the user can perform
the task without the system in the future.

An ideal ARTS should include special techniques and
approaches (i.e., training methods) to achieve this goal. We
adopted Martin et al.’s classification of training methods
and analyzed how each of the existing training methods is
extended by the proposed ARTS [1].

Another important aspect of training is the evaluation.
Measuring the effectiveness of ARTS training can be more
complex than one of the AR task support systems. The rea-
son for this is that it is not possible to directly assess the
training effect from the training itself, and it is necessary to
check the acquisition of the target skill by the trainee after
training. Another reason is that most training requires conti-
nuity. The requirement for continuity not only increases the
cost of the experiment, but it also creates the need to sepa-
rate the skill improvement of the user by the continuous
training from the skill improvement that is brought by the
ARTS. We refer to the evaluation types of Barsom et al. that
are widely used, especially for medical systems and appli-
cations [6]. As described in Section 2.4.2, this is a five-point
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framework for the validity of a system to be guaranteed in
order for it to reach social implementation.

In this paper, we categorize ARTS technologies that are
proposed in various fields (medical, rehabilitation, indus-
trial, etc.) in terms of their training methods [1], their use in
AR are summarized, and their trends and characteristics are
discussed. In addition, five evaluation types [6] are used to
identify trends in the evaluations adopted in the existing
ARTS papers for each application field and training method.
To the best of our knowledge, there is no paper that discusses
ARTS in multiple fields from the viewpoint of the training
method and evaluation type. The trainingmethods and eval-
uation types emphasized in each field potentially differ, but
these have not been sufficiently clarified. Furthermore, the
intrinsic values of AR to training are difficult to ascertain by
focusing on just one specific field; they only become apparent
by looking at the similarities and differences across multiple
fields. Our main objective is to discuss the intrinsic value of
AR in training by enumerating these across disciplines. Our
research questions are as follows:

R1 What are the training methods for implementing
ARTS and how are these methods used in the differ-
ent fields?

R2 What types of evaluations are used to assess the
existing ARTS and how do they contribute to the
validity of each training method?

R3 How is AR utilized for each training strategy?

2 BACKGROUND

2.1 Definition of Training

The definition of training has evolved since the dawn of the
industrial revolution. A literature review conducted by
Somasundaram et al. indicated that one of the earliest defi-
nitions of training was given by Black in 1961: “imparting
job knowledge to employees so that they can carry out
orders smoothly, efficiently, and cooperatively” [7]. As we
approach the 21st century, training according to Goldstein
and Ford is defined as the “systematic acquisition of skills,
rules, concepts, or attitudes that results in improved perfor-
mance in another environment” [8].

It can be observed that such a common word used in
everyday life has a plethora of interpretations. From this,
Somasundaram et al. resolved this ambiguity by analyzing
and synthesizing the available definitions of training and
development, and listed the dependent variables, area of
focus, and core elements of these definitions [9]. Based on
the results from their review paper, Somasundaram et al.
proposed three major categories for elucidating the purpose
of training: develop/gain knowledge, develop/gain skills,
and improve performance.

2.2 Definition of Augmented Reality

Around the 1990s, the term “augmented reality” was coined
by Thomas Caudell and David Mizell as a technology that is
“used to augment the visual field of the user with informa-
tion necessary in the performance of the task” [10]. Thirty
years later, their definition of AR resurfaced as the prevailing
phrase used to characterize the modern computing para-
digm, and it has changed howpeople and theworld interact.

AR can be considered a variant of virtual environments
(VE), otherwise known as virtual reality (VR). VE/VR sys-
tems work by completely immersing the user in a digital
world. In comparison, AR helps the user to see the real world
and it allows virtual objects to be superimposed on or com-
binedwith the real world. In this sense, AR expands the real-
ity instead of replacing it altogether. As a result, the user will
assume that virtual and real objects can coexist in the same
workspace. With this consideration, Azuma established
three defining characteristics of AR systems[11]: (1) they
combine real and virtual objects; (2) they are interactive in
real time; and (3) they are registered in three dimensions.

The definition above by Azuma allows for other systems
other than head-mounted displays (HMDs) to be consid-
ered as AR. The usage of AR technology techniques, such as
computer vision and object recognition, can help the user
interact and digitally manipulate the data surrounding the
real world. With the help of AR, information about the envi-
ronment can be overlaid and augmented in the user’s real-
world view. AR has the capability of improving the percep-
tion and interaction between a user and the real world. This
is because virtual objects show details that the user cannot
perceive directly with their senses. The extra information
the virtual objects convey can help the users perform real-
world tasks [11].

Owing to AR’s multidisciplinary aspect, researchers
from various backgrounds have come to define it a bit dif-
ferently. As Santos et al. pointed out, what is considered to
be AR is debatable depending on the quality of the imple-
mentation. They cite the example of “imitating the effect of
AR... is simulated only by flashing relevant information on
a screen. It does not employ any kind of tracking,” which is
still considered by some scholars as AR [12]. We have
decided to include them because they also provide useful
insights about the training methods and strategies, even if
they are, in the strict definition, not AR. In this loosened def-
inition of AR, we have found in our collected articles that
authors tend to use the term Mixed Reality (MR), as long as
it satisfies the elements of physical venue, virtual medium,
and the user’s interactive imagination [13]. Examples of
training setups that fall into this category are works that use
special input equipment such as fetoscopes [14] or phantom
haptic interfaces [15], [16], displayed in a stationary device
such as a large monitor.

2.3 Current State of AR Training

2.3.1 AR Training in Practice

As a growing trend in technology, AR is already being used
in a variety of fields. In the survey that we conducted, we
identified three major fields in which AR is used: medicine,
rehabilitation/exercise, and industry.

It is difficult to gain hands-on expertise executing treat-
ments without danger in medicine. AR helps to overcome
this barrier by letting medical students understand anatomy
and perform procedures. Understanding the interior anat-
omy of the human being can be a challenging task as it is
outside the everyday experience and requires more creative
imagination. With the help of AR, the gap between these
ideas and operating processes is simplified further [17],
[18], [19].
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Rehabilitation and exercise in AR can enable more indi-
viduals to obtain tailored training at home [20], and perhaps
increase adherence and facilitate more regulated execution
of physical training sessions [21]. AR in different forms has
been used effectively in skill training for doctors/healthcare
staff, and it is considered to be appropriate for instruction
that demands strong motor skills and meticulous spatial
movement [22].

AR technology significantly benefits industry by allowing
the transfer of information from expert to novice to go from
just conceptual knowledge to usable hands-on experience in
a swift manner [23]. For example, HMDs are trending in
industrial AR as they enable the delivery of real-time, step-
by-step guidance and feedback from trainers during practice.
This technology is ideal for industrial workers since it allows
trainees to learn faster and practicemore frequently [24].

We may have identified three major categories that are
the most common applications for ARTS; however, its use-
fulness is not limited to only these aforementioned fields.
For example, we identified research on ARTS that focuses
on general work activities, autonomous driving, or some
form of course education such as business ethics or musical
instruction. Despite the fact that these are included, they are
labeled as ”Other” for scoping reasons.

2.3.2 Distinction Over Existing Surveys

In the last couple of years, AR has proliferated and a num-
ber of survey papers have emerged that describe its trends.
One example is a survey that was conducted by Santos et al.
in which they performed a meta-analysis of AR learning
experiences (ARLE) [12]. They concluded in their study that
“there is a need for valid and reliable questionnaires to mea-
sure constructs related to ARLEs to iteratively improve
ARLE design” [12].

A few years later, in 2020, Bianchi et al. reported that the
results of their Systematic Review verified that there is no
standard protocol for evaluation, at least in the scope of the
medical teaching–learning process content of AR [25]. This
sentiment however can be generalized to the broader sense
of AR training (i.e., across multiple fields) by doing a pre-
liminary search in the IEEE Xplore search engine using the
search string [augment* AND reality AND train* AND
review] on all metadata.

There are Systematic Literature Reviews that consider
the evaluation methods of AR applications in the educa-
tional scenario, however saying that these methods
approach are quantitative, qualitative, mixed, or not speci-
fied may be too general of a classification to draw concrete
conclusions about the training [26]. There are also Literature
Reviews about AR usage performance that extracted learn-
ability factors from Kolb’s Experiential Learning Theory,
and validated these factors through surveying students and
academicians [27]. This study by Hafsa et al. is a good exam-
ple of linking the effectiveness of AR with relation to the
user’s learning; however, this method of validation is quite
costly timewise and moneywise; thus, a “survey” type of
validation would prove rather difficult if it is applied for a
generalized study scope.

Barsom et al. [6] also checked the validity of AR systems
and proposed five validity stages through which ARTS

should be assessed to complete a full validation process.
However, their work limits the search to AR applications
for the purpose of training or educating medical professio-
nals. They focused more on how AR is feasible to the medi-
cal field at different stages of validation.

Barsom et al.’s work is different from ours as our motiva-
tion is to gain a general understanding of the trends of
ARTS research through the categorization by training meth-
ods and evaluations. We then use this understanding of the
trends to extract the utilization of AR that is useful for the
design of training. Hopefully, this will serve as a reference
to people who want to develop ARTS but do not know
what strategies they should adopt and how they should
evaluate it.

In summary, the following are the distinct characteristics
of this work: We consider studies that have a high impact
on the AR research community. We identify the common
application fields in which ARTS is currently used. We cate-
gorized ARTS by its training methods and evaluation types.

It is also important to note that this is not the first survey
paper to use the study impact as a consideration for the inclu-
sion criteria. For example, Dey et al. [28] used Google Scholar
to find the total number of citations of each paper to calculate
the average citation count (ACC) per year since it was pub-
lished. For this paper, we have utilized Google Scholar’s h-5
index to indicate the impact of a publication in the last five
years. The decision to adopt this strategy rather than the
ACC is to address the issue of missing out on recently pub-
lished research. The trade-off between this and Dey et al.’s
method is further elucidated in Sections 3.3 and 3.4.

Another thing to take note is that the screening process
for the papers does not include a limiting range for the date
of publication. The search process includes the related stud-
ies until the day the search was performed. This is because
this paper is the first to review ARTS that is not restricted to
any application field and it summarizes them by their train-
ing methods and evaluation types.

2.4 Training Categorizations

2.4.1 Categorization by Training Method

In a study byMartin et al. they developed an exhaustive list of
possiblemethods that can describe and encapsulate the differ-
ent types of training systems. Thiswas accomplished by docu-
menting the strategies, techniques, and procedures that are
associated with the core process of the sample training sys-
tems. From their study, they have determined 13 core training
methods that are able to represent any kind of training. These
include: a case study, games-based training, internship, job
rotation, job shadowing, lecture, mentoring and apprentice-
ship, programmed instruction, role-modeling, role play, simu-
lation, stimulus-based training, and team-training [1].

However, these results show the core methods of train-
ing in a general sense. Since one of the goals of this paper is
to define the key characteristics of training systems that is
specific only to AR, the authors have narrowed down these
13 core methods. Based on the results of the method that is
described in Section 3, each of the 64 studies included for
synthesis utilizes one of these training methods: simulation,
programmed instruction, games-based training, job shad-
owing, and mentoring.
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Table 1 provides a summary of how Martin et al. defined
these five training methods. With regards to job shadowing
and mentoring, one could possibly classify these two
together as both deal with the handing-down of expert per-
formance and skill to the novice. However, it is still more
advantageous to distinguish the two as job shadowing
shines in the presentation of the desired result, whereas
mentoring fosters the mentor–mentee relationship to stimu-
late the skills and knowledge transfer. Limbu et al. defined
usage of an approach similar to that of Martin’s, where
“demonstration of the task” corresponds to job shadowing,
and the “modelling the task with task analysis” corresponds
to the mentoring style of training [29].

2.4.2 Categorization by Evaluation Type

In the most general sense, an evaluation is characterized as
the process of judging the worth or value of something. In
the nomenclature of research design, an evaluation is
achievable by using the concepts of measuring constructs.
According to Nelson, there are two important dimensions
when considering evaluation measurement methods [30].

The first dimension is reliability, which simply refers to
the consistency of a measurement. Although reliability is
one important aspect in research design, this is not dis-
cussed as it is safe to assume that studies that are published
in high impact conferences/journals assure the reliability of
their results.

The second dimension, validity, is defined as the “extent
to which the scores from a measure represent the variable
they are intended to,” as stated by Chiang et al. [31]. Barsom
pointed out that a full validation process is needed for a
training system to be ready for implementation to the real-
life environment [6]. This full process compromises the face,

content, construct, concurrent, and predictive validity. Bar-
som et al. uses the terminologies of the validity types to
judge whether the evaluations used for augmented reality
applications are sufficient for training and education. All of
these are defined by Barsom et al. and are summarized in
Table 2. Finally, there is also a need to check whether these
evaluations are in relation to the user, as the primary goal of
a training system is to increase the knowledge, skills, and
abilities rather than the promotion of a tool [32].

2.4.3 Categorization by Training Strategy

According to Salas et al. training can be divided into four
stages: information, demonstration, practice, and feedback.
These stages are applied in terms of the content that is to be
learned (i.e., training strategies) [33]. As different contents
are mainly learned and trained in each strategy, the man-
ners in which AR is utilized in each strategy is expected to
differ.

The first strategy is to convey information to the trainees
(i.e., the concepts, facts, and information they need to learn).
To obtain complex skills such as surgical skills, it is neces-
sary to learn sufficient information that is relevant to each
step in the task prior to practice.

The second training strategy is to demonstrate the
desired behavior, cognition, and attitudes to trainees.
According to Schmidt’s schema theory, learned movements
are not stored by individual concrete motor programs, but
by abstracted schemas [3].

The third strategy is to create opportunities to practice
the knowledge, skills, and abilities that need to be learned.
As an example of surgical technique training, the trainee
learns the necessary skills by performing procedures on the
physical body models of the patient.

TABLE 1
Definition of Training Methods Relevant to AR (Directly Taken

From Martin et al. [1])

Method Definition

Simulation Involves the use of a simulator where
specific skills are developed through
repeated practice with a multisensory
experience of imitated conditions.

Programmed
instruction

Involves the delivery of training through
instruction that is delivered by a program
via some electronic device without the
presence of an instructor.

Games-based
training

Trainees compete in a series of decision-
making tasks which allows them to explore
a variety of strategic alternatives and
experience the consequences which affect
training the other players, but with without
risk to the individuals or the organization.

Job shadowing Involves a trainee closely observing
someone perform a specific job in the
natural job environment for the purpose of
witnessing first-hand the details of the job.

Mentoring Involves a one-on-one partnership between
a novice employee with a senior employee.
Mentorship aims to provide support and
guidance to less experienced employees.

TABLE 2
Validity Types for Augmented Reality Applications (ARA)

(Directly Taken from Barsom et al. [6])

Validity Definition

Face The degree of resemblance between an
ARA and the educational construct as
assessed by medical experts (referents) and
novices (trainees).

Content The degree to which the ARA content
adequately covers the dimensions of the
medical content it aims to educate (or is
associated with) (“the truth, whole truth,
and nothing but the truth”).

Construct Inherent difference in outcome between
experts and novices on outcome parameters
relevant to the educational construct.

Concurrent Concordance of subject outcome
parameters using tie ARA compared to
outcome parameters on an established
instrument or method, believed to measure
the same educational construct (preferably
the golden standard training method).

Predictive The degree of concordance of ARA
outcome parameters and subjects’
performance on the educational construct it
aims to resemble in reality.
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The fourth strategy is to give feedback to the trainee on
how they are doing with respect to learning; consequently,
it allows for remediation. Here, we define feedback as infor-
mation provided to the user that is generated adaptively
according to the user’s actions or their results.

Along with the categorization, we investigate how AR
works and what benefits it can bring to each stage.

3 METHODS

3.1 Search for Prototypes

A systematic literature search was conducted using the
search string [(augment* OR mix*) AND reality AND train*
AND system]. This was performed on January 11, 2021. In
this study, the main search engine used was from the IEEE
Xplore digital library, complemented with additional
papers from PubMed and SciFinder. The search resulted in
985 articles from IEEE Xplore and 121 articles from PubMed
and SciFinder.

3.2 Inclusion Criteria

To identify the trends of the training systems in the field of
AR, we defined the following criteria that must be met for
an article to be considered as part of the database used in
this analysis.

1) The paper was submitted in a top AR/VR confer-
ence, an IEEE Transaction, or a conference/journal
with a h-5 index higher than 20.

2) The number of pages is more than four.
3) The full research paper is publicly accessible.
4) The work can be classified to AR/MR.
5) The work claims to be classified as a training system
6) The system is evaluated at least once.
The purpose of the first three criteria is to identify the

papers that have a big impact and influence over the latest
trends in ARTS research. The purpose of the bottom three
criteria is to determine whether the article really did work
on ARTS that is aligned with our definition as described in
the previous section.

3.3 Study Selection

Fig. 1 presents the flow diagram of the articles included in
the analysis, which follows the Preferred Reporting Items
for Systematic Reviews and Meta-Analyses (PRISMA)
guidelines[34]. In the process of identification, we gathered
985 articles from IEEE Xplore and 121 articles from other
digital libraries. Afterwards, we removed duplicates that
were present across each database. In the screening process,
we filtered the 1,102 articles to follow inclusion criteria 1–3
and we were left with a total of 281 articles. For criterion 1,
we used the conference/journal’s h-5 index as displayed in
Google Scholar metrics, not the individual articles them-
selves. The reasoning why the score of 20 was chosen is
based on the original paper by Hirsch et al. where this score
characterizes a successful scientific activity [35]. The caveats
of using this metric are also explained in that paper; how-
ever, this number can give a rough estimate to the quality of
the research.

In the eligibility process, the articles were read carefully
and the authors confirmed whether they satisfied inclusion

criteria 4–6. For criterion 4, we refer to the loosened defini-
tion of AR/MR described in Section 2.2. This includes train-
ing systems such as some haptic interface plus monitor
setup, like the works of [14], [36], [37], [38], [39]. What is
excluded are works that describe purely VR systems; how-
ever, comparative studies between AR and VR such as the
work of Qin et al. [40] are included.

As for criterion 5, we examined whether the goal of the
developed system is in fact for the improvement of a per-
son’s knowledge, skills, or abilities, aligned with the earlier
definition of training in Section 2.1. Examples of false cases
that passed the initial screening are machine learning-
related studies, as they also provide hits for the keyword
“training,” although not for people but for neural
networks.

Finally for criterion 6, we checked whether the study con-
tains evaluation conducted on the users. As we want to
check for the evaluation as a training system, this metric
should be in relation to the user, not the system perfor-
mance such as tracking speed or rendering time of virtual
objects. After removing the articles that did not meet all of
the inclusion criteria, 64 articles remained for the analysis
and synthesis.

3.4 Limitations

One limitation is the selection of the database used. Our aim
is to identify the current AR trends that encompass a wide
variety of application fields while also having a huge impact
on the AR community. The best candidate we identified that

Fig. 1. Flow diagram following the Preferred Reporting Items for System-
atic Reviews and Meta-Analyses (PRISMA) guidelines [34].
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has a huge influence in the AR community is the IEEE
Xplore database. To complement the IEEE Xplore results in
order to have a wide variety of application samples, we
used PubMed and SciFinder only.

Another important limitation of note is the use of the h-5
index. The use of this tool is important to determine the
impact; however, this impact that we have measured is not
the impact of the paper itself but from the conference/jour-
nal venue it was published. This opens the weakness of
being vulnerable to missing out on important articles that
were published in venues that were not as impactful. How-
ever, our decision to filter these by using the h-5 index
rather than the actual paper citation itself is to overcome the
problem of missing out on important papers that have
recently been published; thus, having a low citation count.
This trade-off has been considered while thinking about the
inclusion criteria. There are also several impactful fields
contributing to AR/VR that do not have journals with h-5
index greater than 20. This is currently an important limita-
tion of the study. Hopefully, future authors of review/sur-
vey papers can propose better suggestions on how to
quantify paper impact other than the two aforementioned
methods.

Finally, we set the condition that the work should be con-
sidered as AR or MR; however, different authors have dif-
ferent terminologies and usage. In this paper, we discuss
the definition of AR according to Azuma; however, we also
includ works that are a little different from that definition
but consider themselves as AR/MR systems.

4 SUMMARY OF RESULTS

4.1 Overview

In this section, the results of the qualitative analysis are
described. A list of all 64 papers that meet all the criteria in
Section 3.2 is shown in Table 3. The table includes the refer-
ence number, application field, purpose, training method,
evaluation type, AR device used, and user that was
employed for the evaluation. As for the application field,
the training for a medical skill (e.g., surgery, diagnosis) was
accounted for in 35 papers. This was followed by rehabilita-
tion/exercise (17 papers), industry (four papers), and other
fields (eight papers). It is noteworthy that there is very little
training in the industrial field in contrast to the extremely
large amount of support systems that use AR.

4.2 Categorization by Training Method

Fig. 2 shows the number of papers for each training method
in each field. In descending incidence order: simulation (24
papers), games-based training (19 papers), programmed
instruction (13 papers), job shadowing (four papers), and
mentoring (four papers). The majority of the simulation
studies (23 papers) were used in the medical field. Training
dolls differ in many ways from the actual human body,
which makes the learning transfer difficult. AR enables the
appearance of a training doll to be similar to that of the
actual human body by superimposing the patient’s body
textures and organ models on it. This is most likely the
main reason why simulations are widely used in this field.
On the other hand, the other fields, where imitation of the

real environment is not comparatively necessary, employ
different strategies.

Games-based training (19 papers) was the second most
adopted, and 74% (14 papers) of these papers were in the
field of rehabilitation/exercise. The majority of users in this
field are people who have lost or are losing certain functions
of their bodies owing to disease or injury. Rehabilitation
often requires long-term continuity, although existing reha-
bilitation programs are often monotonous repetitions of
tasks [97], [98]. One of the biggest problems is the difficulty
in maintaining patient motivation [99]. Games-based train-
ing is an effective means of incorporating a mechanism for
continuity into these monotonous structures through gami-
fication. It is easy to understand that users in the rehabilita-
tion field would find it helpful if the training system
adopted the games-based method for the tedious tasks they
typically have to endure.

Programmed instruction (13 papers) has been equally
adopted in other fields, except rehabilitation. This may be
because the normal rehabilitation process does not include
general knowledge acquisition through classroom lectures.

4.3 Categorization by Evaluation Type

As described in Section 2.4.2, we classified the evaluation
into five types, while referring to Barsom et al. [6]. Fig. 3
shows the number of papers of each evaluation type in
each field. Note that some papers used more than one
type of evaluation. The number of papers that adopted
face evaluation is the largest (39 papers), followed by
concurrent (27 papers), content (24 papers), and predic-
tive (21 papers), whereas construct (eight papers) is the
smallest by far. Face evaluation is performed to assess
the degree of resemblance between training with the sys-
tem and the educational construct with a questionnaire
or a small interview. Owing to the implementation ease,
the number of adoptions is large. The concurrent evalua-
tion is a comparison with the existing training methods.
The wide use of this evaluation is also understandable
because it is already common practice for studies to do
comparisons of their proposed methods against that of
the golden standards. Note that 21 studies conducted the
predictive evaluation, which is a significant amount. Pre-
dictive evaluation is the most important type because it
examines direct training effects (i.e., actual skill acquisi-
tion). However, it is also expensive because it requires
training with the system and the evaluation to be carried
out in separate steps. Thus, we initially presumed that
the papers that included the predictive evaluation would
be quite limited, although the results are contrasting.
The construct evaluation examines the differences in the
outcomes between two types of subjects with different
skill levels when using the system, i.e., ascertain if the
system is reflected with some skill that is possessed by
the expert. The lack of its adoption can be interpreted as
self-evident, or it is due to the high cost of the evalua-
tion (two different groups of subjects—experts and novi-
ces—are required).

Looking at the differences among the fields, the adoption
rate of the predictive evaluation is relatively high in rehabil-
itation. As mentioned earlier, games-based training is
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TABLE 3
Summary of ARTS Works by Publication Venue, Field of Application, Purpose, Training Method, Evaluation Types, Test Users, and

AR Device Used

Ref. Venue Field Purpose Training Method Evaluation

Type*
User Device

A B C D E

[41] JMIR Medical Digital Rectal Examination simulation ✓ ✓ - - - actual HMD

[42] J. Healthc. Eng. Medical Orthopaedic Open Surgery simulation ✓ - - - - mixed HMD

[14] IJCARS Medical Fetal Minimally Invasive Surgery simulation ✓ ✓ - - - actual Stationary

[43] Heliyon Medical Cardiopulmonary Resuscitation Training simulation ✓ - - - - actual HMD

[40] J. Healthc. Eng. Medical Peg Transfer Training simulation ✓ ✓ ✓ - - actual HMD

[44] JMIR Medical Basic Life Support Training simulation ✓ - - - - mixed HMD

[36] Anesth. Analg. Medical Anesthesiology Training simulation - ✓ - - ✓ mixed Stationary

[45] Clin. Simul. Nurs. Medical Anatomy Nursing Skills simulation ✓ ✓ - ✓ - actual Handheld

[46] Healthc. Technol. Lett. Medical Endoscopic Third Ventriculostomy Surgery simulation - - ✓ ✓ - actual HMD

[37] Neurosurgery Medical Neurological Surgery simulation - - - ✓ - alternative Stationary

[38] BMC Bioinform. Medical Artificial Cervical Disc Replacement Surgery simulation ✓ - - - - actual Stationary

[47] Turk. Neurosurg. Medical Spinal Surgery simulation - - - ✓ - actual Handheld

[48] MBEC Medical Ultrasound Guided Needle Insertion simulation ✓ ✓ ✓ - - alternative Stationary

[39] World J. Surg. Medical Laparoscopic Surgery simulation ✓ ✓ ✓ - - mixed Stationary

[49] BJUI Medical Urethrovesical Anastomosis Surgery simulation ✓ - - ✓ - actual Stationary

[50] IJMRCAS Medical Soft Tissue Surgery simulation ✓ - - - - actual Stationary

[51] IEEE TBME Medical Surgical Interventions Planning simulation - - ✓ - ✓ mixed HMD

[52] IEEE TVCG Medical Micro-CT Analysis simulation ✓ - - ✓ - alternative HMD, Projected

[15] IEEE TOH Medical Tumor Probing simulation - - - ✓ - alternative Stationary

[16] IEEE TBME Medical Spinal Anesthesia Procedures simulation ✓ ✓ ✓ - - mixed Stationary

[53] IEEE TBME Medical Needle Placement for Facet Joint Injections simulation - - - - ✓ actual Stationary

[54] IEEE THMS Medical Anatomy Training simulation ✓ ✓ - ✓ - actual HMD

[55] CCECE Medical Neurological Surgery simulation - - - ✓ - alternative HMD, Stationary

[56] BMCMed. Educ. Medical Health Science Education programmed ✓ - - - - actual HMD

[57] BMCMed. Educ. Medical Bladder Catheter Placement programmed ✓ - - ✓ ✓ actual HMD

[58] Biomed. Eng. Online Medical Electrocardiogram device operation programmed - - - ✓ - actual HMD

[59] ISMAR Medical Neonatal Endotracheal Intubation programmed - - - ✓ - actual HMD

[60] IEEE VR Medical Sepsis Prevention Education programmed ✓ ✓ - - - actual HMD

[61] World J. Urol. Medical Surgical Training job shadowing ✓ ✓ - - - actual Stationary

[62] ISMAR Medical Anesthesia Education job shadowing ✓ ✓ - - ✓ actual HMD

[63] ISMAR Medical Surgical Interventions Planning job shadowing - - - ✓ - actual HMD

[64] Surgery Medical Surgical Instruction mentoring - - - ✓ - actual Handheld

[65] NPJ Digit. Med. Medical Surgical Instruction mentoring - - ✓ ✓ - actual HMD

[66] Sensors Medical Point of Care Ultrasound Training mentoring ✓ - - ✓ - actual HMD

[67] IEEE VR Medical Number Matching Task/Austere Surgery mentoring ✓ ✓ - ✓ - actual HMD

[68] JMU Rehab Gait and Balance Rehabilitation games-based ✓ - - ✓ - actual HMD

[69] IJERPH Rehab Exergames games-based ✓ - - - - actual Stationary

[70] Behav. Res. Methods Rehab Mirror and Imagery Training games-based - - - - ✓ alternative HMD

[71] JNER Rehab Upper Limb Stroke Rehabilitation games-based - - - - ✓ actual Stationary

[72] PLoS One Rehab Gait Rehabilitation games-based ✓ - - - - alternative HMD

[73] JESF Rehab Tai-Chi Training games-based - - - - ✓ actual Stationary

[74] ARM Rehab Balance and Mobility Rehabilitation games-based - - - - ✓ actual Stationary

[75] JRRD Rehab Parkinson disease Gait Rehabilitation games-based - - - - ✓ actual HMD

[76] Exp. Brain Res. Rehab Trunk-arm Rowing games-based ✓ - - - ✓ alternative Projected

[77] Cogn. Behav. Neurol. Rehab Mild Cognitive Impairment Rehabilitation games-based - - - - ✓ actual HMD

[78] IEEE VR Rehab Tai Chi Chuan Learning games-based ✓ ✓ - - - actual HMD

[79] IEEE VR Rehab Eye-Hand Coordination Training games-based ✓ ✓ - ✓ ✓ actual HMD, Stationary

[80] IEEE Access Rehab ADHD Children Treatment games-based ✓ ✓ - - ✓ actual HMD

[81] IEEE TVCG Rehab Exercise for Reducing Obesity games-based ✓ ✓ - - ✓ actual Stationary

[82] IEEE TNSRE Rehab Hemiparesis Stroke Rehabilitation games-based - - - - ✓ actual Stationary

[83] IEEE/RSJ IROS Rehab Wheelchair Assistance games-based ✓ - - - ✓ alternative HMD

[84] Biomed Res. Int. Rehab Chopsticks Telerehabilitation mentoring - ✓ - - ✓ alternative HMD

[85] ISMAR Industrial Scenario-Based Training Authoring programmed ✓ ✓ - ✓ - alternative HMD, Stationary

[86] IEEE Access Industrial Assembly Instruction programmed ✓ - - ✓ - actual Stationary

[87] IEEE RO-MAN Industrial Transfer Task for Exploration Training programmed - - - - ✓ mixed Stationary

[88] ISMAR Industrial Origami and Building Blocks job shadowing ✓ ✓ - ✓ - alternative Stationary

[89] ACM/IEEE HRI Other Autonomous Driving simulation - - - ✓ ✓ actual HMD

[90] EAIT Other Business Ethics programmed - - - - ✓ actual Handheld

[91] Front. Psychol. Other Musical Instruction programmed - - - - ✓ actual Projected

[92] IEEE ToE Other Remote Laboratory Education programmed ✓ ✓ ✓ - - actual Stationary

[93] IEEE VR Other Neurofeedback Training games-based ✓ - - ✓ - actual Stationary

[94] IEEE Access Other Hands-on Experiential Learning games-based ✓ ✓ - ✓ - actual HMD, Stationary
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mainly used in the rehabilitation field. This method tends to
transform the skills that need to be acquired by incorporat-
ing game elements. Therefore, it is understandable that
many papers confirmed the impact of the gamified training
content relative to the acquisition of the intended skills to be
learned.

In addition, we analyzed the number of different types of
assessments made in each paper. Although 43% (28/64
papers) had only one type of evaluation, more than half of
the papers had a combination of two (18 papers), three (17
papers), and four (one paper) types of evaluations. There
were no papers with five types of evaluations. Barsom et al.
stated that the new training system can be considered for
social implementation only when all these five types of
validity are guaranteed [6].

4.4 Categorization by Users in the Evaluation

In addition, we analyzed the users that were used for the
evaluation in each field. The users were divided into
“actual” users (i.e., people who actually need to be trained,
e.g., students in medical school in the case of training for
surgical skills) and “alternative” users (i.e., people who do
not need to train the target skill). In addition, papers that
use both users are classified as “mixed”. Fig. 4 shows the
number of papers in each of the three categories. In some
fields, it is very expensive to collect actual users of ARTS as
test subjects, so it was assumed that many alternative users
were reluctantly used. However, contrary to this, more than

two-thirds of the papers conducted evaluations with actual
users.

4.5 Categorization by Type of AR Device Used

We also looked at the type of AR device used for each study.
For the classification of these devices, we adopted the cate-
gorization of AR displays according to distance from eye to
display from Schmalstieg et al.’s book, “Augmented Reality:
Principles and Practice” (i.e., HMD, Handheld, Stationary,
Projected) [100]. However, this does not consider the quality
of the AR device; for example, HoloLens and Google Card-
board (in which a smartphone is used as a VST device) are
both considered HMD.

In descending order, the distribution for the AR device
used are as follows: HMD (34 studies), Stationary (27 stud-
ies), Handheld (five studies), and Projected (three studies).
HMD and Stationary devices are the popular choices for
implementing ARTS. When looking at the purpose for
which these ARTS are used, they usually involve some type
of activity that require the user’s hands/body. Taking this
point into consideration, it is logical that handheld displays
are not optimal for training systems in general. Projected
displays such as CAVE or other spatial AR displays are also
rarely used as there are no additional training benefits they
can offer compared with the World space alternative (i.e.,
Stationary displays) which are easier to implement. For the
distribution of the type of AR device with regards to the
training method used or the application field, no trends can
be drawn as it is distributed evenly.

TABLE 3
(Continued )

Ref. Venue Field Purpose Training Method Evaluation

Type*
User Device

A B C D E

[95] IEEE Access Other Spatial Memory Learning games-based ✓ ✓ - ✓ - actual Handheld

[96] ISMAR Other General Work Activities job shadowing ✓ ✓ - ✓ - actual HMD

* A=Face, B=Content, C=Construct, D=Concurrent, E=Predictive.

Fig. 2. Number of papers in each training method and application field. Fig. 3. Number of papers in each evaluation type and application field.
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5 NARRATIVE SYNTHESIS

In Section 4, we summarized the results in terms of the
training method, evaluation type, users, and device used in
the evaluation. However, from these results, we determined
that the current implementation of ARTS has heterogeneity
in regard to the study design; thus, statistical pooling cannot
be performed. Because a meta-analysis is still difficult to
accomplish in the current stage of ARTS, the most logical
approach is to conduct a narrative synthesis. This section
describes each of the training methods that are effective for
ARTS by presenting the representative studies that consti-
tute the essence of each method. We also look at how each
method is evaluated by narrating some exemplars for each
evaluation type.

5.1 Simulation

Simulation training simply consists of training under a sim-
ulated environment and the goal is to develop specific skills.
The most obvious advantage of simulation training is that it
can provide a risk-free environment that can be considered
to be very risky if it is performed in a real-life environment.
Another benefit with simulation training is that it offers the
trainee the opportunity to do rehearsals and practice the
process repeatedly [1]. The use of AR/VR simulation to
supplement traditional teaching in surgery skills for exam-
ple, is a better alternative ethically compared to cadaver dis-
sections [18], [19]. In terms of the realism and didactic value,
Botden’s study [39] ascertained that the ProMIS AR was the
better simulator for practicing laparoscopic skills in com-
parison with the LapSim VR simulator.

5.1.1 Implementation - Simulation

When considering how training in simulators is imple-
mented and how the skills in this process are accumulated,
it is important to discuss the concepts of skills generaliza-
tion and skills transfer. Gallagher states that “skills generali-
zation refers to the training situation where the trainee
learns fundamental skills that are crucial to completion of
the actual operative task or procedure. Skills transfer refers
to a training modality that directly emulates the task to be

performed in vivo or in the testing condition” [101]. Each of
these has its own advantages. For example, skills generali-
zation can greatly boost the rate of learning while not hav-
ing to invest substantially in the cost of the technology (in
this case, the realism of the simulator). Meanwhile, skills
transfer provides a more realistic approach and it generates
a venue for rehearsal and practice.

Ingrassia et al. [44] presented a nice example of skills
transfer training. They developed a system that is able to
realistically reproduce the scenario of defibrillation training.
The goal was to provide inexperienced trainees with an
environment for self-instruction training to perform the
CPR procedure, as shown in Fig. 5. In this environment the
trainees are able to do natural gestures and body move-
ments, as if they were in the actual environment.

Another example of skills transfer training is provided
by Muangpoon et al. [41]. The goal of the system was to pro-
vide clinicians and medical students an environment to
learn, teach, and practice digital rectal examination (DRE).
In this system, they are able to visualize a virtual hand that
is overlaid on their real hand and the internal organs are
overlaid on a benchtop model. Because the technique and
manner of operation is vital for DRE, they have tracked the
movement of the hand together with the amount of applied
pressure.

For the skills generalization training, Qin et al. [40] offer a
good example. They utilized a multiple platform simulator
system (AR, VR, etc.) for the peg transfer task, as illustrated
in Fig. 6. Instead of recreating the whole surgical process
itself, this type of training focuses more on reproducing the
specific surgical maneuvers to gain the target skill.

Aside from looking at the perspective of the task itself,
there are also training systems that deal with the planning
of the operation. Abhari et al. [51] proposed a system that is
able to facilitate training for the planning of a neurosurgical

Fig. 4. Number of papers for each user type for the evaluation.

Fig. 5. Environment for defibrillation training [44].
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procedure. They overlaid patient-specific data onto a man-
nequin head to aid the planning of the operation. Their
results show that the performance index of the non-clini-
cians significantly improved when they used their system.
Furthermore, the performance time of the clinicians was sig-
nificantly faster in comparison to using conventional plan-
ning environments. The reason for these improvements is
that the participants were able to develop spatial reasoning
ability, which cannot be gained in traditional methods.

5.1.2 Evaluation - Simulation

� Face and content evaluation example:
Javaux et al. [14] evaluated the face and content by

requesting surgeons that performed fetal minimally invasive
surgery to complete certain objectives using a developed
simulator. The skills targeted included basic fetoscopic and
procedural skills for laser surgery. A five-point Likert scale
was used to assess the face evaluation, which contained
aspects such as the realism of the trainer, the bodywall phan-
tom, and the rendering of the environment (e.g., image qual-
ity, light propagation, and depth perception). Similarly, the
content evaluation was accomplished by measuring the
training capacities (e.g., scope handling and lasering) and
the usefulness of each task.
� Construct evaluation example:

Qin et al. [40] conducted a Null-Hypothesis Significance
Testing (NHST) between novice thoracic surgeons with four
years of post-graduate experience and experts with 12 years
of experience. They also considered the experience of the
participant in regard to the box trainers, VR games, and
HMDs. Meanwhile, Botden et al. [39] acquired 30 novices,
30 intermediates, and 30 experts of laparoscopy and the
demographics included interns, surgical residents, and sur-
geons. The laparoscopic experience of each group was
decided based on experience, such as the number of times
they performed suturing in a clinical setting, or the number

of times they participated in the surgical procedure, either
as a spectator, a camera handler, or an assistant.
� Concurrent evaluation example:

An example of a concurrent evaluation is presented by
Aebersold et al. [45]. The main goal of their study was to
investigate whether the students had a better understanding
and learning of nursing skills such as placing nasogastric
tubes. Students were randomly appointed to either the con-
trol group (usual training method) or the AR group, which
received the training module of anatomy simulation by
using an iPad. There were 34 and 35 participants in each
group, respectively. The nursing skills were assessed
through a 17-item checklist scoring system and an NHST
was carried out between these two groups. In another
study, Chowriappa et al. [49] explored the effects of using
an AR-based training module for robot-assisted urethroves-
ical anastomosis. In the user study, 52 participants were ran-
domized to be either in the hands-on surgical training
(HoST) group or the control group. They applied five global
evaluative assessment of robotic skills (GEARS) to establish
a comparison between the two groups and they determined
the results that were based on the computed p-value.
� Predictive evaluation example:

In an investigation by Sappenfield et al. [36], a MR simula-
tor was used to train anesthesiology residents to achieve the
goal of improving supraclavicular access to the subclavian
vein. When considering the evaluation metrics, they used an
automated scoring system to objectively score the time, suc-
cess, and errors/complications of the participant’s perfor-
mance. When considering the design of their study, they
randomized the residents into two groups. The first group
was exposed to real-time 3D visualizations in the first trial but
not in the second trial. The second group was not exposed to
3D visualizations in the first and second trials, but they were
later asked to experience the playback of the second trial’s 3D
visualizations before carrying out the third trial without the
visualization guide. The comparison of scores between the
subsequent trials and the differences between the groups that
experienced real-time visualization, no visualization, and
delayed visualization point toward the evidence of this
study’s predictive evaluation.

5.1.3 Discussion - Simulation

In this training method, it can be argued that the simulator’s
quality of realism affects the enhancement of the learning
transfer. For this reason, 15 out of the 24 total simulation
training papers that evaluated their system used the face
evaluation type. Studies also usually perform content with
the face because these evaluations used the same kinds of
questionnaires such as five-point Likert scales. In the skills
transfer training example, Muangpoon et al. [41] assessed
the DRE clinicians and medical students with face and con-
tent evaluation. However, no evaluation metrics were per-
formed for the other evaluation types. For the skills transfer
training, the most important part to consider during the
evaluation is the realism and quality of the simulation; thus,
studies tend to evaluate the face and content.

In the investigation by Qin et al. [40], novices and experts
were recruited for the peg transfer skill, and they evaluated
the face, content, and construct. The lack of scenario

Fig. 6. Peg transfer simulator on box, AR, and VR platforms [40].
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information for skills generalization (i.e., patient/manne-
quin operation) puts more emphasis on the manner of doing
the task. Because the difference in the expert’s technique and
novice’s technique is emphasized, the value of performing a
construct evaluation increases. Furthermore, Abhari et al.
[51] performed the construct evaluation, which makes sense
since the construct is arguably themost important when con-
sidering the planning phase for surgical procedures. In the
simulation training method, there are 10 studies that per-
formed a concurrent evaluationwhereas only four had a pre-
dictive evaluation. It is notable that a lot of studies have
adapted the practice of comparing their results to the golden
standard (concurrent evaluation). However, we suggest that
more studies should also investigate the effects of their simu-
lators not only in the AR environment, but also how well
these acquired skills from the simulators can translate
toward real implementation (predictive evaluation).

5.2 Programmed Instruction

The use of programmed instruction with AR provides a lot
of benefits in comparison to using more traditional
approaches such as manuals and instruction books. For
instance, programmed instruction can offer more flexibil-
ity when instructions and training procedures are updated
to more recent techniques. Similar to the simulation train-
ing method, programmed instruction also enables the user
to repeatedly practice and rehearse the specific skill [102],
[103]. The unique point of programmed instruction over
the other training methods is its potential to take advan-
tage of multisensory features such as sound, text, and ani-
mations [1].

5.2.1 Implementation - Programmed Instruction

There are many ways of presenting instruction, but when
deliberating about learning theory and instructional design,
one of the more crucial aspects that need to be considered is
the instruction sequencing [104]. Many studies have sug-
gested that the sequence and arrangement of these learning
activities impact how the information and knowledge is
being handled [105], [106], [107]. According to theories of
instructional design, one approach is to follow a simple-to-
complex sequence [104]. There are also other design
approaches such as simply conforming to the traditional
methods (e.g., how kids learn the alphabet from A to Z). We
refer to this delivery as the sequential instruction approach.
The presentation of sequential instruction can also come in
two forms: pre-recorded or real-time.

An example of a pre-recorded sequential instruction is
presented in Sankaran et al. [60]. They used a 360-degree
video recording session to enable the viewpoint of what it is
like to experience the real clinical practices for sepsis pre-
vention. To accelerate the training of medical students, the
students were exposed to the recorded simulated environ-
ment along with the augmented information such as the
patient graphical data or the pop-up information, as shown
in Fig. 7. At certain checkpoints in the program, the students
were asked to answer a pop-quiz to assess their learning
progress.

Furthermore, an example of a real-time sequential
instruction is provided by Zhao et al. [59]. They developed

an effective ARTS that is able to give a comprehensive
understanding of the endotracheal intubation procedure by
providing real-time instruction and evaluation. This was
accomplished by overlaying 3D see-through visualizations
of data such as the depth, penetration, and time to the mani-
kin. In addition, the visualization of the instructions for each
phase of the procedure was displayed to the user that was
wearing the HMD.

By contrast, the other approach of the instruction deliv-
ery is the non-sequential instruction. In line with the compo-
nent display theory of instructional design that was
presented by Merrill, learner control is considered to be a
very important component [108]. Learner control is “the
idea that learners can select their own instructional strate-
gies in terms of content and presentation components”
[104]. In regard to this approach, the most essential point is
the fact that students are able to have more control so they
can learn at their own pace.

The study by Marquez et al. [92] presents the concept of
non-sequential instruction. This work proposed the idea of
the implementation of an augmented remote laboratory
(ARL). Inside the ARL, students were free to experience
and explore the environment and do laboratory activities
that are analogous to traditional laboratory classes.

5.2.2 Evaluation - Programmed Instruction

� Face and content evaluation example:
Sankaran et al. [60] carried out face and content evalua-

tion by using the system usability scale. Sankaran et al.
asked 28 novice students for a score that had a scale ranging
from one (strongly disagree) to five (strongly agree). The
face evaluation questions contained statements such as “I
needed to learn a lot of things before I could get going with
this system.” Content evaluation statements included, “I
thought the system was easy to use,” or, “I found the vari-
ous functions in the system were well integrated.”
� Construct evaluation example:

In addition, Marquez et al. [92] performed construct eval-
uation using the results of the questionnaire and compared
the scores between the evaluations from the teachers and
the evaluations from the students.
� Concurrent evaluation example:

Sch€ob et al. [57] developed an MR system teaching tool
that can provide students with instructions while learning a
new practical task. Sch€ob et al. recruited 164 medical stu-
dents to experience the bladder catheter placement. In this

Fig. 7. Pop-up information about sepsis condition [60].
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study, 107 students were assigned to the control group, and
received instructions only from the instructor. The 57
remaining students received instructions from the MR guid-
ance system while using HoloLens. Both groups were asked
to take a standardized, non-timed objective structured clini-
cal examination and were assessed by their learning out-
comes. The control and study group were compared by
performing an NHST.
� Predictive evaluation example:

Sari et al. [90] used AR techniques to teach ethics and
moral imagination. They recruited 142 students that were
taking a business ethics course. The study utilized the 3x2
experiment method, which consists of three training modes
and two time periods. The three training modes comprised
AR-based, paper-based, and no training. As evidence of the
predictive evaluation, the authors performed an analysis of
variance (ANOVA) to calculate the F-value and p-value for
between-subjects and within-subjects. They also conducted
a post hoc analysis test of the training methods to determine
if the groups differed in terms of the moral imagination.

5.2.3 Discussion - Programmed Instruction

This section introduces two programmed instruction
approaches inspired from the concepts of instructional
design, sequential instruction, and non-sequential instruc-
tion. Asmost studies used the sequential approach, it is diffi-
cult to determine the differences between their evaluations.
However, the low adoption number does not discredit the
effectiveness of the non-sequential design of instruction. The
non-sequential design shines when thinking about individu-
allymatching the pace of each student’s personal growth.

As discussed in Section 4, when looking at the relation-
ship between the programmed instruction and application
field, it can be observed that programmed instruction is not
utilized in the rehabilitation and exercise area. This is
because programmed instruction is focused more on the
development of knowledge rather than the development of
skills. For the purposes of rehabilitation and exercise, the
training needed require systems that allow for the forming
of an ability and capability to do something, whether physi-
cal or psychological. On the other hand, programmed
instruction is very effective when it is used for the endow-
ment of knowledge. For this reason, most of the studies cat-
egorized to programmed instruction (except one) have their
target user as the students that will actually use that specific
knowledge (e.g., medical students [57], [60], [92], and busi-
ness ethics students [90]).

5.3 Games-Based Training

The culture of games has certainly risen in influence, espe-
cially for today’s younger generation. It is no surprise that
the use of game-like mechanics and gamification techniques
can motivate users to engage in activities that might other-
wise be less interesting [109], [110], [111]. The clear advan-
tage of games-based training over other training methods is
in its competitive nature, because it instills motivation that
leads toward learning. The downside of this method though
is that too many elements and components are integrated
into the game. This may be difficult to clearly determine
and guarantee which parts contributed to learning [1].

When comparing other games-based methods, AR games-
based training stands out because it provides a nice balance
between immersion in the game and being rooted in the
real world. The latter is especially important when consider-
ing if the users have physical or psychological disorders.

5.3.1 Implementation - Games-Based Training

From the database of papers we collected, games-based
training is usually targeted for rehabilitation and exercise as
demonstrated in an overwhelming 16 out of 19 papers. In
terms of providing solutions for therapeutical treatments,
games-based training systems can either address the physi-
cal or psychological problems of its target users.

One case of using games to treat physical problems is the
work that is presented by Johnsen et al. [81]. In this study,
Johnsen et al. created a MR system that allows obese kids to
interact with a virtual pet. To trigger interactions with these
pets, the kids need to input physical activities. Growth of
the pet is proportional to the physical activity progress of
the kid; thus, the virtual pet becomes a strong motivator for
promoting health. Another example is the work by Trojan
et al. [70], who proposed an AR hand training system that
uses the mirror image approach. They used techniques such
as finger flexing, hand posture fitting, and a “snake” video
game to train the motor skills by hand-mirroring, as illus-
trated in Fig. 8.

Other studies have also dealt with psychological disabil-
ities. For example, Park et al. [77] examined the effects of
their MR training system on patients that have mild cogni-
tive impairments such as Alzheimer’s disease. They
designed games that recreated day-to-day activities to tar-
get cognitive functions such as selective attention, the
visual/verbal working memory, and problem solving. One
more case of this type is a study conducted by Kim et al.
[80]. They developed an MR eye-contact game that is able to
treat children with attention deficit hyperactivity disorder
(ADHD). The game utilizes face recognition techniques to
confirm the child’s attention, trigger the treatment, and
develop interpersonal skills.

Fig. 8. Example of activities for hand-mirroring ARTS (monitor view for
demonstration purposes only. In the actual implementation, the users
experienced these activities through an HMD) [70].
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5.3.2 Evaluation - Games-Based Training

� Face and content evaluation example:
Batmaz et al. [79] investigated the differences between

the effectiveness of AR, VR, and the conventional 2D
touchscreens to train professional athletes by using the eye-
hand coordination reaction test. This study accomplished
the face and content evaluation by collecting subjective
opinions of 15 participants from their local university by
using a seven-point Likert scale. Statements such as
“increased sense of reality” and “having better perception
of depth” indicate face and content, respectively.
� Concurrent and predictive evaluation example:

Moreover, Batmaz et al. [79] analyzed the effects of the
time, error rate, and throughput while considering the
experimental condition (AR, VR, or 2D screen). Aside from
this, they also analyzed the effects for the haptic feedback
and environments. They compared the effects by computing
the F-value and p-value for each of the conditions, which
suggests concurrent evaluation. Furthermore, they analyzed
the performance improvement of the participants across
multiple repetitions by using AR and VR in comparison to a
2D screen, which is indicative of a predictive evaluation.

5.3.3 Discussion - Games-Based Training

Most cases for games-based training are targeted at rehabili-
tation and exercise. This suggests that games are a great
avenue for developing or recovering physical and psycho-
logical skills. The reasoning for this is that tasks that are
directed toward these skills are usually tedious, monoto-
nous, and repetitive. Games are excellent at solving this
problem because it can stimulate motivation and maintain
user involvement.

One thing to note is that for games-based training, no
studies have conducted a construct evaluation. This is self-
evident as there is no user that has a high skill or a low skill
for a physical or psychological disability. However, what
matters is the confirmation if there is the transfer of training
effects to the real context in terms of whether they acquired
or recovered the targeted skill. In this situation, the predic-
tive evaluation is of great importance, which is imple-
mented in many studies (12 out of 19 papers).

5.4 Job Shadowing

In companies and enterprises, job shadowing refers to on-
the-job training of a trainee that involves observing the
model employee that is performing their usual work. When
applying AR in training, job shadowing is the instance
when a novice diligently observes the performance of an
expert by using techniques such as sharing first-person
views. The main advantage of job shadowing over the pre-
vious training methods is the ability of the novice to experi-
ence the perspective of the expert, which gives a broader
outlook to the development of skills and techniques of
professionals.

5.4.1 Implementation - Job Shadowing

Job shadowing in AR in practice can be done directly or
indirectly. Direct job shadowing refers to the show-by-
example approach where the expert representation (e.g.,

virtual hand) demonstrates the necessary techniques to the
novice. On the other hand, indirect job shadowing refers to
the use of tools such as annotations (e.g., circles and
pointers) to guide the novice to perform the proper techni-
ques. Programmed instruction and indirect job shadowing
may seem very similar at first glance, but they are slightly
different in a sense that the former focuses more on devel-
oping the knowledge while the latter focuses on forming
the skill.

Goto et al. [88] exemplified the concept of direct job shad-
owing. This system provides visual guidance to the novice
by overlaying in the first-person view an example of the cor-
rect way of performing the task. This is illustrated by the
phantom representation of the instructor’s hand as shown
in Fig. 9. In this study, Goto et al. addressed the problem of
visual confusion of the real work environment from the
visual guide by using techniques such as changing the
transparency and enhancing the contours.

Conversely, Lee et al. [96] demonstrated the concept of
indirect job shadowing. They developed a prototype system
that is able to capture and share first-person view annota-
tions to share the instructions. These shared instructions are
then used by the novice to obtain an understanding of how
to do things. Lee et al. used circles and arrows to guide the
novice in performing general work activities (e.g., setting
up presentation facilities in a seminar room).

5.4.2 Evaluation - Job Shadowing

� Face and content evaluation example:
Goto et al. [88] tested the face evaluation by using a five-

point Likert scale for the subjective evaluation of an instruc-
tional video in terms if it is easy or difficult to follow. Goto
et al. tested the content evaluation again by using a five-
point Likert scale for the subjective evaluation of the visual
effects (e.g., shift in the AR view, alteration of the transpar-
ency, etc.) to determine if it is suitable or not suitable for the
specific task.
� Concurrent evaluation example:

Going back, Lee et al. [96] performed a user study with
18 participants from university students and staff and asked
them to rate the user experience by using a seven-point Lik-
ert scale. Lee et al. allowed the user to undergo two condi-
tions: video only and video with spatial cues. Lee et al.

Fig. 9. Instructor’s hand overlay seen through an HMD [88].

5074 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 29, NO. 12, DECEMBER 2023



compared the results between the two conditions and did
tests (e.g., paired t-test, Wilcoxon Signed Rank test, etc.) for
the task completion time, error, and angular difference.
� Predictive evaluation example:

Quarles et al. [62] developed a system where the user can
review the past training experience that is overlaid to the
current experience of the user. Quarles et al. recruited 19
students and three educators to be a part of the user study.
The evaluation metrics that Quarles et al. used included a
fault test score and a confidence test score. As evidence of
the predictive evaluation, Quarles et al. performed a com-
parison of the scores before and after using the after action
review from the previously mentioned evaluation metrics.

5.4.3 Discussion - Job Shadowing

In the survey of papers that were gathered, only five studies
contributed to the category of job shadowing. It is difficult
to determine the trends with an insufficient sample size;
however, this suggests that researchers still have a lot of
scope to cover in this area that has not been investigated
yet. Because job shadowing has the ability to facilitate the
demonstration of an ideal execution and implementation, it
can be considered as a great subject that should be focused
for future ARTS. Currently, we have determined that there
are two approaches to job shadowing: direct and indirect.

5.5 Mentoring

Mentoring is the process where the mentor provides guid-
ance and support to the apprentice. The goal of mentoring
is for the apprentice to grow in terms of developing the skill
or experience so that they can do the work on their own.
The advantage of AR mentoring, just like AR job shadow-
ing, is the ability to facilitate the sharing of each other’s
views. In terms of the role of the actors, mentoring and job
shadowing are similar in that experts share their knowledge
and skills to the novice. The main, yet subtle, difference
between these two training methods lies in the relationship
between the experts and novice. Although job shadowing
novices observe the expert performing, mentoring adds the
element of the expert being more teacher-esque to the
novice.

5.5.1 Implementation - Mentoring

Just like job shadowing, implementation of AR mentoring
systems can also be classified as direct and indirect mentor-
ing. Examples of the implementations for direct and indirect
mentoring are akin to the strategies that are used in job
shadowing (virtual hand overlay or annotations). However,
the element of a two-way communication between the nov-
ice and expert, along with the condition of it being met in
real-time, must be satisfied.

An example of direct mentoring is the work that was
done by Wang et al. [66]. They created a telemedicine sys-
tem that is capable of sharing hand pointing gestures
through the use of Leap Motion and HoloLens. In this sys-
tem, the mentor is able to see the first-person view of the
trainee and the trainee is able to see the serialized hand data
of the mentor. Above these, they are also able to communi-
cate through a real-time audio stream. Another example is
the work by Chinthammit et al. [84]. They developed

Ghostman, a system in which the therapist and the patient
are able to stream each other the ghost image of their hands.
This is used to exchange the perspective that can be
observed in the augmented environment. They designed
the system in a way that the therapist is able to deliver
instructions remotely to the patient in terms of how to prop-
erly execute the motor skills, and in this case, handling
chopsticks.

By contrast, Rojas et al. [65] demonstrated the idea of
indirect mentoring. They developed a telementoring system
for cricothyroidotomies training, in which expert surgeons
can share annotations and audio guidance to the onsite
medical trainees, as summarized in Fig. 10. To accomplish
this, first, a stabilized first-person view of the working envi-
ronment is streamed to the experts. Then, in a seamless
manner, it provides instructions to the trainee through the
use of annotations and 3D model augmentations projected
through the AR HMD.

5.5.2 Evaluation - Mentoring

� Face evaluation example:
As described above in Section 5.5.1, Wang et al. [66] con-

ducted a study that is an example of direct mentoring. For
the face evaluation, they collected the trainee’s and mentor’s
opinions about the system and asked them to choose
answers such as “the technology was easy to setup and
use” or “the technology was overly complex” on a five-
point Likert scale.
� Content evaluation example:

The Ghostman work by Chinthammit et al. [84] provides
good examples of statements that relate to the content eval-
uation. In this preliminary user study, they recruited 12 par-
ticipants with no physical deficiencies. A five-point Likert
scale of questions regarding the instructions or the overall
training program that contributed to the learning of using
chopsticks provided evidence for the content evaluation.
� Construct evaluation example:

As mentioned earlier, the work by Rojas et al. [65] is con-
sidered to be an indirect mentoring example that performed
a construct evaluation. This is evident by comparing the
scores between the different experienced subgroups,
namely the low first responder experience (participants
with fewer than 10 years of experience) and low cricothyroi-
dotomy experience (participants with less than seven years

Fig. 10. Telementoring system workflow [65].
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of experience performing cricothyroidotomy as part of their
training).
� Concurrent evaluation example:

Going back to the work by Wang et al. [66], recall that
they assessed the concurrent evaluation by comparing the
results of the HoloLens versus the full telemedicine setup
(traditional method) by using evaluation metrics. The evalu-
ation metrics include the global rating scale, trainee and
mentor opinion, completion time, mental effort, and task
difficulty ratings.
� Predictive evaluation example:

In the study conducted by Chinthammit et al. [84], the
user experience questionnaire comprised a 2 (group) x 4
(test) mixed design ANOVA for the total skill error and the
task completion time. The two groups refer to those who
used Ghostman or the face-to-face (traditional instruction)
method. The four tests contained statistics on the pretest,
posttest, as well as 24 hours and seven days during the
study.

5.5.3 Discussion - Mentoring

Similar to job shadowing, mentoring only has five studies
allocated to this category. It is also difficult to contribute
opinions regarding the trends of this method. Although the
two may function in a similar manner, unlike job shadow-
ing, which focuses on the demonstration of the ideal result,
mentoring focuses more on the teacher–student relationship
and how the teacher can guide the student to the ideal
result. However, both methods have the potential to flour-
ish the growth of the student/trainee if it is used correctly.

6 UTILIZATION OF AR

Thus far we have described existing ARTS for each training
method in each field. In this section, we discuss how the
characteristics of AR technology are utilized in training con-
texts, in a cross-disciplinary manner, based on the discus-
sion up to this point.

According to Salas et al. training can be divided into four
stages: information, demonstration, practice, and feedback.
These stages are applied in terms of the content that is to be
learned (i.e., training strategies) [33].

This section re-summarizes how AR works and what
benefits it can bring to each stage.

The main training strategies and the utilization methods
of AR adopted in each study are shown in Table 4. Each
color indicates the training method employed in each paper.
With a few exceptions, it can be seen that AR is utilized in
different training strategies, but for the same training
method.

6.1 Information

To obtain complex skill acquisition such as surgical skills, it
is necessary to learn sufficient information that is relevant
to each step in the task prior to practice. This is “learning”
and it is generally performed by using textbooks and
instructional videos. The effects of ARTS on learning are
discussed in detail in Santos et al.[12]. They cite the multi-
media learning principle [112] and extend it to learning
with an AR annotation. They state that “people learn better
from annotated virtual words onto physical objects than

from separate multimedia (e.g., illustrated manual) and
physical objects,” in terms of time contiguity. In terms of
spatial contiguity, “people learn better when corresponding
virtual words and physical objects are presented near rather
than far from, each other on the screen.” As an example of
this, Sankaran et al. promoted the acquisition of necessary
knowledge to prevent sepsis by displaying educational con-
tent near the relevant location in omnidirectional images
[60].

6.2 Demonstration

According to Schmidt’s schema theory, learned movements
are not stored by individual concrete motor programs, but
by abstracted schemas [3]. The construction of this schema
requires a body schema (postural schema), which is a cogni-
tive standard for intuition by knowing the current posture
of the body, the positional relationships of the body parts,
and how much each body part needs to be moved to per-
form a certain action. A body schema is unconscious, sub-
jective, and it has body-centered spatial coordinates (i.e.,
first-person perspective) [113]. Therefore, it is expected that
motor learning is more efficient to start with the first-person
view “demonstration.” AR-applied job shadowing (e.g.,
[61], [63]) is considered to be an effective method for acquir-
ing body schematics because it allows for first-person obser-
vation of the (ideal) movements of the expert.

6.3 Practice

The nature of the application of AR to the practice is divided
into three categories (which may be applicable to different
examples).

TABLE 4
Training Strategies Applied for Each Study
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6.3.1 Extend the Flexibility of Training Content by

Adding Information to the Physical Object

Even if a physical body model is elaborately made, the func-
tions and degrees of freedom it possesses are limited. On
the other hand, AR can provide versatile training conditions
by superimposing the simulated organs model or the sur-
face texture on the physical model. For instance, the medical
trainees would need to change the trajectories of cutting the
skin according to the shape of the overlaid organs in
surgery.

6.3.2 Facilitation of Skill Transfer by Imitating Real

Objects and Their Superimposed Display

When the training environment deviates from the real one,
the acquired skill may be difficult to directly apply to the
real environment. This is attributed to the enormous cogni-
tive load that is involved in filling in the difference. There-
fore, it is generally desirable for the training environment to
resemble the real environment. The visual difference
between the actual body and physical model can be com-
pensated by imitating the texture of the real environment
and superimposing it by using AR. This is expected to facili-
tate the application of skills that are acquired during train-
ing to the real environment.

6.3.3 Assistance in Task Execution Through the

Presentation of Task-Related Information

AR can reduce the cognitive load that is required for per-
forming a task or it enables the user to perform the task
more accurately by displaying cues that are related to the
task execution at the relevant location on the real object.
Abhari et al. assisted novice surgeons by superimposing a
3D trajectory of the pre-planned instruments on a display
[51]. This is equivalent to the AR task support, but care
should be taken when using this strategy in a training con-
text. This information is not provided in the real task. If
users rely on them, this can potentially lead to failure of the
task execution in the real environment. For instance, Hulin
et al. revealed that in programming-by-demonstration for
an arm robot, the user’s performance is impaired if visual
effects are applied in the training phase [87]. Hulin et al.
concluded that this is because users have come to rely too
heavily on visual information during training. It should be
used in combination with an appropriate skill transfer, such
as training with less auxiliary information after becoming
familiar with the task. One of the specific methods is in Sec-
tion 6.4.2 under feedback.

6.4 Feedback

The effects of AR on this process are broadly classified into
the following three categories.

6.4.1 Feedback on the Performance, Problems, and

Ways to Improve

The simplest feedback is for the system to evaluate the train-
ee’s behavior and its results. The feedback also provides the
user the evaluation, the problem, and how to improve it.
Along the time axis, this can be classified into real-time
feedback and summary feedback. The real-time feedback is

presented to the user almost immediately when the system
finds a problem with the user’s current state or behavior.
The summary feedback is a method of presenting a sum-
mary of the overall evaluation and areas for improvement
at the end of a section of the experiment or during a short
break. According to Chollet et al. the former has a motiva-
tional maintenance effect, whereas the latter has a substan-
tial effect on skill improvement in the context of public
speaking training (note that the system in this paper is not
ARTS) [114]. Zhao et al. proposed a CNN-based method for
automatically evaluating the user performance in neonatal
endotracheal intubation training [59]. In addition, based on
this evaluation, the system generates and presents summary
feedback, which is color-coded to indicate areas that need
more practice.

6.4.2 Real-Time Feedback for Motion Compensation

One way to effectively use AR with real-time feedback is to
present the difference between the optimal position/pos-
ture and the current ones of the user’s body or the grasped
object. Although this is effective in that the correction con-
tent can be intuitively understood, it must be designed so it
does not lead to excessive user dependence. Sigrist et al.
proposed a feedback method for oar pedaling training that
combines sonification (the process of turning information
into sounds [115]) of the difference between the current and
optimal movements with visual information by using AR
[76]. The feedback is designed to disappear when the user
reaches the optimal state. They revealed that by iterating
the training of constantly adjusting one’s own state so that
the feedback disappears, the skills improved even in the
absence of feedback.

6.4.3 Real-Time Visualization of Invisible Current

Conditions

An example of special real-time feedback is biofeedback,
which aims to control one’s own internal state (e.g., calming
down). This can be interpreted as replacing a skill whose
acquisition process is unclear with a different task that is
easier to perform: self-regulation of physiological index val-
ues (e.g., brain waves and heartbeat) that are presented
visually in real-time to meet certain criteria. During this
training, it is important to associate the display information
with the control target. For example, an attempt has been
made to strengthen this connection by using AR to display
electroencephalogram (EEG) information on the head of a
mirror image of oneself [93]. The authors stated that this
can also be used to train users to learn how to coordinate
brain activity in some areas of the brain.

7 CONCLUSION

7.1 Overall Discussion

Training plays a crucial role in today’s society as a means of
developing competent and productive people in the work-
force. With the goal of improving human performance,
training serves as the medium for creating opportunities of
nurturing and flourishing knowledge, skills, and abilities.
There are many forms in which training can be successfully
carried out. One such delivery that is proving to be effective
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is computer-mediated training, with an emphasis on AR
training.

To answer R1 (What are the training methods for imple-
menting ARTS and how are these methods used in the dif-
ferent fields?), we adopted Martin et al.’s categorization of
training methods, and determined five methods for which
AR is effective. Simulation training is particularly valuable
when targeting operations that are very dangerous when
they are executed in a real-life environment. Programmed
instruction proves its usefulness when considering the effi-
cacy of imparting substantial information and knowledge.
Games-based training displays its advantage by inspiring
motivation from users to induce learning. Job shadowing
excels in the demonstration of an ideal performance,
whereas mentoring facilitates the mentor-student relation-
ship for effective knowledge and skill handover. We also
found trends of these training methods across the different
fields, such as high simulation studies for medical, and high
games-based and no programmed instruction studies for
rehabilitation.

To answer R2 (What types of evaluations are used to
assess the existing ARTS and how do they contribute to the
validity of each training method?), we described Barsom
et al.’s validity types and used them as reference to stan-
dardize the evaluation of ARTS. For a training system to be
ready for implementation in a real-life environment, Bar-
som et al. suggested that a “full validation process” needs
to be completed. Only when the face, content, construct,
concurrent, and predictive aspects of the system are evalu-
ated, this can be considered as the ideal ARTS that can be
used and deployed in real practice. Our survey results
show that no study has achieved the full validation process;
however, we have identified which evaluation types are
considered to be more prioritized depending on the training
method and strategy that was used.

To answer R3 (How is AR utilized for each training strat-
egy?), we looked at the trends between the training methods
and evaluations across the different fields. From these gen-
eralizations, we were able to discuss how AR is used based
on Salas et al.’s strategy for training and gain an under-
standing of AR’s utilization in relation to the different train-
ing methods. The first strategy was to convey the
information, which was performed mainly by placing the
educational content in the relevant locations. We found that
this strategy was used by methods that needed to build up
on the basic knowledge and foundation of the learner. The
second strategy was to demonstrate the desired behavior,
cognition, and attitudes so that learners can imagine the
ideal result of their training. This strategy was used by
methods that already established the basics, and have learn-
ers who want to go to the next step of understanding, seeing
from the point-of-view of the expert (i.e., job shadowing and
mentoring). The third strategy was to create opportunities
to practice the knowledge, skills, and abilities learnt. This
strategy was where simulation training methods were most
applied as simulation studies tried to create rehearsal stages
akin to that of the real environment or work scenario. The
fourth strategy was to give feedback to the relevant things
that aid the users in learning. Many of them presented infor-
mation that intuitively guided the trainee’s current body
movements to the appropriate ones. This strategy was

applied more to games-based training because an appropri-
ate feedback presentation led to the gamification of training.

7.2 Findings and Suggestions

Before reading each full-text article, we presumed that only
a limited number of studies would perform a predictive
evaluation because it has a high evaluation cost owing to
the need for the assessment to be realized in several steps.
However, we were pleasantly surprised to find quite a few
studies that went out of their way and evaluated their train-
ing system in an intricate manner. This is an important
point as a predictive evaluation reflects the training effects
gained from the system to the actual practice itself, which
proves skills acquisition. Similarly, we noticed that more
than two-thirds of the studies conducted their evaluations
using actual users. Recruiting actual ARTS users as test sub-
jects can sometimes be expensive; hence, the usage of alter-
native users can be the more practical option. Although not
always the case, alternative users sometimes cannot fully
reflect assessment results that interpret the performance to
actual practice. From these two points, one can argue that
the current evaluation design of ARTS is leaning in a posi-
tive direction.

The results of our survey indicated that only a handful of
studies are focused on job shadowing and mentoring train-
ing methods. However, we recommend future ARTS
researchers to focus more on this area because there are still
numerous concepts and ideas to potentially uncover, which
further proves its effectiveness in the application of training.
Presently, we have only identified five out of 13 of Martin
et al.’s training methods that are effective with AR accord-
ing to the results of our study. However, this does not mean
that the remaining methods are not applicable with AR
technology. This merely suggests that no studies have
implemented these methods yet. There is still much poten-
tial for AR to be implemented by using other methods,
maybe even new methods that are not listed in Martin et al.’
s core training methods.

We also noticed studies that explicitly performed Barsom
et al.’s validity types usually come from the medical field.
Barsom et al.’s validity types is becoming (if not already) a
standard procedure in the medical field. Although the roots
of the test validity concept are from the research design in
behavioral and social sciences, adopting this concept in
engineering has merits. This is particularly true for studies
that handle people as subjects and performance indicators
(e.g., ARTS). From this perspective, we can recommend that
future ARTS research adopt Barsom et al.’s validity as an
option for standardizing evaluations of training systems,
regardless of the application field. When the standardiza-
tion of the procedure for doing evaluations is realized, the
next step is to strive for Barsom et al.’s full validation pro-
cess. It is indisputable that proving the novelty and validity
of an idea is paramount in the research community. How-
ever, it can also be pointed out that the implementation in
actual practice is of great significance. To quote the famous
entrepreneur Scott Belsky, “it’s not about ideas, it’s about
making ideas happen.” The true value of a training system
becomes clear once it is assessed with a full validation;
hence, we recommend that future ARTS not only focus on
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lab performance (i.e., implementation situated in ideal con-
ditions), but also extend investigations in non-ideal scenar-
ios and check how it will fare in actual implementation.

7.3 Final Thoughts

We have confirmed the use of ARTS and its current imple-
mentations, with an emphasis in the medical, rehabilita-
tion/exercise, and industrial fields. In the future, we believe
that ARTS will be utilized more in a wider variety of appli-
cation fields, particularly for training that is deemed to be
hazardous or complex when it is performed in conventional
practices. As mentioned above, future studies on ARTS
should try to evaluate the totality of the system by following
the full validation process recommended by Barsom et al.
As the current implementations of ARTS have heterogeneity
in their study designs, it is difficult to appraise in a quantita-
tive manner and perform statistical pooling of the data. We
recommend that future ARTS implementations classify
their work based on Martin et al.’s definition of training
methods, while considering the utilization of AR in the
training context, as described in Section 6. In addition, it
would benefit our community to have more investigations
performed on the training effects of the less frequently used
methods, which include job shadowing and mentoring.
When future ARTS studies follow a more structured
approach, future review papers can focus more on the sta-
tistical effects of ARTS, such as conducting meta-analysis
reviews.
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