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Measuring Interpersonal Trust towards Virtual Humans with a Virtual
Maze Paradigm

Jinghuai Lin* , Johrine Cronjé* , Ivo Käthner , Paul Pauli , and Marc Erich Latoschik

Fig. 1: We used the combination of the investment game and the virtual maze paradigm to measure users’ trust towards virtual
humans. A) In the investment game, participants need to decide the number of tokens they want to invest in the trustee. B) In the
virtual maze, participants must select one of the two doors to escape when entering a new room. The virtual human appears in the
middle of the room. C) A participant interacts with the virtual environment in the virtual maze in an immersive VR experience.

Abstract—Virtual humans, including virtual agents and avatars, play an increasingly important role as VR technology advances.
For example, virtual humans are used as digital bodies of users in social VR or as interfaces for AI assistants in online financing.
Interpersonal trust is an essential prerequisite in real-life interactions, as well as in the virtual world. However, to date, there are no
established interpersonal trust measurement tools specifically for virtual humans in virtual reality. This study fills the gap, by contributing
a novel validated behavioural tool to measure interpersonal trust towards a specific virtual social interaction partner in social VR. This
validated paradigm is inspired by a previously proposed virtual maze task that measures trust towards virtual characters. In the current
study, a variant of this paradigm was implemented. The task of the users (the trustors) is to navigate through a maze in virtual reality,
where they can interact with a virtual human (the trustee). They can choose to 1) ask for advice and 2) follow the advice from the virtual
human if they want to. These measures served as behavioural measures of trust. We conducted a validation study with 70 participants
in a between-subject design. The two conditions did not differ in the content of the advice but in the appearance, tone of voice and
engagement of the trustees (alleged as avatars controlled by other participants). Results indicate that the experimental manipulation
was successful, as participants rated the virtual human as more trustworthy in the trustworthy condition than in the untrustworthy
condition. Importantly, this manipulation affected the trust behaviour of our participants, who, in the trustworthy condition, asked for
advice more often and followed advice more often, indicating that the paradigm is sensitive to assessing interpersonal trust towards
virtual humans. Thus, our paradigm can be used to measure differences in interpersonal trust towards virtual humans and may serve
as a valuable research tool to study trust in virtual reality.

Index Terms—virtual human, specific interpersonal trust, trustworthiness, social VR, behavioural measurement paradigm, virtual
reality
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With the advance of VR technology, the growing public interest
and the huge investments by tech giants in recent years, virtual
reality has gradually entered different aspects of our lives, including
entertainment [61, 75], social interaction [63], education [18, 58],
healthcare [25, 68], the workplace [42] and many more. In the
development of these VR applications, virtual humans play an
important role. Virtual humans can either be controlled by humans,
as avatars that represent users; or be controlled by algorithms, often
in the form of intelligent virtual agents (IVAs). Virtual humans have
various applications: for instance, in social VR [45], virtual humans
can be utilized as the digital bodies of users, allowing users to be
immersed in cyberspace to communicate, interact, and collaborate
with each other [63]. In many scenarios, such as online healthcare or
financing, virtual humans can act as AI assistants, enhancing their
social presence [40] and potentially increasing users’ acceptance.
The development of virtual humans, especially those with a realistic
appearance, serves the purpose of enhancing virtual embodiment [62],
recreating the real world [71], and making the virtual world an
alternative realm for human socio-cultural activities [15].
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No lasting relationship can be established and maintained without
trust [48, 50], either in real life or in the virtual world. Users in social
VR are vulnerable and at risk in relationships without interpersonal
trust, whether it is to transact with a person or a business, or trusting
another user’s identity in a social environment [8, 41]. Trust has been
studied from many scientific perspectives, leading to a wide range of
definitions [4, 10, 21, 27, 50]. There are different categories of trust,
and it consist of multiple factors, for example, interpersonal trust
(generalized or specific), affect-based trust, cognitive-based trust, trust
in automation, and trust in business [49]. With social interaction taking
place more frequently in VR, it is essential to ask which category this
“type” of trust towards virtual humans belongs to.

We consider trust towards virtual humans (both avatars and
agents) as interpersonal trust. In the case of avatars, they can be
considered extensions of users [19, 20, 24], with social interactions
between avatars actually taking place between users. In the case of
intelligent virtual agents, researchers suggest that the human-computer
relationship is fundamentally social and consists of the same social
norms as a human-to-human relationship does [51]. We resonate with
the definition of trust by Lee and See [39]: “the attitude that an agent
will help achieve an individual’s goal in a situation characterized by
uncertainty and vulnerability1”. It refers to the dyad relationship
between one person and another specific social interaction partner.

The measurement of interpersonal trust between virtual social
interaction partners (virtual humans) requires researchers’ attention.
First, the attribution of human characteristics and human behaviour
to virtual humans could impact trust. Such human factors include
cooperativeness [49], physical appearance (facial expressions,
avatar behaviour, tone of voice) [43], anthropomorphism, and trust
resilience [14]. Measuring trust helps to investigate the interplay
between such factors in trust building. Second, the measurement
of trust is essential when comparing human-to-human interaction
with human-to-virtual human interaction, which could result in a
better understanding of social responses to virtual human interfaces
and improve interface design [78]. For example, it has been found
that using self-avatars in shared virtual environments can lead to an
increase of trust formation in collaborations, compared to using only
the model of VR controllers as representation [53]. Lastly, compared
to people in real life, virtual humans can be modified in appearance
and voice, potentially resulting in changes in trust evaluations. For
instance, identity theft has been a concern in social VR [41], where
cybercriminals can steal and control other users’ avatars to gain trust
and profits; virtual agents can intentionally be designed to appear
more trustworthy to convince customers for commercial reasons. Such
variability makes the study of trust towards virtual humans a priority.

Several measures to assess generalized trust (how one trusts
others in general) have been previously proposed. However, there
is a lack of instruments for measuring specific trust (trust towards a
specific person in a specific circumstance). This holds particularly
true for paradigms suitable for measuring interpersonal trust towards
virtual humans in virtual reality. Hale et al. [26] proposed a virtual
maze task that relies on advice-seeking behaviour to measure
trust towards two opposing characters. However, in the proposed
form, their paradigm is unsuitable for measuring interpersonal
trust towards virtual humans as social interaction partners due to
social desirability bias. Additionally, their implementation could
have been enhanced by utilizing the full capabilities of modern
VR experiences and incorporating fundamental VR characteristics
such as immersion, virtual embodiment, and presence. This may
have improved the generalizability of their results to social VR contexts.

The presented work addressed these points. The motivation for
an improved version has the VR community in mind and is rooted

1In this definition, an agent can be automation or another person that actively
interacts with the environment on behalf of the person [39].

in the need for an in-the-moment interpersonal trust measurement
tool that takes fundamental inherent VR characteristics into account.
This tool should be sensitive to the manipulation of the virtual
humans’ trustworthiness that ultimately guides trusting behaviour. Our
contribution includes a paradigm for investigating interpersonal trust
towards virtual agents and avatars in virtual reality. In comparison to
Hale et al.’s paradigm [26], our virtual humans have more realistic
social cues, and our task emphasizes the immersion and interactivity
of VR. Our paradigm includes one specific virtual human during
the maze task. Participants’ behavioural differences stem from their
subjective evaluation of the virtual human, instead of comparing
two virtual humans, which might lead to social desirability bias
instead of trust evaluation. Furthermore, our paradigm includes a
believable and self-contained cover story that keeps participants
engaged through a motivational incentive in the midst of uncertainty.
With a validation study, we concluded that our paradigm is sensitive
to the manipulation of trustworthiness and can be used to measure
differences in interpersonal trust towards virtual humans.

2 RELATED WORK

2.1 Trust measurements
Measurements of trust in experimental research are generally devided
into two categories: subjective and objective measures.

Subjective measurements of trust are primarily self-report question-
naires, the predominant method to measure trust across different
domains in psychology, neuroscience, sociology, and organization
science [26]. These include the “Interpersonal Trust scale” (ITS)
developed by Rotter [64], and other alternatives such as the “General
Trust Scale” (GTS) by Yamagishi and Yamagishi [77], the “KUSIV3”
by Beierlein et al. [6], to name a few. In addition, other relevant
scales, including the “Self-disclosure Index” (SDI) [47], the “European
Social Survey” (ESS) [57], and others, are often used as additional
measures of trust. However, most of these questionnaires only measure
generalized trust [13]—a reflection of how much a person trusts others
in general [26], rather than specific trust—trust towards a specific
person, either to people with close relationships or strangers [26].
Robbins [59], on the other hand, constructed the “Stranger-Face Trust”
(SFT) questionnaire that aims to measure trust in specific strangers and
particular matters.

As Chan [11] has pointed out, most self-report methods reflect
internal feelings less accurately. Subjective trust measurements are
considered poor predictors of external behaviour [2, 22, 44], and may
not be ideal for measuring specific trust as there can be multiple
interpretations of items and trust [7]; thus, objective measurements
are preferred. Objective methods often use behavioural clues during
social interactions as proxies of trust. The Trust Game [36] is one
of the most popular and established measures of trust in behavioural
economics and psychological research. In the Trust Game, the trustor
can transfer a certain fraction p of a monetary endowment given to
the trustee, while the transferred fraction is magnified by a factor
K >1 (e.g., doubled or tripled) before sending it to the trustee. The
trustee can then return a certain fraction q of the received amount to
the trustor. However, there is no guarantee of such a return. In this
paradigm, trust is measured by the fractions of transfers during the
back and forth, with the expectation of a significant sum in return
while risking the possibility that no reward will be returned. Similar
ideas are adopted by a variant of the Trust Game or similar paradigms,
including the Dictator Game [29], and the Investment Game [9].
Additionally, research indicates that interpersonal distance between
social interaction partners, advice-seeking behaviour, and the duration
of mutual gaze [3, 12, 26, 55, 60] can be indicators of trust.

2.2 Measuring trust towards virtual humans
Both subjective and objective measurements have been used for
measuring trust towards virtual humans such as avatars or agents.
Most research on trust towards avatars relied on self-reports as the
primary measurement [40, 70] or combined self-reports with other
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measures [3, 26, 52]. As for objective measurements, Bente et al. [8]
investigated how photorealistic avatars and reputation scores affect
trust-building in online transactions using the Trust Game. Hale et
al. [26] implemented the Investment Game to test specific trust towards
interactive virtual characters. However, they found that the results
of different characters are highly correlated, which suggests that the
Investment Game measures generalized trust rather than specific
trust [26].

As alternatives, advice-seeking behaviour and the ask–endorse
paradigm [12, 26, 52] have recently been examined as new approaches
to measure trust. Such methods measure whether participants will seek
and follow advice or information from a specific person. For example,
Pan and Steed [52] conducted a comparison study of trust among
avatar-, video-, and robot-mediated interaction by asking participants
to complete a quiz, and recording the number of times they asked
for and followed advice from two advisors randomly selected from
the three alternative representations. Hale et al. [26] also adopted
the ask-endorse paradigm to measure specific trust towards virtual
characters using a Virtual Maze task. Their work has inspired the
design of our paradigm and will be further explained in the subsection
below.

2.3 The Virtual Maze

Focusing on the measurement of generalized trust versus specific trust,
Hale et al. [26] proposed a novel behavioural task, “the virtual maze”,
inspired by the ask-endorse paradigm to measure trust between users
and virtual agents through behavioural proxies of trust [32–35, 54].

In the virtual maze task, participants must navigate through a
virtual maze of identical rooms. When entering a “new room”, they
are told to select one of the two doors in front of them to escape. To
assist them in their decision-making, two virtual characters are present
to provide navigation advice if the participants decide to approach
them (optional). When the virtual characters are approached, they
will suggest a door. The participants keep making decisions until they
are notified that they have escaped from the maze. Unknown to the
participants, there are no right or wrong decisions on the way out of the
maze. Rooms and corridors are automatically generated until enough
trials (rooms) are observed, and the participant has supposedly escaped.
The trust towards each character is measured by 1) the number of times
each virtual character is approached for advice and 2) the number of
times participants followed the advice of each character.

The trustworthiness of virtual characters was manipulated through
brief interviews in which the participants asked the characters
prepared questions before the maze task. As a result, their verbal
answers and non-verbal vocal behaviours differ so that one character
appears trustworthy and the other appears untrustworthy. They
have also included subjective ratings as validation measures and
compared them with behavioural measures in an investment game.
Their results indicate that participants followed advice from the
trustworthy character significantly more than the untrustworthy
character. Furthermore, trust behaviour in the virtual maze task shows
no correlation between the two characters, indicating that it only
reflects specific trust. In comparison, behaviour in the investment game
reflected both specific trust and generalized trust.

The virtual maze allows the measurement of trust towards a
specific virtual character rather than the propensity to trust others
in general. Thus, it could help measure interpersonal trust towards
virtual humans. However, certain adaptations are needed. First,
virtual humans include virtual agents and avatars which are usually
considered the proxies of AI or humans. Considering the definition
of interpersonal trust, virtual humans as trustees are expected to have
an independent will and intelligence to give their answers, which
creates uncertainty and vulnerability during interactions. In the design
of Hale et al. [26], participants perceived the trustees as pre-scripted
characters that reflect the preliminary design of the experiment and

the will of the experimenters. This could potentially lead to different
trust constructs: the trust behaviour being measured could stem from
whether they believe the backgrounds and personalities assigned to
the characters, their interpretations of the experiments, or their trust
towards the experimenter. For example, participants could assume
that the experimenters are controlling the advice given. Second, in
the design of Hale et al. [26], two distinguished characters always
appeared together in each room and provided opposing advice. The
decision to follow the advice as a proxy of trust largely relies on
the comparison between the two characters, which is impractical
when we only have one virtual human. For example, the virtual
maze cannot be used when measuring interpersonal trust towards
one specific avatar or investigating which external factors influence
trust behaviours. In addition, the study design was a within-subject
design. Hence, the study’s goal might have been obvious to the par-
ticipants and a social desirability bias might have driven their behaviour.

Although the authors claimed that the task was designed for
virtual reality, they did not utilize the full capabilities of immersion
and interactivity of modern VR experiences. In their three studies, the
virtual environment and characters were displayed with a projector, an
head-mounted display (HMD), and a desktop PC, respectively. In either
version, participants can only navigate with a joystick to approach the
virtual characters. Compared to realistic locomotion and interaction
in social VR nowadays, where participants can “walk around”, move
and use their “virtual hands” to interact with the environment, their
relatively low level of immersion and agency could hinder the virtual
embodiment, body ownership and presence [28, 62]. Given the often
reported effects of virtual embodiments and presence on secondary
factors such as emotional response [74] and especially trust [65], we
argue that their results cannot be easily generalized to modern VR
experiences. Thus, a paradigm that better reflects modern VR is desired.

Additionally, we noticed some limitations that need to be im-
proved in the design of Hale et al. [26]: 1) The rooms are identical;
participants may instead feel that they are staying in the same place
when entering new rooms. 2) It is unclear to the participants whether
it is still possible to escape if they have previously made a wrong
decision. Such uncertainty may result in a loss of motivation. 3) These
virtual characters lack realistic social cues, such as eye contact, which
can lead to low congruency, plausibility, and social presence.

2.4 Summary
To summarize, the previous work provides several measurements of
trust, including subjective measurements, such as self-report question-
naires and objective measurements that use behavioural paradigms such
as the Trust Game. However, most trust measurements are only suitable
for measuring generalized trust rather than specific trust. Among them,
the work of Hale et al. [26] has inspired our research. They have created
a novel virtual maze task to behaviourally measure trust towards virtual
characters. For the current study, we utilize their design while providing
improvements with the following goals to address the limitations of
their work: 1) to have a suitable design for the VR community with
consideration of fundamental VR characteristics such as immersion,
embodiment, and presence; 2) to investigate interpersonal trust towards
agents and avatars as social interaction partners rather than being lim-
ited to pre-scripted agents and behaviour driven by social desirability
bias; 3) to be more adaptive for future investigation of trust; and 4) to
have a believable and self-contained cover story that could provide a
strong framing effect and motivational incentives during the maze task.

3 DESIGN AND HYPOTHESES

Building on the work of Hale et al. [26] and considering their lim-
itations, we implemented an improved version of the virtual maze
paradigm, aiming to measure trust with the behavioural proxies: 1)
how often the trustor asks, 2) follows the advice, and 3) the time spent
before they made their decision. A validation study was conducted to
verify whether our paradigm can measure differences in interpersonal
trust towards virtual humans.
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3.1 The virtual maze paradigm

The motivation for creating such a paradigm is to study the trust
relationships between users in VR applications, especially in social
VR. It is crucial to provide an immersive environment with a high level
of immersion and interactivity; virtual humans (either controlled by
real people or pre-scripted) need to be regarded as social interaction
partners with a high level of realism and social presence. Thus, our
version of the virtual maze is implemented as an immersive VR
experience. Participants wear an HMD and interact with the virtual
humans and the virtual environment with the VR controllers. Although
the design and setups described below are primarily for measuring
trust towards (alleged) avatars, the proposed paradigm can be adapted
for agents. Implications for such adaptations are mentioned where
applicable.

The introductory video. As a first step, participants will watch an
introductory video, in which the experimental procedure and the
background information of social interaction through virtual humans
in social VR will be explained. Participants (the trustors) will be
informed that there is another participant (the trustee) who will later
control an avatar and join them in the maze. The video explains how
the trustee will participate in the experiment. Supposedly the trustee
will talk through a microphone to provide advice if the trustors unmute
them by pressing a virtual button. In reality, the trustee can either be
a real person behind the avatar or a pre-scripted agent. Nevertheless,
participants need to believe that they will later be interacting with a
real person behind the virtual human. As we have mentioned, this is
crucial for participants’ decisions and trust behaviour in the maze to be
driven by the interpersonal trust towards the virtual human. In addition,
an alleged map of the maze will be shown to participants, informing
them that there are many escape routes, that they need to escape as
quickly as possible, and that the trustee could refer to the map to advise
them. Importantly, participants are explicitly informed that the trustee
is given the freedom to mislead or lie to the trustors if they want to and
that it is of no advantage to them to help or mislead the trustors (to
create uncertainty and ambiguity).

The introductory video is an essential component of our paradigm. It
serves three purposes: 1) to foster the idea of having a real person
behind the virtual human so that participants perceive the trustee as an
interaction partner; 2) to inform participants that there are multiple
escape routes and that the trustee can provide advice according to
where they are currently located; 3) to emphasize that the trustee has a
choice to either be helpful or misleading to prevent participants from
blindly following all the given advice.

When using this paradigm to measure trust towards an intelli-
gent agent, the video can be adapted by showing an introduction of the
agent and how it is able to communicate and provide advice.

VR tutorial and the testing room. After watching the intro-
ductory video, participants will put on the HMD and VR controllers
and enter the tutorial task. In the tutorial participants practice how to
use the VR controllers to open the doors, navigate through the maze,
and unmute the trustee to get advice.

After the tutorial, participants will enter the testing room where a
connection with the trustee will be established, and they will see the
avatar for the first time. In the testing room, participants are asked to
unmute the trustee so that the trustee can talk to them. If the trustee is
an avatar with a real person behind or an intelligent agent, the testing
room can be used to ensure that the connection has been established.
When a pre-scripted agent is implemented, the pre-recorded speech of
the agent is played to pretend that the connection has been established.

The virtual maze task. After the testing room, participants
will start the virtual maze task. The maze consists of several rooms,
and in each room, there are two doors opposite the participants which
lead to different rooms. As illustrated in Figure 1B, the trustee avatar

Fig. 2: A) Every time participants enter a new room, the virtual human
will be muted. B) Participants can press the red button in front of the
virtual human to unmute them if they ask for advice.

Fig. 3: A)Participants can point to a door and open it by pressing a
button on their controllers. B)To seek advice from the virtual human,
participants need to approach and unmute them.

will appear in the middle of the room, as it does not imply preference
of which door to choose. Participants can walk around freely in the
room. To open a door, participants need to point to the door with a
controller and press a button (Figure 3A). When they decide to ask
for advice, they need to approach the avatar and press the red button
in front of it with their virtual hands to unmute them (Figure 2 and
Figure 3B). It is simpler and quicker in operation to directly open a
door than to ask the avatar for advice, by design, so it is less likely that
participants will blindly seek for advice all the time. When the trustee
is unmuted, the status symbol will turn green, and the trustee can talk
to the participants to give advice. In the case of a pre-scripted agent, a
pre-recorded audio will be played. We also inform participants that the
trustee cannot hear them to avoid attempts at conversations.

Once participants select a door, they will be teleported to a
new room. To give participants the impression that they are entering a
new room at each trial, minor changes to the virtual environment were
made (for example, changing the colour of the doors, adding and/or
removing plants or objects, etc.). The trustee avatar will appear as
muted again in the middle of the room. Unknown to participants, there
is no right or wrong door to choose from. After participants decide and
enter a new room 12 times (12 trials), they will be informed that they
have escaped the maze. Since participants receive no feedback on their
progress in the maze, their experience of uncertainty is increased, and
their decision-making is uninfluenced by external motivators.

In each room, we record 1) whether they ask for advice; 2) whether
they follow the advice given (if applicable); and 3) the response time
of following the advice (if applicable).
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Table 1: Manipulation of the virtual humans’ trustworthiness in the
validation study.

Trustworthy Untrustworthy

Appearance high trust rating low trust rating

Voice & Tone patient, motivated impatient, unmotivated

Engagement already waiting for the
participants; focus on
the task

30 seconds late; try to
talk to the experimenter

3.2 The validation study

3.2.1 Manipulation of trustworthiness

To investigate whether our paradigm can measure differences
between interpersonal trust towards virtual humans, we designed
a between-subject study for validation. First, we manipulated the
trustworthiness of the avatars in the two conditions. The manipulations
included the avatars’ appearance, tone of voice, and engagement during
the task (Table 1). To ensure that all participants are exposed to the
same contents and interactions, we used pre-scripted agents instead of
having a real person control the avatars. However, participants were
under the impression that they were interacting with real humans.

The avatars’ appearance was selected through a pre-study, where
several avatars were rated. The avatar with the highest trustworthiness
score was chosen for the trustworthy condition, and the avatar with
the lowest trustworthiness score was chosen for the untrustworthy
condition. Both conditions did not differ in the content of the advice
but varied in the avatars’ tone of voice. For example, the voice of the
trustworthy agent gave the impression of someone who is patient,
motivated, gentle and tender tempered, whereas the voice of the
untrustworthy agent gave the opposite impression of someone who is
impatient, unmotivated, abrupt and unaffected. Additionally, in the
trustworthy condition, the avatar was already waiting for participants
in the testing room; they greeted them politely and gave undivided
attention during the experiment; on the contrary, in the untrustworthy
condition, the avatar was 30 seconds late to the testing session, they
were distracted during the experiment and tried to talk with the
experimenter in the background. Regarding these manipulations, we
formulated the following research question:

RQ1: Will our manipulations of the avatars lead to differences in their
perceived trustworthiness?

In addition to using the introductory video, we designed the following
details to create the illusion that a real person is behind the trustee
avatar to make it more believable: 1) the pre-recorded audio was made
to sound natural and realistic and included hesitant pauses and filler
words such as “uhm...”; 2) in the testing room, when participants
unmuted the trustee, they could hear the experimenter on the other side
instructing the trustee to speak to the participant; 3) during the maze
task, a glitch appear (the avatar switches into a T-pose for 2 seconds)
with the trustee apologizing for the glitch. We included self-report
questions asking whether participants felt they were interacting with a
real person, and the social presence questionnaire [5] after the tasks to
evaluate the effectiveness of the framing.

3.2.2 Measurement of trust

The maze task assesses whether the following behaviours are sensitive
to the differences in interpersonal trust or not: 1) how often participants
ask for advice, 2) how often participants follow advice, and 3) the
response time of following the advice. Thus, we formulated our second
research question:

RQ2: Which behaviour(s) in the maze can be used as the
measurement of interpersonal trust?

In addition to the trust behaviour in the virtual maze, we also
used subjective measures (self-reports through established question-
naires, as well as self-constructed explicit ratings of trustworthiness)
to check whether our manipulation was successful. Furthermore, a
variation of the Trust Game, a one-shot investment game before and
after the maze task as an additional behavioural measurement of trust
is included, to further investigate the following questions:

RQ3: Can the investment game measure differences in inter-
personal trust?

The design and purpose of the validation study could then be
concluded with the question:

RQ4: Is our paradigm suitable for measuring differences in
interpersonal trust towards virtual humans?

3.2.3 Hypotheses
H1: The manipulation of trustworthiness is successful; participants
will rate the avatar as more trustworthy in the trustworthy condition
compared with the untrustworthy condition.

If H1 proves to be true, we propose the following hypotheses
for the behavioural measures in the maze task:
H2: Participants in the trustworthy condition will ask for advice
significantly more often than those in the untrustworthy condition.
H3: Participants in the trustworthy condition will follow advice
significantly more often than those in the untrustworthy condition.
H4: Participants in the trustworthy condition will respond quicker to
advice than those in the untrustworthy condition.

For the investment game, we expected the following:
H5: Participants in the trustworthy condition will invest more tokens
than in the untrustworthy condition.

4 METHOD

4.1 Apparatus
The application for the experiment was implemented as an immersive
VR experience using Unity Engine2 2020.3.14f1 and ran on a
VR-capable PC (Intel Core i7-10700K, Nvidia RTX 3060 8GB, 32GB
RAM). The VR hardware consisted of an Oculus Quest 2 HMD
and two controllers connected to the PC through the Oculus Link
service. In addition, demographics and self-report questionnaires were
implemented with LimeSurvey3 4.5.0.

Virtual Environment. The virtual environments were created
with Blender4 2.92, and assets were downloaded from Unity Asset
Store. We also implemented realistic, physically-based locomotion
and interaction, so that participants could move around and interact
with the virtual environment as in real life. The virtual environments of
the maze task and the investment game can be seen in Figure 1B and
Figure 1A, respectively.

Virtual Human. The realism of avatars’ non-verbal cues often
impacts the level of their social presence, their congruency with the
virtual environment, and the plausibility of them being considered
social interaction partners. Thus, we ensure the realism of the virtual
human in several aspects. The avatar stands in an idle pose, with its
head and eyes following the participants naturally. While speaking
(either a real person talking through the microphone or a pre-recorded
audio being played), the mouth of the avatar will move accordingly
through the Oculus Lipsync5 plugin. Our application supports avatars
compatible with humanoid unity skeletons with facial blend shapes.

2https://unity.com/
3https://www.limesurvey.org/
4https://www.blender.org/
5https://developer.oculus.com/documentation/unity/audio-ovrlipsync-

unity/
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Fig. 4: The avatar chosen for the trustworthy condition (left), and the
avatar chosen for the untrustworthy condition (right).

In the implementation of the validation study, the avatars are either
selected from the Rocketbox avatar library [23] or created with
MakeHuman6 1.2.0.

4.2 Pre-study: avatar selection
An online pre-study was conducted to assist in selecting the appearance
of the two avatars: one for the trustworthy condition and one for the
untrustworthy condition. Six avatars were selected from the Rocketbox
library, and six avatars were created with MakeHuman. The trustwor-
thiness of these avatars was evaluated and rated by 40 participants
(recruited from the university’s online database of study participants
(SONA system)) according to the intuitive evaluation of their trustwor-
thiness on a 7-point scale ranging from 0 - not trustworthy at all to 7 -
completely trustworthy. Based on this pre-study, the most trustworthy
female avatar (Score: M = 6.08, SD = 0.97) and the most untrustworthy
female avatar score (Score: M = 2.30, SD = 1.02) were selected for the
main experiment (Figure 4).

4.3 Participants
To reduce the impact of gender differences on the results of the exper-
iment and given the gender distribution of the participants we were
able to recruit, we decided to recruit only female participants and use
only female avatars. Furthermore, our sensitivity to gender differ-
ences ensures more experimental control and reduces confounds where
males and females differ in trust socialization, trust evaluation, and
trust related decision making [16, 56, 76]. We expected a large effect
size for the outcome measures based on the work of Hale et al. [26].
We recruited 70 female participants between 18 and 35 years of age
without psychiatric or neurological disorders (age: M = 23.11, SD =
3.11). Participants registered to participate in the experiment via the
university’s SONA system. Half of the participants participated in the
trustworthy condition (n = 35; age: M = 22.91, SD = 2.92), and the
other half participated in the untrustworthy condition (n = 35; age:
M = 23.32, SD = 3.34). Every participant was compensated with 15
euros for participating in the experiment which lasted approximately
1.5 hours.

4.4 Procedure
At the beginning of the session, participants read the study information,
gave their informed consent, and filled in the pre-questionnaires
(demographics and VR-related health questions). The introductory
video was played after the pre-questionnaires were completed. After
that, participants were guided by the experimenter to put on the HMD
and enter the VR interaction tutorial.

The investment game. After the tutorial, participants started
the first trial of the investment game which is an established, validated
behavioural measure of trust [9]. We used a variant of the investment
game in which, in the beginning, participants received 50 tokens.
They can decide how many tokens out of 50 they want to invest
by sending them to the trustee (see Figure 1A). The participants
were told that the invested amount would be multiplied by four

6http://www.makehumancommunity.org/

Table 2: Experimental procedure of the validation study. The two
groups differ in the three VR tasks, where participants encounter differ-
ent virtual humans.

Group 1 n=35 (trustworthy) Group 2 n=35 (untrustworthy)

Consent, demographics, pre-questionnaires

Introductory Video – 5 mins

VR Interaction Tutorial

Task 1 (VR) Investment Game Task 1 (VR) Investment Game

Task 2 (VR) the Maze Task 2 (VR) the Maze

Task 3 (VR) Investment Game Task 3 (VR) Investment Game

Post questionnaires

Debriefing

while being transferred. The trustee would then decide to return
half of the tokens or none (participants were told they would receive
feedback at the end of the experiment). The underlying assumption
is that the more tokens participants invest, the higher the trust in the
trustee. The investment game also serves as an additional measure
for the behavioural proxies of trust in the maze task. Another trial of
the investment game with the same setup was played after the maze task.

The Maze. The second VR task consisted of our version of
the virtual maze task. Half of the participants (n = 35) entered the
maze with the trustworthy avatar, and the other half (n = 35) entered
the maze with the untrustworthy avatar. Participants will receive the
same advice (if they ask for it) within each condition, and the avatar
will display the same behaviour.

After completing the maze and the second trial of the investment
game, participants removed the HMD to fill in the post-questionnaires.
These included explicit questions about their evaluation of the avatar
(humanness, friendliness, realness, helpfulness, trustworthiness)
during the tasks. The Igroup Presence Questionnaire (IPQ) was
used to measure presence, “the sense of being there” in the virtual
environment [67]. The Social Presence Questionnaire [5] was included
to examine to what extent participants perceived the avatar as a real
human-being and social interaction partner. To measure simulator
sickness, the Simulator Sickness Questionnaire (SSQ) was used [30].
Lastly, the General Trust Scale (GTS) [77] and KUSIV3 [6] were
included to measure how participants trust others in general. The
experiment concluded with a debriefing and full disclosure. Table 2
briefly summarizes the procedure of the experiment.

5 RESULTS

5.1 Manipulation check

After each condition, participants were asked to share their experiences
during the tasks on 1-7 Likert scales regarding the trustworthiness of
the virtual humans. Independent sample t-tests were conducted to test
the scores of these subjective measurements.

Participants in the trustworthy condition evaluated the avatar
as significantly more trustworthy (M = 9.40, SD = 2.28) compared to
participants in the untrustworthy condition (M = 6.46, SD = 2.86), t
(68) = 4.76, p < 0.001. The results confirmed that our manipulation of
trustworthiness was successful, and H1 can be accepted.

5.2 Behavioural measures

Independent samples t-tests were conducted to test differences between
behavioural measures in the trustworthy and untrustworthy conditions
in both the maze and the investment game.
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5.2.1 Advice seeking
Participants in the trustworthy condition asked for more advice (M
= 9.91, SD = 2.54), compared with participants in the untrustworthy
condition (M = 7.03, SD = 2.96), t (68) = 4.48, p < 0.001. A large effect
size (Cohen’s d = 1.05) was observed. Thus, H2 can be accepted.

5.2.2 Advice following
Participants in the trustworthy condition followed more advice (M =
8.17, SD = 2.79), than those in the untrustworthy condition (M = 5.40,
SD = 2.80), t (68) = 3.93, p < 0.001, with a large effect size (Cohens’ d
= 0.94).

However, the ratio of time following advice (the number of
times following advice divided by the number of times asking for
advice) shows no significant difference between the two conditions,
t (68) = 1.00, p = 0.323. Only a tendency that participants in the
trustworthy condition (M = 0.82, SD = 0.12) followed advice more
often than those in the untrustworthy condition (M = 0.78, SD = 0.17
) was observed. Thus, H3 is partially rejected. On the one hand,
participants in the trustworthy condition did not follow the advice more,
once the advice was given; on the other hand, the number of times
following advice in the trustworthy condition is indeed significantly
higher, although it is highly correlated with the number of times advice
was asked for.

5.2.3 Response time to execute given advice
The response times of participants in the trustworthy condition (M =
5.17s, SD = 2.14) and untrustworthy condition (M = 5.43s, SD = 2.10)
were not statistically different, t (68) = -0.52, p = 0.607. Thus, partici-
pants in the trustworthy condition did not respond faster (choosing a
door faster), and H4 was rejected.

5.2.4 Investment game
The number of tokens invested between the two conditions. We
conducted an independent sample t-test. In the first trial before the
maze task, participants in the trustworthy condition (M = 28.6, SD
= 7.51) did not invest more tokens than those in the untrustworthy
condition (M = 27.1, SD = 9.84), t (68) = 0.71, p = 0.480. However,
significant differences were observed, t (68) = 3.61, p < 0.001, in the
second trial. Participants in the trustworthy condition (M = 32.5, SD
= 8.08) invested more than those in the untrustworthy condition (M
= 24.5, SD = 10.3). Thus, H5 can be partially accepted. Only in the
second trial of the investment game after the maze task, were more
tokens invested in the trustworthy condition.

Differences in tokens invested between the two trials. We
wanted to explore whether participants would invest more or fewer
tokens after the maze task in the second trial compared to the first trial.
Therefore, we conducted paired sample t-tests in both conditions.

In the trustworthy condition, significantly more tokens were
invested in the second trial than in the first trial, t (34) = 3.30, p = 0.002,
mean difference = 3.89. In the untrustworthy condition, although
participants tended to invest less in the second trial, the differences are
not significant, t (34) = -1.45, p = 0.157, mean difference = -2.63.

5.3 Exploratory measures
To verify that no bias existed in both conditions regarding participants’
general propensity to trust, presence, and simulator sickness, we
performed independent-sample t-tests for these measurements. There
is no significant difference between the trustworthy and untrustworthy
conditions in the scores of the General Trust Scale (GTS), t (68) =
-1.67, p = 0.099, and KUSIV3, t (68) = -1.16, p = 0.252, indicating
that participants’ general propensity to trust is not biased. Similarly,
no significant difference was observed for IPQ_general, t (68) = 0.34
, p = 0.736, and SSQ_total t (68) = -1.02, p = 0.313, indicating that
similar levels of presence and simulator sickness were triggered in both
conditions.

Fig. 5: Scatter plots for the correlation between the self-report trustwor-
thiness rating and the general trust scale (GTS) score in the trustworthy
condition (left) and the untrustworthy condition (right). The black lines
in the plots represent the linear regression between the two variables.

We also tested whether our framing of there being another par-
ticipant behind the avatar can convince our participants, and to what
extent they perceive the avatar as an interaction partner. The explicit
questions “Did you think you really interacted with a real person?
(1-Don’t believe at all; 7-Totally believe)” and “How human did you
perceive the virtual human? (1-Not human at all; 7-Totally human)”,
as well as those from the Social Presence Scale, were included.
First of all, no significant differences were observed for the three
measurements between the two conditions (believed they interacted
with a real person: t (68) = 0.81, p = 0.418; humanness: t (68) = 0.98,
p = 0.331; social presence: t (68) = 0.73, p = 0.468), suggesting that,
even though we manipulated the trustworthiness of the two avatars,
including their appearances and verbal behaviour, such manipulations
did not impact the social presence of the avatars, nor the effects of our
framing, which exclude these factors from influencing behavioural
measures. The means of the three scores (believe they interacted with
a real person: M = 3.7, SD = 2.2; humanness: M = 4.06, SD = 1.46;
social presence: M = 0.47, SD = 7.83) are all slightly higher than the
medium level. Considering that they were, in fact, interacting with
pre-scripted agents, such results are promising and reflect that our
framing is successful. Additionally, several participants have explicitly
mentioned that they really thought there was another participant after
being debriefed on the truth, which also suggests the success of framing.

In addition, we tested the correlation between our subjective
and behavioural measures (self-report trustworthiness ratings, advice
seeking, advice following and tokens invested) with an established
measure of the General Trust Scale (GTS) [77].

In the trustworthy condition, the self-report trustworthiness rat-
ings correlate with the GTS score with a small effect, p = 0.040, r
= 0.35; in the untrustworthy condition, a similar correlation was
observed, p = 0.006, r = 0.45 (Figure 5). In comparison, we did not
find a correlation between the GTS score and behavioural measures in
the maze task. However, in the untrustworthy condition, a correlation
between the tokens invested in the second trial of the investment game
and the GTS score with a small effect was found, p = 0.035, r =
0.36. This may suggest that both generalized trust and specific trust
influenced both the self-reports and the one-shot investment game.

Although the ratio of advice following is not sensitive to the
manipulation of trustworthiness, it correlates with generalized trust
(GTS), p = 0.024, r = 0.27, suggesting that those participants who
generally trust others more, follow advice more often.

7A positive social presence score indicates that the participant believed the
agent was conscious and was watching them [5].
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We also noticed a positive correlation between social presence
and the self-report trustworthiness ratings in both the trustworthy
condition, p = 0.005, r = 0.47, and the untrustworthy condition,
p = 0.005, r = 0.47. Participants with a stronger feeling of being
present with a “real” person also considered the virtual humans more
trustworthy, regardless of how the virtual humans looked and verbally
behaved.

6 DISCUSSION

Participants in the trustworthy condition evaluated the avatar as
significantly more trustworthy than participants in the untrustworthy
condition, indicating a successful experimental manipulation. Previous
research suggests that visual appearance [55,70] and vocal cues [72,73]
have an impact on trust; our results indicated that their manipulation
does indeed influence the evaluated trustworthiness of virtual humans.

To assess interpersonal trust, we measured four behavioural
proxies of trust: 1) the number of times advice was asked; 2) the
number of times advice was followed; 3) the time it took participants
to follow/execute the advice received; and 4) the number of tokens
invested in the investment game.

In the maze task, participants asked for significantly more ad-
vice in the trustworthy condition, which could reflect the high trust
evaluation of the avatar. This suggests that, in our paradigm, the
number of times advice was asked for can be a good proxy for
measuring trust.

In the trustworthy condition, advice given is followed slightly
more often, but no statistical difference was observed. These results
should not be compared to the study of Hale et al. [26] which detected
significant differences in the ratio of advice following. In their design,
participants can always ask for advice from two characters that give
opposing suggestions, and they can only choose one to follow; in our
between-subject design, participants have the choice to ask advice
from only one avatar in each room. Therefore, the tendency to follow
the advice might arise more from their general propensity to trust and
might be moderated by their level of generalized trust, which is also in
line with the positive correlation found with the GTS [77] score.

In both conditions, no statistical difference in response times
(to follow advice) was observed, despite the descriptive differences.
The tendency of shorter response times in the trustworthy condition
could be due to feeling “safe” with the trustworthy avatar, indicating
prosocial, trusting behaviour that is consistent with their subjective
evaluation [17].

In the first trial of the investment game [9], no difference was
detected in the two conditions. In the second trial, participants in the
trustworthy condition invested significantly more tokens, which serves
as an additional behavioural measure of trust. Two reasons for the
results are: 1) it is possible that the manipulation of visual appearance
alone is not strong enough and so does not significantly impact the
perceived trustworthiness of avatars; 2) it is possible that the investment
game is more sensitive to the differences in the interpersonal trust
after more interaction rather than just a first impression. A significant
increase in the number of tokens in the second trial compared with the
first trial indicates that trust was built in the maze in the trustworthy
condition. Descriptively the opposite is true for the untrustworthy
condition, with no statistical difference, which could also suggest
that, during the interaction with the untrustworthy avatar, the verbal
behaviour and the fact that the avatar is “late” created a vulnerability
in the trust relationship and lowered the expectation that the trustee
would return tokens. The results also show the potential of the one-shot
investment game to be a tool for assessing trust building during social
interactions with virtual humans.

6.1 Advantages, limitations, and future work

The proposed variant of the virtual maze paradigm, as a behavioural
measurement of interpersonal trust towards virtual humans, has the
following advantages over other measures.

Firstly, self-reports are usually considered ambiguous for mea-
suring trust [7] and tend to predict external behaviour poorly [2, 44].
This may still hold, as we did not find a correlation between the
self-report trustworthiness ratings and advice-seeking behaviour.
Furthermore, self-reports and the one-shot investment game might be
influenced by one’s generalized trust level rather than only specific
trust. Comparatively, the ask-seeking behaviour in the virtual maze
task is not easily influenced by generalized trust.

In previous studies that measured trust towards virtual agents
or avatars [8, 26, 52], participants were aware that they were interacting
with pre-scripted agents. Their interpretation of the experiment might
influence their behaviour. Therefore the trust being measured could
fall into other categories of trust [49] instead of interpersonal trust. In
our paradigm, participants were under the impression that they were
interacting with a real person. Therefore, they were more likely to
consider the virtual humans as social interaction partners, which is
a prerequisite for using this paradigm in studying avatars in social
VR. Furthermore, our framing method provides an alternative to
multi-participant studies, which are usually costly, difficult to operate,
and bring undesirable confounds.

The proposed paradigm also utilizes the advance of VR tech-
nology. It provides an immersive and interactive virtual environment
that allows users to have physically-based interactions with the
environment and the virtual humans (both avatars and agents). The
experimental process is similar to the experience of social VR. Thus,
our paradigm shows greater potential for relevant studies in VR, where
fundamental VR characteristics (such as embodiment [62], virtual
body ownership [69], presence [67], congruency and plausibility [38],
and so on) can be further manipulated and the interplays with trust can
be investigated.

It is worth noting that due to its specific setups and cover
story, this paradigm is limited to experimental research and may not be
suitable for measuring trust in social VR in a natural scenario (e.g., to
measure whether a social VR user perceived a passing stranger avatar
trustworthy or not). Instead, our variant of the virtual maze provides
the academic community with a flexible foundation to build on for
future investigation of trust. In the original paradigm, it is impossible
to manipulate external factors that influence trust, such as cognitive
load [1, 66], as two virtual characters should always be included. Our
modifications also provide flexibility for between-subject designs,
often preferred to avoid social desirability bias [31]. Additionally,
participants could potentially be more engaged in the task by randomly
changing the details of each room and providing a more convincing
setup (e.g., the alleged map of the maze).

Despite the advantages mentioned above, we have identified
some limitations and directions for further research. In our current
implementation, the social presence of the virtual humans is at a
medium level. This may be because the avatars are merely standing,
with no other physical movement. In future studies, more non-verbal
cues (e.g., body movements and vivid facial expressions corresponding
to the vocals) could be considered to increase social presence. In the
current stage of social VR applications, users’ avatars can already
reproduce body movements and even facial expressions with additional
trackers [37, 46]. Meanwhile, the positive correlation between social
presence and perceived trustworthiness warrants further investigation.

Another limitation is that there is no feedback regarding progress when
navigating through the maze. Although this was deliberately designed
to increase the uncertainty and avoid over-complicating participants’
decision-making, it could potentially lead to the loss of motivation
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and to mindless selection. Furthermore, our paradigm has not been
designed to measure the change in trust (e.g., trust building) during
interactions, which could be another future direction to investigate.

Moreover, although we assume that the proposed paradigm is
suitable for intelligent agents, the same observations may not still
hold true, as we only considered the case of (alleged) avatars in the
validation study.

7 CONCLUSION

Several subjective questionnaires were previously proposed to measure
interpersonal trust between humans. In laboratory experiments, these
tools are used and often adjusted to measure interpersonal trust between
users and avatars. However, fundamental virtual reality constructs
such as presence, immersion, and virtual embodiment, are neither
supported nor controlled for in these tools. To date, no subjective or
behavioural measurement tool (apart from Hale et al.’s novel maze
paradigm [26]) was specifically designed to measure interpersonal trust
towards virtual humans in virtual reality. We proposed an improved
version of the maze paradigm and tested it with a validation study.
Compared to Hale et al.’s paradigm, our virtual humans have more
realistic social cues, and our paradigm can be used for the investigation
of interpersonal trust towards either agents or avatars. In our between-
subject design, participants interacted with one virtual human, thereby
avoiding social desirability bias and allowing participants’ behaviour
to be based on their subjective evaluation of the virtual human. Our
paradigm also emphasizes the immersion and interactivity of VR and
considers fundamental VR characteristics. With improved details and a
self-contained cover story, our design gave participants motivational
incentives amid their uncertainty in the maze task. The validation
study indicates that the paradigm is sensitive to the manipulation of
trustworthiness. Our paradigm therefore fills the gap in the literature
and suggests an in-the-moment behavioural measure of interpersonal
trust for the VR community.
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avatar library [23], available at https://github.com/microsoft/
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