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Abstract—Surgical borders of extramammary Paget’s disease
(EMPD) are difficult to be identified via its clinical appearance. In
this study, we propose a new diagnostic technique which combines
nonlinear harmonic generation microscopy (HGM) with the deep
learning method to instantaneously determine whether the imaged
3D stack is malignant EMPD or surrounding normal skin digitally.
To demonstrate our proposal, in this study different locations of
fresh EMPD surgical samples were 3D imaged starting from the
surface up to a depth of 180 µm using stain-free HGM. With
the followed histopathological examination of the same sample, we
mapped the gold-standard results to 3D HGM image stacks with
labels for the training of the deep learning model. With only 2095 3D
image stacks as training and validation data, the results of EMPD
and normal skin tissue classification achieve 98.06% sensitivity,
93.18% specificity and 95.81% accuracy. This study supports our
proposed 3D convolutional-neural-network-based technique with
a high potential to assist physicians to quickly map the EMPD
margins by providing noninvasive instant information regarding
the imaged sub-millimeter site as malignant or surrounding normal
with a high accuracy.

Index Terms—Extramammary Paget’s disease (EMPD),
harmonic generation microscopy (HGM), deep learning, 3D
convolutional neural network (3D-CNN), noninvasive, nonlinear
optics.

I. INTRODUCTION

EXTRAMAMMARY Paget’s disease (EMPD) is a cuta-
neous malignancy. It appears commonly in apocrine gland-

bearing areas, particularly the anogenital regions including the
vulva, perianal, perineum, and scrotum. EMPD is difficult to
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visually assess due to its nonspecific clinical appearance, com-
monly misdiagnosed as an inflammatory or infective skin condi-
tion. Compared with nonsurgical treatments, complete surgical
removal of the lesion is currently the best treatment choice for
EMPD so far. However, for a lot of cases, the EMPD lesions have
an ill-defined tumor border or an extended tumor spread beyond
the clinically visible tumor border, which makes it difficult
for physicians to define the accurate resection margin so as to
remove the lesion completely in one surgical operation [1], [2].
To achieve a more accurate tumor border and avoid multiple
surgical operations, several pre- or peri-operative margin assess-
ment techniques are adopted including linear strip biopsy and
mapping biopsy. The linear strip biopsy is a two-phase surgical
technique which is highly invasive with skin strip resection [3].
The mapping biopsy technique utilizes punch biopsy as the
tumor examination method, which is less invasive than linear
strip biopsy. Statistically, it takes an average of 22 mapping
biopsies at different sites to obtain an accurate EMPD border
before surgery [4], [5]. These preoperational techniques assist
physicians to define tumor margin more accurately; however,
they consume a considerable amount of time along with patho-
logical examination. Moreover, while these methods lower the
recurrence rate, such invasive and repetitive approaches make
patients suffer pain for more than once.

Recently, reflectance confocal microscopy (RCM) has been
employed as a noninvasive diagnosis technique for the margin
assessment of EMPD. It is a noninvasive and high-resolution
3D imaging tool for various cutaneous malignancy [6]–[8].
RCM provides quasi-histological resolution of the cellular and
subcellular structures starting from the stratum corneum down to
the dermoepidermal junction (DEJ) and upper papillary dermis
[9]. As a diagnostic adjunct for EMPD, one study showed its
sensitivity of EMPD was only 75% with a high false negative
ratio [8]. This casts doubt on RCM’s detection ability of EMPD
margins [8]. A noninvasive diagnosis tool which expedites mar-
gin assessment of EMPD with high sensitivity and specificity is
still in great demand.

In this study, we propose a new diagnostic technique which
combines high-3D-resolution harmonic generation microscopy
(HGM) with the 3D convolutional neural network (3D-CNN)
model to instantaneously differentiate the malignant EMPD
from its surrounding normal tissues digitally. Fresh EMPD
surgical specimens were 3D imaged by stain-free HGM starting
from the surface to the end of upper dermis. Each 3D HGM
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image stack was composed of up to 100 series of 2D images, 512
× 512 pixels under 235 × 235 µm2 field of view. Next, the sur-
gical specimen was histopathologically examined for the EMPD
cancer margins, which were treated as the result of the official
clinical diagnosis for the deep learning system. We then mapped
the location of the gold standard results to different HGM 3D
image stacks with labels and trained the 3D-CNN model. After
training, modification, and tuning the 3D-CNN model with only
2095 HGM image stacks (training and validation dataset), the
result of EMPD and normal skin tissues classification achieves
98.06% sensitivity, 93.18% specificity, and 95.81% accuracy.
Without subjective selection of a specific 2D image at a certain
depth, our proposed 3D diagnostic technique shows high poten-
tial to assist physicians to quickly map the EMPD margins by
providing noninvasive instant information regarding the imaged
sub-millimeter site as malignant or surrounding normal with
a high accuracy. This technique provides the basis for future
clinical application in EMPD disease diagnosis, preoperational
margin assessment, and intraoperational border determination
in Mohs micrographic surgery.

II. MATERIALS AND METHODS

A. Harmonic Generation Microscopy

Harmonic generation microscopy, combining second har-
monic generation (SHG) and third harmonic generation (THG)
modalities, is a non-invasive imaging technique with an im-
proved spatial resolution, contrast, and penetration in compari-
son with RCM [9]–[12]. With SHG and THG, HGM can be used
to complement the single-modality confocal reflectance in order
to obtain a sharp contrast between the dermis and epidermis
[9]. With the virtual-transition-based nonlinear optical mecha-
nism, HGM achieves dual contrasts without inducing nonlinear
damage to the bio-samples. By utilizing longer wavelengths in
the IR spectrum (1200-1300 nm), tissue linear damage can be
further reduced and deeper penetration of light into the skin
can be achieved. Besides, HGM has inherent confocality, and
therefore, the confocal pinhole is not necessary to obtain optical
sectioning. Lastly, HGM has high signal-to-noise ratio (SNR)
because SHG and THG intensities scale quadratically with the
number density of molecules within the focal volume [13];
therefore, SNR is only limited by integration time due to the
low noise. Compared to HGM, RCM is limited by the noise
from other structures, which scatter the beam before the focal
spot; hence, RCM signal-to-noise is limited because the intensity
scales linearly with the number density of molecules the same
as the noise, and therefore, higher contrast cannot be obtained
by longer integration times.

We imaged EMPD skin sample with two similar HGM sys-
tems (Fig. 1). For details, please refer to [14], [15]. The excitation
source was a home-built Cr:forsterite laser, capable of producing
38 femtosecond pulses with a repetition rate of 105MHz at
a central wavelength of 1262 nm (bandwidth: 91 nm). The
dispersion of the optical components for lengthening the laser
temporal pulsewidth in tissues was compensated by a pair of
double chirp-mirrors [14],[15]. A 40x, 1.15 numerical aperture
(NA) water-immersion objective (UAPON 40XW340, Tokyo,

Fig. 1. Representative HGM images of EMPD lesions and normal skin. In
these images, green color represents SHG signals and magenta represents THG
signals. HGM image of normal skin for (A) system 1 and (B) system 2. HGM
image of EMPD lesions for (C) system 1 and (D) system 2. Scale bar = 100
µm. Yellow arrows indicate Paget cells.

Olympus) focused the scanning beam onto the sample. The
average power on the sample surface was around 100 mW.
The above system parameters were optimized [14],[15] for
penetration, contrast, and sample viability [14], [15], [16]. The
noninvasiveness and photodamage concern of the systems had
been reported in a previous study [16]. In this ex vivo study
of skin samples, we observed no morphological alteration of
epidermal cells or dermal structures, such as structural distortion
or cellular burst. Additionally, we conducted histopathological
examination on the ex vivo skin sample after the HGM imaging
process. The H&E examination reported no photo-damage of
the skin tissues.

The entire protocol was approved by the Research Ethics
Committee of National Taiwan University Hospital (No.
201309036DINC), and informed consent was obtained from
each subject prior to study entry. The ex vivo surgical samples
removed from EMPD lesions were imaged immediately by
HGM. A series of 3D HGM image stacks were taken at different
locations across the skin sample. Each 3D HGM image stack
was composed of series of 2D en face images, 512 × 512 pixels
under 235 × 235 µm2 field of view. Beside one sample with
thin epidermis, each 3D image stack was taken from the skin
surface with a depth of 180 µm. For the sample with extremely
thin epidermis, the imaging depth was 138 µm, surpassing the
depth of DEJ. After the HGM imaging, the skin biopsy samples
were fixed in 10% formalin, embedded in paraffin, cut into
10-micron sections, and stained with hematoxylin and eosin
(H&E). The histopathological features of the H&E sections
were reviewed by a dermatopathologist and the borders between
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Fig. 2. Mapping clinical diagnosis result of H&E-stained histopathological
sections to HGM image stacks. Scale bar = 100 µm. Yellow circles in the right
panel indicate the Paget cells.

Fig. 3. Details of EMPD and perilesional normal skin in H&E-stained
histopathological sections with two different scales.

normal and EMPD lesions were identified on the stitched mi-
croscopic photos. According to the locations, we then mapped
the result of H&E-stained histopathological sections, which
is the gold standard of EMPD examination, to the series of
HGM image stacks so as to label each 3D HGM image stack
as EMPD lesions or normal skin (Fig. 2). The H&E-stained
histopathological sections of EMPD showed tumor cells (Paget
cells) with abundant pale cytoplasm in the epidermis distribut-
ing in isolated forms or in clusters. The epidermis of EMPD
lesions are often acanthotic and hyperkeratotic, comparing to the
surrounding normal counterpart (Fig. 3). In 3D HGM imaging
approach, SHG is the depth indicator and thus differentiates
in situ tumor from tumor with dermal invasion. On the other
hand, THG distinguishes the tumor cells from normal cells
because the EMPD lesion is characterized by round-shaped,
dark cells (Fig. 1) with pale THG signals in the stratum basale
and stratum spinosum layers. Therefore, both SHG and THG
provide essential and complimentary information for physicians
to identify the condition and border in EMPD diagnostics.

B. Deep Learning Algorithm

With various medical imaging techniques nowadays, they pro-
vide physicians advanced information such as tumor locations
and status for diagnosis and therapeutic decisions. Challeng-
ingly, it takes time and effort for dermatologists to analyze the
information from the images [17], especially if the information
is in a 3D form. To determine the lesion region and border, an ap-
proach that can accurately differentiate tissues at a specific loca-
tion as cancer or normal in no time is needed. Recently, the rapid
advancements in machine learning and deep learning, which
is an approach of artificial intelligence, provide more accurate
and faster models in medical imaging processing techniques.
Several studies have conducted deep learning classification tech-
niques based on different CNN models to distinguish normal
and abnormal (cancer) states of tissues [18]–[21]. Besides, two
studies applied deep learning on multiphoton images for cancer
tissue classification [22], [23]. These studies demonstrated that
deep learning can provide high sensitivity and high specificity
diagnosis for various fields of medical imaging applications.

In this study, to reach a faster and better training result,
an image pre-processing procedure was implemented to re-
size all HGM images by down-scaling averagely the original
512×512×96 pixels (to facilitate the down-scaling process,
we excluded the top 2 layers and the bottom 2 layers without
affecting the results) into 64×64×32 pixels. Because different
skin tissue samples have different epidermal thickness, all 3D
images would be padded into 96 layers if the number of 3D image
layers is less than 96 layers. In our 3D HGM image dataset, we
adopted 2286 3D image stacks in total as our dataset, including
1325 EMPD stacks and 961 normal stacks. Smaller images but
with enough feature information could increase the efficiency of
the training process within limited memory and would provide
similar training performance to original 3D images without
scaling. After resizing the images of each stack, the image stacks
were randomly divided into 3 datasets for training, validation
and test in proportion of 83.3%, 8.3% and 8.3% respectively
(The proportion is 10:1:1). Although the datasets were randomly
divided, the distribution of the normal and cancer tissue image
stacks was the same in each dataset, which provides better
training performance.

With a small number of images, fine-tuning or transfer learn-
ing on a well-trained model with own images has been reported
to provide a better feature-differentiation performance than
scratch from model [24]. In the medical image analysis field,
transfer learning from natural image to medical image is one of
the most practical method in deep learning. However, 3D medi-
cal imaging tasks are often solved in 2D models, thus losing rich
3D information and the performance is compromised. Models
Genesis [25] is a powerful 3D pretrained model, significantly
outperforming both in segmentation and classification of several
major 3D medical image applications. With a small amount of
HGM 3D image stacks, fine-tuning on Models Genesis would
provide a better performance than other 2D models. To avoid
the over-fitting problem, in this study we shrunk and modified
the pretrained model architecture with additional layers and
finetuned the model with the weights from pretrained Models
Genesis.
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Fig. 4. EMPD classification deep learning network architecture. 3D CONV:
3D convolutional layer; MP: max pooling layer; GAP: global average pooling
layer; FC: fully connected layer.

TABLE I
RESULT OF SCRATCH FROM A 3D CNN MODEL AND FINETUNE FROM A

PRETRAINED MODEL

We trained our training dataset with our designed classifica-
tion network (Fig. 4). We trained the network for 300 epochs
with an early stopping of 50 epochs. This technique prevents
the overfitting problem by stopping training after a number
of 50 epochs without a decrease in the validation loss. The
part in the square (Fig. 4) was extracted from the encoder part
of Models Genesis, whose initial weights were also adopted
from the pretrained Models Genesis. All convolutional layers
applied the rectified linear activation function (ReLU) [26] and
were regularized using batch normalization. One 3D global
average pooling layer was applied after the last convolutional
layer. Dropout was applied to the 3D max pooling layer, the
3D global average pooling and the two fully-connected layers
after the 3D global average pooling layer. Additionally, for the
two fully-connected layers after the 3D global average pooling,
scaled exponential linear unit (SELU) [27] activation and Le-
Cun normal [27], [28] kernel initializer was applied to them.
Sigmoid activation and L2 regularization [29] were applied to
the last fully-connected layer for binary classification. Network
optimization was performed using the Adam [30] with a batch
size of 18 and binary cross-entropy as the loss cost.

III. RESULTS

A. Scratch 3D CNN Model vs. Finetuned Pretrain Model

To prove the concept that finetuning from a pretrained model
brings better performance, we trained a simple 3D CNN model
from scratch to confirm it. After training, finetuning from a
pretrained model got much better sensitivity, specificity and
accuracy than scratch from the 3D CNN model (Table I).

TABLE II
RESULT OF TWO-PATH VS. SINGLE-PATH MODEL

TABLE III
RESULT OF DIFFERENT DROPOUT SETTINGS

B. Two-Path Model vs. Single-Path Model

There are two imaging modalities in HGM images, SHG
and THG. In this study, we conducted three different designs:
two channels separately with a two-path network, two channels
merged as a single-path network, and single channel (only THG
signal) with a single-path network. After training from these
three networks, two channels separately as a two-path network
delivers the best result (Table II). We speculate that it is because
SHG and THG are both important but different and need to
be analyzed separately to get the correct EMPD diagnosis. For
example, separate analysis can provide sharp contrast of the DEJ.

C. Dropout value

We also trained with different dropout ratio because a deep
learning model contains lots of parameters, thus conducting
dropout with enough parameters randomly brings better per-
formance. After training three different settings, dropout with p
= 0.1 got the best result (Table III).

D. Scaled ELU Activation and LeCun
Normal Kernel Initializer

With SELU activation, when the input is in normal distribution
(LeCun normal initializer), the output is also in normal distri-
bution. SELU with LeCun normal converges the network faster,
because the internal normalization (SELU) is faster than external
normalization (like batch normalization). SELU with LeCun
normal also suppresses the vanishing and exploding gradient
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TABLE IV
RESULT OF SELU AND LECUN NORMAL SETTING

TABLE V
RESULT OF L2 REGULARIZATION SETTING

TABLE VI
RESULT OF BALANCED DATASET

problem and brings a better training performance. After training
with and without this setting, network with SELU activation
and LeCun normal kernel initializer brings better performance
(Table IV).

E. L2 Regularization

To keep all the image features but avoid overfitting from
training data, we adopted L2 as our regularizer. After four
different L2 regularization value setting trials, we found that
L2 regularization value = 0.01 provide the best performance
(Table V ). Smaller L2 regularization value cannot avoid the
overfitting problem and larger L2 regularization value might
abandon too much image features.

F. Data Balance

From the first original dataset, we only adopted 3D HGM
images from surgical samples of EMPD patients, therefore,
EMPD images are more than normal skin tissue images. We
observed that specificity was much lower than sensitivity when
we utilized this dataset and we speculated that this phenomenon
is from the unbalanced data. Therefore, we imaged more normal
skin tissue images to make normal skin images as much as

EMPD images. As a result, training with a more balanced dataset
provides better performance for both sensitivity and specificity.

IV. DISCUSSION

EMPD lesions frequently show ill-defined tumor borders,
which makes it difficult for physicians to define the accurate re-
section line for surgery. Currently, to ensure complete removal of
EMPD, physicians have to either choose wider surgical border or
spend tremendous efforts to map tumor border pre-operationally.
Both approaches cause large trauma, which brings problems to
patients in appearance and life, and tumor may spread beyond
the original border during the biopsy examination period. To
avoid these problems, a noninvasive method to instantly provide
accurate classification between EMPD tissues and normal skin
tissues with high sensitivity, specificity and accuracy is needed.
With the trauma-free mean, accurate and immediate assessment
of EMPD margin before surgery would reduce the need of
time-consuming and invasive strip biopsy and mapping biopsy
and could lower the recurrence rate than without pre-operational
border assessment. In this study, we examined if 3D CNN deep
learning is capable to accurately determine whether the location
of the trauma-free HGM 3D-imaged skin tissue is EMPD or
surrounding normal. With 98.06% sensitivity, 93.18% speci-
ficity, and 95.81% accuracy achieved, our study confirms the
performance of the proposed technology to meet the need for
EMPD preoperational border assessment with ex vivo samples.
Currently, the peripheral extent of EMPD and identification
of tumor margins can be extremely difficult to define based
on the clinical examination. According to the clinical exami-
nation, physicians have a predicted surgical border before the
surgery, but have doubts about whether the surgical border is
adequate. Our technique can provide real-time identification to
assist physicians in mapping out suspected margins, which can
speed up the in vivo margin assessment process and map the
tumor pre-operatively, facilitating the planning of more rational
surgery. It also has high potential to reduce the frequency of
histopathologically involved margins in excision specimens and
therefore reduce the need for additional surgery. The result
makes us believe that the technique has great potential for the in
vivo and noninvasive preoperational surgical border detection of
EMPD. In our study, we utilized two HGM imaging systems with
two slightly different spacings in the vertical direction, 1.8µm
and 2µm, and the result wasn’t affected by this difference.

Many studies have proposed that the deep learning technique
can accurately classify medical images of various diseases or
can accurately determine whether it is a specific cancer [18]–
[23]. For deep learning applied on nonlinear optical imaging,
one multiphoton study [22] achieved over 95% sensitivity and
97% specificity on classification of the mice ovarian tissues as
healthy or cancerous. Additionally, the other study [23] col-
lected second-harmonic generation and two-photon excitation
fluorescence 2D images of the DEJ in unstained fixed tissues for
automatic classification of healthy and dysplastic classes using a
deep learning method with 93.5% sensitivity, 95.0% specificity
and 94.2% accuracy. Although these two studies demonstrated
their ability on cancer tissue classification, 2D-image-based
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approach needs subjective and time-consuming selection of the
en face 2D image at a specific depth. Even though deep learning
applied on 3D medical images is rare, our study supports the high
accuracy of 3D deep learning on 3D HGM images to classify
normal and malignant EMPD cases. With the 3D approach,
instead of manually selecting 2D skin images at a specific depth
for interpretation, one can now blindly perform 3D skin images
starting from the surface and digitally achieve high precision
automatic classification of the imaged site, which is with a
sub-millimeter size. In addition, our 3D deep learning neural
network can reach over 90% sensitivity, specificity and accuracy
as other 2D deep learning studies.

Currently, margin assessment before surgery takes a long
time. It takes an average of 35 days from the first mapping
biopsy to the operation [5]. One study reported that Paget cells
may spread beyond the biopsy sites during the period from
the completion of the biopsy examination to the surgery. If the
mapping can cover much more than 22 sites and the classification
result can be obtained immediately, it can help physicians to
perform the operation instantly, shorten the waiting time and
prevent the spread of cancer cells. Our method, combination of
3D deep learning and 3D HGM images, shows high potential to
provide such a solution in the future.

It is noted that in this study, we only recruited Asians with skin
phototype III or IV as our volunteers. Even though it is unclear
what the effect of other skin types on the EMPD diagnosis by
deep neural networks is, pathologically it is known that the
morphology of the EMPD lesions is hardly affected by different
skin phototypes. Combining with our previous in vivo HGM
studies on volunteers with different skin phototypes [31], [32],
which showed consistent HGM capability to penetrate through
the dermal-epidermal junction, we infer that with more images
from patients of different skin phototypes, one needs to perform
optimization of hyperparameters on the deep neural network, but
there is no need to modify the architecture of the deep neural
network to achieve similar results.

Even though this is only an ex vivo study, the impact of the pre-
sented development with the HGM and 3D deep learning model
is to provide instant information at the pre- or intraoperation
time to make the surgeons excise the lesions completely with
free section margins. This technique present here will provide
the basis for future ex vivo and in vivo clinical applications
in EMPD disease diagnosis, preoperational margin assessment,
and intraoperational border determination like in Mohs micro-
graphic surgery.

V. CONCLUSION

We presented a novel technique for non-invasive in-vivo
EMPD identification through HGM imaging analyzed by 3D-
CNN models providing real-time malignancy classification to
assist physicians in rapid mapping of regions with suspected
malignancy. To demonstrate the technique’s viability, models
trained on 2095 HGM image stacks of ex-vivo specimen was
benchmarked against corresponding gold-standard dermapatho-
logical examinations, investigating the influence of several deep
learning approaches on its resulting performance, achieving
98.06% sensitivity, 93.18% specificity, and 95.81% accuracy.
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