
IEEE JOURNAL OF SELECTED TOPICS IN QUANTUM ELECTRONICS, VOL. 26, NO. 2, MARCH/APRIL 2020 8200512

Hierarchical Design and Optimization of
Silicon Photonics

Andrew Michaels , Member, IEEE, Ming C. Wu , Fellow, IEEE, and Eli Yablonovitch , Fellow, IEEE

Abstract—Silicon photonics is a rapidly maturing platform for
optical communication and sensing. As systems leveraging silicon
photonics have grown in size and complexity, so too has the demand
for high performance silicon photonics components. In order to
meet these demands, we propose a hierarchical approach to design
and optimization of silicon photonics components. Our approach
applies simple physical analysis to choose an effective starting
geometry for a two-step gradient-based shape optimization. This
optimization employs carefully chosen geometrical constraints in
order to consistently produce robust, high performance devices
which satisfy practical fabrication constraints of deep UV lithogra-
phy. In order to demonstrate the versatility of method, we optimize
a 3 dB coupler which achieves better than 0.04 dB excess loss over
the O-band, a four port 3-dB coupler which achieves better than
0.41 dB excess loss and near 50:50 splitting over the O-band, and a
fabrication-tolerant waveguide crossing which achieves better than
0.075 dB insertion loss over the O-band even when subject to±10%
silicon thickness variations. These results pave the way for high
efficiency silicon photonic component libraries.

Index Terms—Silicon photonics, nanophotonics, inverse design,
shape optimization, 3 dB coupler, 2× 2 splitter, waveguide crossing.

I. INTRODUCTION

IN RECENT years, there has been a trend towards designing
large-scale silicon photonic systems. For example, integrated

beam steering for LIDAR [1]–[3], optical switches [4]–[7], and
optical computing platforms [8]–[10] require thousands of sili-
con photonic components. When cascading many components
together as is common in these applications, the efficiency of
each individual component becomes increasingly important.
Typical silicon photonic components are often too lossy or, in
the case of devices which rely on adiabatic transitions, too large
for the given application. This situation is further exacerbated
when the platform demands a larger operational bandwidth or a
greater insensitivity to fabrication variations.

In response to this, shape and topology optimization meth-
ods have emerged as a promising solution [11]–[18]. Although
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demonstrated to be very powerful tools, these inverse design
methods often suffer a glaring flaw: they are inherently local
(rather than global) optimization techniques. Consequently, it is
difficult to guarantee that a design “discovered” by the optimiza-
tion method will end up meeting a desired specification. This
becomes particularly evident when designing high performance
devices with excess losses below 0.5 dB. In such cases, it
becomes increasingly important that we choose a starting point
for the optimization and geometric constraints which will lead
to a final design with the desired high performance.

In spite of their importance, prior work on shape and topology
optimization in nanophotonics has placed limited emphasis on
how the starting condition and geometric constraints influence
the final performance of an optimized device. In many works
[11]–[17], starting structures with seemingly (or even inten-
tionally) arbitrary sizes and shapes are chosen. These choices,
while successful in seeding optimizations which yield drastic
improvements in the figure of merit, do not always succeed
in producing final devices which significantly outperform their
hand-design counterparts. To overcome this, additional physical
insight is essential.

In this manuscript, we will introduce a hierarchical approach
to design and optimization of nanophotonic devices that min-
imizes guesswork and which consistently yields high perfor-
mance designs. This methodology involves developing a starting
geometry based on simple physical analysis and then applying a
shape optimization process that strategically employs different
geometric constraints in order to limit the likelihood of falling
into undesirable local optima. Using this methodology, we are
able to design common silicon photonic components with record
high efficiencies and which are broadband and tolerant to fabri-
cation variations.

II. OVERVIEW OF INVERSE DESIGN TOOLS

A core component of our approach, which we describe in
detail in the next section, is gradient-based shape or topology
optimization. Specifically, in this work, we employ adjoint
optimization with boundary smoothing based on the methods
discussed in [19] extended to three dimensions. Because our
goal is to design very high efficiency devices, it is important that
our optimization leverage a simulation method that can handle
sufficiently high resolutions in a reasonable amount of time. To
this end, we use a custom implementation of the 3D Finite Dif-
ference Time Domain (FDTD) method which is fast, scales very
well on parallel computing platforms, and makes efficient use of
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Fig. 1. Graphical overview of our hierarchical approach to design and optimization of electromagnetic structures. Our systematic approach involves developing a
device topology based on simple physical analysis, coarsely optimizing this starting topology to improve its performance, and then refining the coarsely optimized
structure with a second optimization that incorporates constraints. The end result is a device with high performance that can be fabricated.

memory. This enables us to optimize larger devices with higher
resolutions. In our implementation, the simulation is driven by
a ramped continuous wave source. This allows us to operate
the FDTD algorithm as a frequency domain solver, simplifying
the implementation of the adjoint method. Furthermore, using
a custom FDTD implementation (as opposed to a commercial
solver) gives us access to its internals, allowing us to ensure
that forward and adjoint simulations are self-consistent, which
is essential to calculating accurate device sensitivities.

In the spirit of enabling the photonics community to take
advantage of the design methods we demonstrate in this
manuscript, we open sourced our optimization tools, called
EMopt [20]. EMopt includes the FDTD solver, mode solvers,
and adjoint method implementation needed to optimize most
silicon photonic components.

III. HIERARCHICAL DESIGN AND OPTIMIZATION

The way in which we apply inverse design tools has a
tremendous impact on the quality of the end results. In this
section, we introduce our hierarchical approach to design and
optimization which systematizes gradient-based optimization of
photonic devices. This approach consists of three main steps as
depicted in Fig. 1 for the case of a 3 dB coupler: First we develop
a starting structure based on physical intuition. Second, we run a
coarse optimization of this starting structure which consists of a
small number of degrees of freedom. Third, we run a refinement
optimization with an increased number of degrees of freedom
and constraints in order to produce an optimal structure that can
be fabricated. We will discuss each step of this process in detail
in the remainder of this section.

A. Physics-Defined Topology

The starting geometry we use to initialize an optimization is
important as it can restrict the quality of both local and global
optima. One reason for this is that we typically choose and fix
the inputs and output of our device at the beginning of the design
process. If we choose a starting structure with a certain size, then
the final optimized structure will fit roughly within the same
footprint. As a result, choosing a starting structure which is too
small or too large to achieve the desired functionality will place
limits on the maximum performance we can achieve.

In addition to influencing the quality of possible outcomes, the
starting structure has a strong impact on which local optimum
we fall into and whether that result is robust. An example of
this is presented in the work by Su et al. [17]. Using random-
ized initial structures as a starting point, the authors optimize
hundreds of grating couplers. Of the optimized results, only a
comparatively small number of devices achieve a high coupling
efficiency; the rest of the optimized structures exhibit lower
performance, indicating that the corresponding optimizations
fell into undesirable local optima. This observed sensitivity
to initial conditions may give the impression that optimizing
electromagnetic devices is imprecise and riddled with guess-
work. Fortunately, we have recourse: strong physical intuition
and understanding of Maxwell’s equations. By leveraging our
knowledge of wave mechanics, in many (if not all) cases, we
can devise physically-motivated starting structures which lead
to efficient optimized devices.

We refer to this physically-motivated starting structure as
the physics-defined topology. For many components in silicon
photonics, a usable topology can be devised relatively easily by
applying simple design techniques, such as modal analysis.

As an example, consider the canonical problem of designing
a 3 dB coupler (for TE fields). The goal of a 3 dB coupler is
to split power from an input waveguide equally between two
output waveguides. One way of achieving this functionality is
to take advantage of modal dispersion in a multimode wave-
guide [21]. The fundamental TE mode of a narrower waveguide
connected to a wider multimode waveguide will excite the
symmetric modes of that wider waveguide, as depicted on the
left hand side of Fig. 1. If the multimode waveguide is not
too wide, the majority of the power will reside in the first
two even modes of the waveguide with effective indices n0

and n2, respectively. As these two modes co-propagate over a
distance Δz = λ/[2(n0 − n2)], the relative phase between the
two modes becomes equal to π, leading to a splitting of the
field intensity towards the outside of the multimode waveguide.
With the field evenly split and concentrated near the outer edges
of the waveguide, we can terminate the multimode waveguide
and place two output waveguides to capture the divided optical
power.

This physically intuitive approach translates into a relatively
well performing initial structure, which is shown in Fig. 2. The
structure is defined in 220 nm thick silicon using a 110 nm partial
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Fig. 2. (top) Diagram of the cross section of the silicon platform used for
the 3 dB coupler. (bottom) Plot of a slice of the simulated electric field of a
3 dB coupler based on a multimode interference topology for a wavelength of
1310 nm. This serves as the starting point for gradient-based optimization.

etch. Based on a wavelength of 1310 nm and a multimode wave-
guide width of 1.75 μm, our previous analysis yields a device
length of 3.94 μm. Despite the simplicity of this approach, the
chosen topology yields a device with a reasonably high coupling
efficiency of 93.3% (−0.301 dB). This gives us confidence that
the overall size of the device and the chosen positions of the
inputs and outputs are sufficient for obtaining a high efficiency
device.

This example demonstrates the general thought process one
can follow to develop a starting topology for many silicon
photonic components. In fact, the same analysis can be applied
to many other devices like waveguide crossings and 4 port
3 dB couplers, which we demonstrate later in this manuscript.
Other devices, however, may require a different approach to
discovering an effective topology; one such example, which
we demonstrated previously in [22], is grating couplers. While
developing the topology for an electromagnetic device may not
always be as simple as this 3 dB coupler, we should still be
able to apply our intuition of electromagnetics to come up with
something which is superior to random guesses. To this end,
the large amount of work on electromagnetic device design is
tremendously useful.

B. Coarse Optimization

One of the primary goals of defining a physically-inspired
device topology is to ensure that the inputs and outputs of
the system are situated such that high efficiency designs exist
within the design space. In many cases, the analysis used to
develop this topology neglects some of the finer details of the
device. For example, in our 3 dB coupler example, we chose
the separation of the output waveguides to approximately match
the intensity distribution formed by the beating modes within
the larger multimode waveguide section of the device. In reality,

these abrupt transitions between the multimode waveguide and
the input and output waveguides are unlikely to be optimal. This
presents us with an opportunity to apply shape optimization
techniques to improve the coupler performance.

While we may be tempted to throw the full power of inverse
design with many degrees of freedom at the problem, it is impor-
tant that we proceed in a strategic manner. Typically when we run
shape (or topology) optimizations with large numbers of degrees
of freedom, we impose constraints to prevent the development of
features that we are unable to fabricate. The combination of large
numbers of degrees of freedom and constraints significantly
increases the complexity of the design space. This can lead
to a larger number of potentially undesirable local optima and
a slower evolution towards the final optimized structure (an
effect which we demonstrate in detail in Appendix A). This
in turn makes it more difficult to make large modifications,
like displacing a boundary of the structure over ∼ micron scale
distances, to the structure.

To help mitigate these issues, we run an initial coarse op-
timization without constraints and only a few design variables
(∼10). By running an optimization on a coarsely parameterized
structure, we are able to rapidly improve the general shape of the
device. Convergence is typically significantly faster for simpler
design spaces, and thus the coarse optimization allows us to
both quickly verify the quality of our topology and evaluate
the likelihood that the design process will lead to an efficient
device. Furthermore, the result of the coarse optimization is an
excellent starting point for a final optimization which includes
more degrees of freedom and fabrication constraints.

In order to demonstrate the coarse optimization, we continue
with our example of designing a 3 dB coupler. In this example,
we choose the coarse parameterization to be the xy coordinates
of the points which define the splitter, as depicted by the green
dots in the left and middle parts of Fig. 1. In total there are
seven points and hence fourteen design parameters. This choice
allows the optimization to both manipulate the input and out-
put waveguides and also to modify the size of the multimode
waveguide section. Although in this manuscript we employ a
polygon-based shape optimization method, any form of shape
or topology optimization which affords control over the number
of degrees of freedom that describe a device could be employed
in our hierarchical approach.

The figure of merit used for this optimization is the cou-
pling efficiency into the fundamental supermode of the two
output waveguides which corresponds to equal splitting of op-
tical power. All simulations are performed for a wavelength of
1310 nm with O-band operation in mind. The grid has a step
size of 30 nm, providing a good trade-off between simulation
speed and simulation accuracy. The optimization is terminated
after 40 iterations at which point the figure of merit does not
change appreciably.

In this optimization, we use the L-BFGS-B minimization
algorithm which we found to yield rapid convergence. The
progression of the figure of merit during the coarse optimization
is shown in Fig. 3. Beginning with a modest value of 0.30 dB, the
excess loss is quickly improved during optimization, reaching
a low value of only 0.020 dB by the end of the optimization.
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Fig. 3. To the left of the vertical dashed line, the figure of merit during the
coarse optimization is plotted vs iteration. To the right of the vertical dashed
line, the figure of merit during the refinement optimization is plotted. The visible
decrease in performance at the beginning of the refinement optimization is result
of imposing fabrication constraints.

This whole process took just over 20 minutes as detailed in
Appendix B.

C. Refinement Optimization

Although the coarse optimization in our 3 dB coupler example
successfully produces a structure with high coupling efficiency,
the structure itself is not entirely practical as it contains sharp
corners that are difficult to fabricate. Simply rounding off these
sharp corners will inevitably result in a sub-optimal design. In
order to rectify this issue, we can run a refinement optimization
which includes more degrees of freedom and fabrication con-
straints. These additional degrees of freedom afford us more
flexibility in the shape of the device, allowing us to further
improve its performance while ensuring the device can be made.

When increasing the number of degrees of freedom which
define a device boundary, we are prone to generating features
which are too small to fabricate. In order to avoid this, it is
common practice to incorporate constraints into the optimization
[12], [16]. For waveguiding devices, we commonly constrain the
radius of curvature which limits the formation of small features.
Depending on the device, minimum gap size or line width
constraints may also be imposed. Choosing such constraints is an
extremely important part of the refinement optimization and can
have a strong impact on the final performance of the optimized
device, the manufacturability of the device, and the time it takes
to run the optimization.

As a demonstration, we continue with our example 3 dB
coupler. We choose the figure of merit for the refinement op-
timization to be

F (E,H, �p) = η(E,H)− 𝒫roc(�p)− 𝒫gap(�p) (1)

where E and H are the electric and magnetic fields and �p is the
set of design parameters. The individual functions η, 𝒫roc, and
𝒫gap are the mode match integral, radius of curvature constraint,
and gap size constraint, respectively [19]. In this example, we
choose a minimum radius of curvature of 120 nm and a mini-
mum gap size of 200 nm to make the device compatible with
readily available deep UV lithography. The penalty functions are

Fig. 4. Plots of the (top left) initial rounded structure and (bottom) final
optimized structure for the refinement phase of the design process. The inset
in the top right shows a section of the polygon which defines the boundary of
the structure. In all three plots, the electric field amplitude is overlaid with an
outline of the device boundaries.

weighted such that violation of the constraint at a single point
reduces the figure of merit by up to 2%. By imposing the radius
of curvature and gap constraints using a penalty function, the
constraints become part of the optimization. This ensures that
the structure we end up with is optimal given these constraints.

It is important to note that if we used the structure generated by
the coarse optimization without modification, the sharp corners
would significantly violate the radius of curvature constraint,
causing corresponding penalty function to dominate the figure
of merit. As a result, the refinement optimization would attempt
to reduce the impact of the penalty function by rounding out the
structure, potentially leading to very slow convergence and a sus-
ceptibility to falling into undesirable local optima. To avoid this,
we can manually round off the corners of the coarse optimized
structure (using a fillet operation) and then use this modified
structure as the starting point for the refinement optimization.
By doing so, we ensure that the radius of curvature (and gap)
constraint is initially satisfied. In this case, the penalty function
acts as a barrier preventing the optimization from entering re-
gions of the design space which cannot be fabricated. Although
this process may lead to an initial drop in device performance
as shown in Fig. 3, the subsequent refinement optimization can
make up for the lost performance.

The rounded 3 dB coupler used as the starting point for the
refinement optimization is depicted in the top left of Fig. 4. In
order to represent boundaries with rounded features, we increase
the number of points in the polygon which defines the coupler
structure as shown in the top right in Fig. 4. These additional
points serve as the (significantly augmented) degrees of free-
dom for the refinement optimization and enable the coupler to
take on a more sophisticated shape than was possible with the
coarse optimization. The optimization is allowed to run for a
total 100 iterations which yields a satisfactory improvement in
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Fig. 5. Plots of the (top) O-band coupling efficiency and (bottom) reflection for
the final optimized device. The optimized device achieves better than −0.04 dB
transmission and −45 dB reflection over the full O-band.

performance in a modest amount of time (just over 9 hours). In
this optimization, our simulations are run using a grid spacing of
20 nm which leads to improved accuracy and hence the increased
runtime. Over the course of the refinement optimization, the
figure of merit improves from −0.065 dB to under −0.02 dB as
shown in Fig. 3. The structure that achieves this is depicted in
the bottom of Fig. 4 and notably has a more fluid shape than the
result of the coarse optimization.

Not only is the coupling efficiency at the design wavelength
high, but it is also maintained over a broad wavelength range as
shown in Fig. 5. The optimized coupler achieves an excess loss
lower than 0.04 dB over the entire O-band (1260 nm to 1360 nm).
Furthermore, the back reflection into the input waveguide is
lower than −45 dB over the full wave length range as shown
in Fig. 5. This performance exceeds other published results for
both hand designed and numerically optimized 3 dB couplers
[12], [23]–[28].

The final structure produced by the refinement optimization
not only achieves high efficiency, but it also does so while
satisfying the radius of curvature and gap size constraints that we
imposed on the structure. As a result, we expect the simulated
device to translate well to experiment with minimal additional
loss. Notice that even if we modified our constraints (for exam-
ple, if we improved our fabrication process and could hit smaller
feature sizes), we only need to rerun our refinement optimization.
To a certain degree, the device topology and coarse structure
are independent of the particular constraints we impose. This
presents an additional advantage of our hierarchical approach
to nanophotonic design: it allows us to more easily design
component libraries which are compatible with a wider range
of lithographic requirements.

IV. APPLICATION TO SILICON PHOTONICS

The hierarchical approach to photonic design that we intro-
duced in the previous section presents a promising strategy
for designing silicon photonic components which demand a
high level of performance. In order to further demonstrate this

Fig. 6. Graphical explanation of the basic operating principle of the four port
3 dB coupler. Light from either of the two input waveguides primarily excites
the first three modes of a multimode waveguide. These modes copropagate and
interfere leading to a field pattern which splits evenly at the output.

method, we have designed broadband four port 3 dB couplers
and efficient fabrication-tolerant waveguide crossings. For each
example, we develop a physically-inspired topology for the
device, parameterize it, and run coarse and refinement op-
timizations. The end results of these optimizations are high
performance components that can be fabricated with deep UV
lithography.

In these examples, we employ the silicon photonic platform
depicted in Fig. 2 which consists of a 220 nm top silicon layer,
that is patterned with a 110 nm shallow etch. The devices are
clad top and bottom with silicon dioxide. This partially-etched
platform is chosen as it is compatible with lower-loss ridge
waveguides, and the thicknesses are commonly employed in the
nanophotonics community.

A. Four Port 3-dB Coupler

A key component in many integrated photonic systems is the
four port 3 dB coupler (or 2× 2 splitter). This four port splitter
takes light from either of its two input waveguides and splits
the optical power evenly between its two ouput waveguides.
Because the device has an inherently asymmetric operation, it
is more difficult to design compared to the three port optical
splitter that we used as our previous guiding example.

Just as with its three port counterpart, multimode interference
effects lead to a good topology for the four port 3 dB coupler.
Specifically, our device topology consists of a larger multimode
waveguide with two symmetrically situated waveguides con-
nected both at its input and its output. Light incident on the
multimode waveguide from one of the two input waveguides
will excite higher order modes which copropagate; based on the
relative phases of these higher order modes, the field can be
effectively split between two output waveguides [21].

For the purpose of choosing the approximate dimensions of
our initial design, it is convenient to consider the first three TE
modes (with wavenumbers k0, k1, and k2) of the multimode
waveguide section of the device as depicted in Fig. 6. It is impor-
tant to note that the fundamental and second order modes have
even symmetry while the first order mode has odd symmetry.
If we add the fundamental mode and second order mode with
the correct phase, we obtain a symmetric field with two positive
lobes. Adding this resulting field to the first order (odd) mode
of the multimode waveguide, we can concentrate the optical
power in the top half of the multimode waveguide. This field
combination roughly corresponds to the input of the multimode
waveguide which is excited by one of the input waveguides as
depicted in Fig. 6.
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Fig. 7. Plot of the electric fields of the initial, coarse optimized, and refinement optimized four port 3 dB coupler. The outline of the optimized structure is overlaid
on top of the electric field plots, showing the evolution of the device as a result of the optimization process.

As the three modes copropagate, the relative phases between
the modes will change. The relative phase between the fun-
damental and second order mode is ϕ20 = (k0 − k2) z and
the phase between the fundamental and first order mode is
ϕ10 = (k0 − k1) z. Notice that if we were to add the even
symmetry field profile generated by adding the fundamental
and second order mode to the odd-symmetry first order mode
with a π/2 phase difference, the resulting distribution of power
inside the multimode waveguide will split evenly away from its
center. This condition occurs when the waveguide has a length
such that ϕ20 = 2πp and ϕ10 = (2q + 1)π/2 where p and q are
integers. These relative phase shifts correspond to waveguide
lengths ofL2π = pλ/(n0 − n2) andLπ/2 = (2q + 1)λ/4(n0 −
n1) where n0, n1, and n2 are the effective indices of the three
modes and λ is the free-space wavelength. While we ideally
would like to find values for p and q such that L2π = Lπ/2, this
condition is not strictly possible to satisfy because the effective
indices are typically irrational numbers. Fortunately, we can
choose p and q such thatL2π ≈ Lπ/2. The resulting approximate
length is the length of the multimode waveguide which makes up
our four port splitter. At the output of the multimode waveguide,
we place two symmetrically situated waveguides. The evenly
split fields within the multimode waveguide couple into these
two output waveguides.

Our ultimate goal is to design a four port splitter which
maintains high coupling efficiency and even splitting over the
whole O-band. As such, we choose initial dimensions which are
suited to operate at 1310 nm. The input and output waveguides
are chosen to be 500 nm wide and are separated by 500 nm.
The multimode waveguide section of the device is chosen to be
1.75 μm which yields a device with a modest footprint that can
be accurately simulated in a reasonable amount of time. Based
on these parameters, we find that L2π ≈ Lπ/2 ≈ 15.8 μm.

The starting structure produced by this simple analysis and
its simulated electric field is plotted in the top left of Fig. 7.
Although the fields are effectively coupled into the output
waveguides, there is visible imbalance in the fraction of power
exiting in the top and bottom waveguides, which is reflected by
a coupling efficiency of −1.74 dB. This is likely a result of a few
different factors. First, our analysis considered only the first three

modes of the multimode waveguide section. In reality, higher
order modes exist and will contribute to the fields in the device in
a way unaccounted for. Next, our analysis largely neglected the
exact size and position of the inputs and outputs which both have
a large impact on the overall performance on the device. Despite
these non-idealities which hinder the performance of the starting
structure, we can still expect the device to be an appropriate size
and shape that will enable efficient 3 dB splitting.

In order to improve this initial design, adherent to our hier-
archical approach, we run a coarse optimization of the struc-
ture. In this coarse optimization, we define the structure using
the six degrees of freedom: the input width, input separation,
output width, output separation, multimode waveguide width,
and multimode waveguide length. In order to ensure that the
device works for both input ports identically, we force it to
be symmetric about the xz plane. The figure of merit for this
optimization is the coupling efficiency (approximated by the
mode match integral) into the desired output field at 1310 nm
which consists of the sum of the first two super modes of the
two-output-waveguide system with a relative π/2 phase shift
applied between the modes. Finally, all simulations during the
coarse optimization use a 40 nm grid spacing which speeds
up the process significantly at the expense of a minor reduc-
tion in simulation accuracy. As with our three port splitter,
the structure is optimized using the L-BFGS-B minimization
algorithm.

The coarse optimization is allowed to run until the figure of
merit has converged which takes 35 iterations. The result of this
is shown in the top right of Fig. 7. Due to the relatively small
number of parameters, the coupling efficiency of the structure
increases rapidly from it’s initial value of −1.75 dB to nearly
−0.25 dB in only two iterations. During the remainder of the
optimization, the device is fine tuned until it achieves final
coupling efficiency of only −0.176 dB.

Next, we move on to the refinement optimization, which has
two purposes. First, it should produce an optimal structure that
does not contain any sharp corners or small features which
cannot be resolved using deep UV lithography. Second, it should
ensure the power leaving the two output ports is as balanced
(close to 50/50) as possible over the full O-band.
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The latter goal, in particular, requires some additional at-
tention. Naively, we might expect that simply maximizing the
coupling efficiency at a few wavelengths spread over the O-band
would be enough to ensure even splitting. Unfortunately, this
turns out to not be the case, because we will inherently be
operating near a maximum in the mode match equation which
occurs when the power is exactly equally split between the two
output waveguides. When we are near a maximum, modest
changes to the relative power in the two waveguides lead to
only small changes in the mode match integral. In practice, the
relative power in the two outputs needs to change by more than
a percent or two before the mode match figure of merit starts to
decrease significantly.

One way to circumvent this issue is to apply a penalty to
the figure of merit which increases when the outputs become
imbalanced. A tidy form of this penalty function is the mode
match with respect to the set of fields that are orthogonal to
the desired set of output fields. This function has a minimum at
the point in the design space where the overlap with the desired
fields is maximized and the outputs are balanced. Deviating from
this point causes the function to increase and thus more heavily
penalize the figure of merit. With this in mind, our complete
figure of merit for the refinement optimization is

F (E,H, �p) =
1

Nλ

∑

λ

[
η(Eλ,Hλ)

− αηortho(Eλ,Hλ)− 𝒫roc(�p)
]

(2)

where η is the mode match integral calculated with respect to the
desired and orthogonal fields, 𝒫roc(�p) is the radius of curvature
penalty function, λ denotes the simulation wavelength, Nλ is
the total number of wavelengths, and α sets the weight of the
orthogonal mode match penalty function. In this case, we use
α = 5× 103 which initially penalizes the figure of merit by
about 15%. This figure of merit is just the average of multiple
figures of merit computed at different wavelengths which be-
haves similarly to a minimax figure of merit when working with
high efficiency devices since the maximum coupling efficiency
possible is equal to one.

In this optimization, we co-optimize our splitter at three dif-
ferent wavelengths spanning a 50 nm range: 1285 nm, 1310 nm,
and 1335 nm. For all three wavelengths, the structure is identical
and a maximum 120 nm radius of curvature is enforced. The
forward and adjoint simulations of the structure are carried out
with a uniform grid spacing of 30 nm. Given the size of the
simulation domain, this gives a good trade off between speed
and accuracy. The final results presented later in this section
are produced using higher resolution simulations which have a
20 nm grid spacing to ensure higher accuracy.

The optimization is run for a total of 100 iterations (which took
a little over 35 hours on 256 cores of our Intel Xeon based cluster)
at which point the figure of merit stops increasing appreciably.
Initially, the figure of merit begins at −0.87 dB, significantly
lower than the final coarse optimization result. This is primarily
a consequence of the orthogonal field mode match constraint
which is not initially well satisfied. The refinement optimization
is able to rapidly improve the figure of merit to below one tenth

Fig. 8. Plot of the optimized four port 3 dB coupler performance. On top, the
transmission into the two outputs is plotted versus wavelength. On the bottom, the
splitting ratio (defined as the fraction of output power in each output waveguide)
is plotted versus wavelength. The black dashed line corresponds to 50%, which
is the desired splitting ratio.

of a decibel in 20 iterations, eventually settling on a final value
of −0.061 dB.

The performance of the final optimized structure is shown in
the top half of Fig. 8. As desired, the total excess loss remains
low over the full O-band, reaching a maximum value of 0.41 dB
at 1260 nm. This is further reflected in a 0.1 dB bandwidth of
61 nm. In addition to low excess loss, a splitting ratio very close
to 50% is achieved over a broad range of wavelengths as shown
in the bottom half of Fig. 8. Specifically, the relative fraction
of output power in either of the two waveguides deviates from
50% by no more than a few hundredths of a decibel over the full
O-band.

These results are superior to previously reported values for
multimode interference and directional coupler designs [16],
[29]–[32] and are consistent with adiabatic-transition-based de-
signs [33]–[37] which are typically at least an order of magnitude
larger than our design. Such high performance makes these op-
timized 2 × 2 splitters ideal for large scale integrated photonics
applications that demand low loss splitters without sacrificing
large amounts of die area.

B. Fabrication-Tolerant Waveguide Crossing

One of the great advantages of optical waveguides compared
to conventional electrical interconnects is that they can intersect
each other with minimal crosstalk. This functionality turns out
to be essential to many silicon photonic integrated circuits which
are only able to leverage a single layer of silicon. In large systems
in particular, waveguide crossings must be very low loss over
the relevant bandwidth, even in the presence of any fabrication
errors.

As a final demonstration of our hierarchical approach, we have
designed a waveguide crossing tolerant to fabrication variations.
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Fig. 9. Graphical explanation of the basic operating principle of a waveguide
crossing. Light from the fundamental mode of an input waveguide is coupled
primarily into the first two even modes of a wider multimode waveguide. These
two modes co-propagate and interfere to form a focusing intensity pattern
near the center of the crossing waveguide. This focusing effect allows us to
place an intersecting perpendicular waveguide without significantly altering the
propagation of light in the horizontal multimode waveguide.

In particular, we have optimized a crossing which maintains
exceptionally low insertion loss over the O-band even when
subject to ±10% thickness variations in the top silicon layer.
Our starting point for this optimization is a standard waveguide
crossing design based on multimode interference effects. The
topology we choose, depicted in Fig. 9, operates in a manner
identical to the three port 3 dB coupler but with the exception
that the desired crossing length is four times the splitter length.
This produces a focusing field pattern within the multimode
waveguide which limits interaction with an intersecting wave-
guide.

For our starting structure, we use a 1.7 μm wide multimode
waveguide which, based on the two-mode analysis, corresponds
to a crossing length of 15 μm. In order to ensure that the
focusing distance within the crossing waveguide is sufficiently
long (which is mediated by the taper length), we make the input
and output taper lengths equal to the width of the multimode
waveguide (1.7 μm). These tapers connect the multimode cross-
ing waveguide to the 500 nm input and output waveguides. The
simulated fields of this starting structure are shown in the top
left of Fig. 10. As desired, the power is effectively coupled from
the input to output waveguide with little visible light coupling
into the perpendicular waveguide.

Unfortunately, this standard waveguide crossing design is
neither very broadband nor insensitive to fabrication variations,
and in particular extreme silicon thickness variations. Therefore,
our goal in running the coarse and refinement optimizations is
to improve its performance when subject to such variations. In
order to do so, our figure of merit for the coarse optimization
will be the average (mode matched) transmission into the output
waveguide at 1310 nm for three different top silicon thicknesses:
the desired 220 nm thickness, a 10% increase in thickness, and
a 10% decrease in thickness. For each thickness, we define the
crossing structure using the same 110 nm partial etch depth.

For the purpose of the coarse optimization, we parameterize
the structure using only four degrees of freedom: the length of the
input and output tapers, the length of the crossing waveguide, and
width of the crossing waveguide at the end of the taper, and the
width of the crossing waveguide at the waveguide intersection.

The structure itself is simulated on a uniform 40 nm grid
for the sake of speed. The optimization is performed using the
L-BFGS-B minimization algorithm and is allowed to iterate until

the figure of merit changes by less than 10−6, which occurs
after 24 iterations. Despite having only four degrees of freedom
to manipulate, the optimization is able to rapidly improve the
average transmission to −0.0269 dB and the total variation is
drastically reduced to only 0.0102 dB at 1310 nm.

The structure produced by this coarse optimization and its
simulated electric field is shown in the top right of Fig. 10.
Although this coarsely optimized structure already achieves very
good performance, there may be more room for improvement.
Furthermore, the coarse result contains sharp corners that need
to be eliminated. As with our previous examples, this is easily
accomplished using a refinement optimization. To initialize this
refinement optimization, we use the coarse optimization result
with rounded corners and an increased number of vertices (one
point every 40 nm). The positions of these vertices are the
design parameters of the optimization. The figure of merit of the
refinement optimization is the same as the coarse optimization
with the addition of a radius of curvature penalty term. Finally,
all simulations in this final optimization use a 22 nm grid spacing
to ensure accurate results.

The optimization is run until the value of this figure of merit
decreases by less than10−6, which occurs after 26 iterations. The
final result is shown at the bottom of Fig. 10. Despite the fact that
we modified the coarse optimized structure by rounding off its
corners, the initial drop in performance at the start of the refine-
ment optimization is very small. This is explained by the fact that
our coarse optimized design is designed to be very insensitive to
thickness variations, and we expect this insensitivity to apply
to other small non-thickness-related changes to the structure
as well. During the course of the refinement optimization, the
minimum coupling efficiency improves from −0.0410 dB to
−0.0292 dB which is approximately a 30% improvement. This
means that 30% more crossings can be used along a path for the
same amount of loss.

Compared to the initial maximum loss of more than 0.5 dB, the
final optimized result is both highly efficient and exceptionally
insensitive to thickness variations. Fig. 11 highlights that this
improved tolerance to variations is a direct consequence of
the improved bandwidth of the optimized structure. In the top
half of Fig. 11, the transmission of a typical hand-designed
waveguide crossing is plotted versus wavelength. While a cross-
ing with the desired silicon thickness achieves a high peak
coupling efficiency of >−0.01 dB, this performance quickly
drops to nearly −0.2 dB at the edges of the O-band. When the
thickness varies by ±10%, the device’s usefulness is largely
eliminated because the minimum coupling efficiency at 1310 nm
drops to −0.4 dB and further to −0.8 dB at the edges of the
O-band.

Our optimized design has significantly improved performance
across the O-band by comparison, both with and without thick-
ness variations as shown in the bottom half of Fig. 11. Note
that both larger plots in Fig. 11 share the same y axis scale.
It is immediately apparent that the sensitivity to wavelength
and silicon thickness variations is reduced by roughly an order
of magnitude. The inset in the bottom of Fig. 11 shows a
zoomed in version of the transmission of the optimized structure.
When subject to ±10% variations in the silicon thickness, our
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Fig. 10. Plots of the (top left) starting waveguide crossing structure, (top right) result of the coarse optimization, and (bottom) result of the refinement optimization.
In all three cases, the fields are simulated with a wavelength of 1310 nm. In all three plots, the magnitude of the electric field taken from a slice running through
the center of the device is overlayed with an outline of the structure.

Fig. 11. Plots of the performance of the optimized waveguide crossing (bot-
tom) compared to a typical hand-designed waveguide crossing (top). When
subject to ±10% SOI thickness variations, the optimized design maintains a
maximum loss across the O-band that is nearly 10 times smaller than a typical
waveguide crossing.

optimized design achieves better than −0.075 dB transmission,
better than −40 dB back reflection, and better than −38 dB
cross-talk over the entire O-band.

This broadband behavior and insensitivity to fabrication vari-
ations comes only at the expense of a small reduction in peak
coupling efficiency (−0.0065 dB to −0.019 dB). Compared

to previously published results [38]–[44], our optimized cross-
ing has comparable peak coupling efficiency and significantly
higher bandwidth. To our knowledge, our optimized crossing
achieves better O-band performance when subject to variations
than any previously reported design. Even though our choice
of thickness variations may be extreme, we expect the improved
bandwidth of the optimized crossing to also reduce its sensitivity
to other fabrication variations.

V. CONCLUSION

In order to design high efficiency silicon photonic compo-
nents, we have proposed a hierarchical approach to design and
optimization which leverages both simple physical analysis and
numerical optimization techniques in a systematic way. Our ap-
proach consists of three steps. First, we define a physics-defined
topology which roughly accomplishes our design goal and serves
as the starting point for optimization. Next, a starting geometry
based on this topology is rapidly improved using a coarse opti-
mization with a limited number of degrees of freedom. Finally,
the result of the coarse optimization is optimized further using
a refinement optimization which incorporates a large number
of degrees of freedom and design constraints. The result of
this final optimization is a high efficiency device which can be
fabricated. Using this approach, we have demonstrated how we
can successfully design three port 3 dB couplers with better
than 0.04 dB excess loss over the entire O-band, four port 3 dB
couplers with better than 0.41 dB excess loss and near 50:50
splitting over the whole O-band, and finally waveguide crossings
with better than 0.075 dB insertion loss over the O-band even
when subject to ±10% silicon thickness variations.

These three examples demonstrate the effectiveness with
which our approach can be applied to essential silicon photonic
components. The application of our strategy does not stop here:
many silicon photonics components remain which could be fur-
ther improved by applying our hierarchical design methodology.
We believe this method will pave the way for high performance
and fabrication-tolerant silicon photonic component libraries.
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Fig. 12. Plots of the figure of merit vs iteration number for the (a) 3 dB coupler,
(b) 2× 2 splitter, and (c) waveguide crossing optimizations. In each case, the
coarse optimization is plotted in purple to the left of the vertical dashed line
and the refinement optimization is plotted in red to the right of the vertical
dashed line. Imposed on this plot, the dashed yellow trace shows the figure of
merit for a refinement optimization which is run without first running a coarse
optimization. In all three cases, skipping the coarse optimization results in a
much longer runtime and a significantly lower final performance.

APPENDIX A
SIGNIFICANCE OF THE COARSE OPTIMIZATION

A key step in our hierarchical design approach is the coarse
optimization which we have found to significantly improve both
the speed of the optimization and the quality of the final design.
In order to see why the coarse optimization is beneficial, it is
instructive to re-apply our methodology to our three examples,
but this time omitting the coarse optimization (i.e., directly
optimized the physically-motivated starting structure with a
refinement optimization).

The resulting optimizations are depicted in Fig. 12. In each
of the three plots, the figure of merit versus iteration number is
plotted for the original coarse optimization, original refinement
optimization, and the refinement-only optimization. Further-
more, the optimization run time is labeled in each case. In
the case of the 3 dB coupler, which is the simplest of the
optimizations we considered, omitting the coarse optimization
results in very slow convergence. In double the time it takes
for the original coarse and refinement optimization to finish, the
refinement-only optimization only manages to reach just above
−0.1 dB.

TABLE I
COMPUTATIONAL COST OF OPTIMIZATIONS

The situation is worse in the case of the 2× 2 splitter and
waveguide crossing. In the case of the 2× 2 splitter, omitting
the coarse optimization causes the optimization to converge on
a local optimum that is nearly 0.5 dB lower than the original
hierarchical approach. Furthermore, convergence to this final
local optimum takes twice as long. Similarly, in the case of the
waveguide crossing, omitting the coarse optimization causes
the refinement optimization to converge on a local optimum
that is around 0.1 dB lower than the optimum found with the
hierarchical approach and takes three times longer to do so.

These three examples highlight the importance of the coarse
optimization, and the hierarchical approach as a whole. Without
the coarse optimization, we readily observe slower convergence
to a worse solution.

It is worth noting that the coarse optimization comes with one
potential disadvantage: it requires shape or topology optimiza-
tion methods which allow us to directly choose the number and
type of degrees of freedom that describe the device. This poses a
potential challenge to density (or gray scale) methods and level
set methods. The refinement optimization, on the other hand, is
not constrained in this way and could benefit from the growing
variety of shape and topology methods in the literature. We hope
to explore this further in future work.

APPENDIX B
COMPUTATIONAL TIME

A key detail that one needs to consider when running an
optimization is its computational cost. The size of the device
one is trying to design, the desired accuracy of the underlying
simulations, and the complexity of the devices operation (and
hence the figure of merit) all have an important impact on the
time and resources that are required to run an optimization.

The three examples we have presented in this work can serve
as a rough benchmark for how long an optimization will take
to run. Table I shows the size, number of iterations, number of
simulations, and run time for each of our examples. All three
examples were run on a 10 Gbps infiniband connected cluster
consisting of 32 Intel Xeon E5-2670 CPUs with 16 GB of DDR3
memory per CPU. Considering the age of these machines, we
expect improved runtime on more modern hardware.

In general, a minimum of two simulations are required per
iteration in order to calculate the figure of merit and gradient,
however on average more than one figure of merit and gradient
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calculation is required as a result of the L-BFGS-B minimization
algorithm that we employ. Based on the time it takes to run
a single simulation we can get a rough sense of how long an
optimization will take.
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